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We report on the development of a self-consistent nanoscale semiconductor laser model. Wigner functions
are used for modeling the carrier dynamics and the effect of the boundary conditions. The Green functions are

used for interband polarizations, which we use to derive the optical susceptibility. We begin with a generalized
approach applicable to different nanosystems with a flexible band-structure-type information and finish with an
example of a quantum well laser using a combination of parabolic and Liittinger-K6hn band structure approxi-
mations. The novelty of this model is its ability to self-consistently incorporate spectral and dynamical charac-
eristics for a semiconductor laser. In particular, an example will be presented where a nonequilibrium correc-
tion term for the standard susceptibility equation is derived.
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I. INTRODUCTION

For a realistic nanophotonic laser model, it is necessary to
describe both the spectral (susceptibility) and dynamic (car-
rier transport) properties of the system simultaneously. Ex-
amples of such models are drift diffusion or rate equations
combined with equilibrium gain formulations.'~* These re-
quire a large amount of assumptions and parameters which
reduces their predictive power. Another possible approach
would be a fully microscopic model using Green functions.
In that sort of model, we would need to define Green func-
tions in the contact regions to couple to the rest of the system
as the way to incorporate boundary conditions.>°

In this paper, we will present a combined Wigner and
Green function model of nanophotonic systems. The ratio-
nale for the approach is that the Wigner functions are a very
convenient form to describe the carrier dynamics and bound-
ary conditions,"”7"!! whereas the Green functions (or the sim-
plified density matricies) are well suited for the polarizations
and susceptibility.!>”!> The starting point for both functions
is the one-particle nonequilibrium Green functions in general
position space with their evolution described by Dyson’s
equations.

In the first representation, we express the general Green
functions in position space in the eigenfunction basis (the
eigenfunctions of the noninteracting Hamiltonian of the sys-
tem). Dyson’s equations are also transformed into the eigen-
function basis. In the second representation, we express the
general Green functions in position space in the band basis.
This is defined by integrating out all spatial variations that
quickly vary with respect to the lattice size. The Green func-
tions in this basis are then transformed into the Wigner func-
tions by applying the Wigner-Weyl transformation. Either
representation can be used to completely model the system.
For example, in our previous work,"!""16 we carried out all
our analyses solely with Wigner functions in the band basis
representation.

The structure of the paper is as follows. In Sec. II we
describe the Green functions in the eigenfunction basis and
the Wigner functions in the band basis and their relation to
each other. In Sec. III, we discuss how we can use a combi-
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nation of the Wigner and Green functions for a complete
model of the system. The Green functions will be used to
model the off-diagonal elements (which are related to polar-
izations), and the Wigner functions will be used to model the
diagonal elements (which are related to carrier densities). In
Sec. TV, we describe the evolution equations of these two
functions and explicitly specify self-energies for two main
interactions: electromagnetic and first-order Coulombic. We
also show the simplification of the various functions to the
steady-state and their relation to susceptibility. In Sec. V, we
present a sample calculation of the gain for a single quantum
well (QW) laser using the developed formalism. This gives
us a nonequilibrium correction term that is incorporated in
standard formulations of gain. Finally, Sec. VI and VII
present results and concluding remarks.

II. GREEN AND WIGNER FUNCTIONS
A. Real-time Green functions in position space

In the real-time approach to nonequilibrium Green func-
tions on a Keldysh contour, six Green functions are
defined.'®!” They are the advanced G¢, retarded G, time-
ordered G', antitime-ordered G”, and G~ and G~ (which are
sometimes referred to as having no name!” but otherwise
called the lesser and greater Green functions,'® respectively).
The Green functions are defined in the standard way such

as'™7 G= (). ) = (0 () 1)), where (§(x,)) and (x,)
are the field creation and annihilation operators with position
and time coordinates x;=(r;,z;). We will also use the matrix
representation of Craig,!!7-?

G'(x1,x)) =G~ (x1,xy)

Glxy,x,) = _ .
(-xl -XZ) G>(.X1,.X2) _ Gl(.xl,xZ)

(1)

B. Green functions in the eigenfunction basis

The field creation and annihilation operators are expanded
into the eigenfunction basis,
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P = 2 g 0ak(n), P =2 iy,  (2)

where Hy(r)i,(r)=€,,(r), and ¢, and &, below are the
eigenfunctions and eigenenergies, respectively, of the nonin-
teracting Hamiltonian. The terms d(t)/d,(t) are the creation
or annihilation operators for an electron in this state. We will
discuss the meaning of eigenvalue index « later when we
examine a specific model.

The Green functions can then be expanded into the eigen-
function basis as

Gy(xl’XZ) = E dja/l(rl)'vzlzz(rZ)G’y(al’tl’ a2’t2) s (3)

ay,an

where vy represents all the different types of Green functions
and G(a;,t;,a,,t,) is the Green function in the eigenfunc-
tion basis. We use in this and the next section the center of
mass coordinates which are defined for time and position by

x=(x+x)/2, x3=(x;=x3) = x;=x+x,2,

Xy=x—x42, (4)

where x={r,#} and x,={r,,t,}. The Green function in time-
frequency coordinates is

6(a1,a2,t,w)=fdtdeiw’d(~;(a1,a2,t,td). (5)

Later, we will generally use the Markovian approximation
of the above function which is'®7  G(a,,ay,0)
Ef(dw/Zﬂ')é(al , 0,1, ).

C. Wigner functions in the band basis

The second representation is in terms of the Wigner func-
tions. First, write the Green functions in the band basis. It is
a known fact that several bands exist in the vicinity of any
symmetry point in semiconductors. We label those bands us-

ing index i and introduce 1&7/ fﬂi as the field creation or anni-
hilation operators for an electron in band i (conduction or
valence).

The field creation and annihilation operators in the band
basis are

§r00) = 2 (g () and §0) = 2 ul)g(x),  (6)
where u;(r) is a normalized function periodic in the unit cell.
The Green functions can then be written in this basis as

GM(xxy) = 2 u(r)u; (1) G7 (x1,x,), (7)

i.j

where G//(x|,x,) are the Green functions in the band basis.
Note that the Green functions in the band basis still have a
position dependence, but they are slowly varying with re-
spect to the unit cell size. Finally, the Wigner-Weyl transfor-
mation on the function converts these to Wigner functions (in
the Markovian approximation),!®!7

PHYSICAL REVIEW B 76, 035332 (2007)

dw o
fi,j(r’kst):f ;dz‘xdelwtd_[k‘rdej(r,l‘d,t,ld)

= J d’rye TG (r,x,1,0). (8)

This function is defined in what will be called the Wigner
coordinates, which correspond to phase space in the classical
limit.

D. Relation between the Green functions in the eigenfunction
basis and the Wigner functions

Since we will be using both Wigner and Green function
representations in our model, we will need a method to con-
vert between the two. Assume that the eigenfunctions of the
noninteracting Hamiltonian can be expanded in the band ba-
sis as

Palr) = 2 F o (0 (0), 9)

where F,;(r) are the envelope functions'® and u;(r) are,
again, fast varying functions. Substituting this relation into
Eq. (3), and then equating Eq. (7) to Eq. (3) gives

E M,’(I'1)M; (ry) éi,j(xlaxz)
ij

= > ”i(rl)u;-k(rz)Fal,i(l'l)Fzz,j(l'z)é(alJl, ay,1y).

ij.ay,00

(10)

Since the above relation must hold for all functions u,(r), one
can show the relationship

fir ) = 2 TG (a0, (1)

ﬂl,llz

with
Jg;;(r,k) = f d3rde‘ik'rdFal,i(r + rd/Z)FZZ,j(r -r,/2).

(12)
The converse relationship can also be derived,

1
2m)?

G<(al’ aZ’t) = 2
i

f d3kd3rf;j}jr"(r, K)f,,(r.k,1).

(13)

Equations (11) and (13) give us conversion formulas be-
tween the two representations.

III. CHOOSING A COMPLETE SET OF FUNCTIONS FOR
THE SYSTEM

Either representation presented so far could be used to
completely describe the system. However, we can also use a
combination of these two representations for a complete de-
scription. We will use the Green functions in the eigenfunc-
tion basis to describe interband correlations (which are re-
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TABLE 1. Summary of Green and Wigner functions used in the
model.

Functions to solve

G<""’(acl,ah2): off-diagonal Green functions in the eigenfunction
basis.

ffc’jc(r,k,t): diagonal Wigner functions for the conduction
electrons in the band basis.

f?,,.j,,(r’k”): diagonal Wigner functions for the holes in the band
basis.

Intermediate functions

i:fjh(r,k,t): off-diagonal Wigner functions in the band basis.
G<"'(acl,a62,t): diagonal Green functions for the conduction
electrons in the eigenfunction basis.
G<’h(ah] , @, 1): diagonal Green functions for the holes in the
eigenfunction basis.

lated to polarizations) and the Wigner functions in the band
basis to describe intraband correlations (which are related to
density functions).

Consider the wave functions in the system ,(r)
=2F, {r)u,r). In this function, the index i represents the
subband index and « represents the eigenlevel. We now as-
sume that the function F', ,(r) is non-negligable only when «
and i refer to the same band, that is, if i denotes a conduction
subband and « refers to a state energetically in the conduc-
tion band (and similarly for the valence band). Looking at
Eq. (12) for Jg;j.(r,k), with the above approximation in
mind, implies that «; and i must represent the same bands
and a, and j must also represent the same bands. Therefore,
fij and G=(a;,a;) must describe functions in the same
bands. This allows us to construct a complete solution to the
system where the Wigner functions will only be used for
“diagonal” states (cases where i and j are both in the same
band) and the Green functions in the eigenfunction basis will
only be used for “off-diagonal” functions (cases where «;
and «, are in different bands).

We show in Table I our list of Green and Wigner func-
tions. We have broken it into two groups. The first group are
the functions we will solve with our evolution equations.
They represent a complete set of states. In the second group
are intermediate functions that can be found from the first
group using the relations of Egs. (11) and (13).

The < superscript on the Green functions will hereafter
be dropped.

We do not really need the intermediate functions; we
could write the equations completely in terms of the first set
of functions. However, for clarity, it is sometimes convenient
to use them. When possible, we will put subscripts on the
eigenlevels and band indices to indicate which band we are
dealing with (such as a, or «; and i, or i;). Also, we use the
hole representation for the valence band. The diagonal hole
functions are related to the valence electron functions by
G'(a,B,1)=05, 5~ G"a,B,t) for the Green functions and
ff:j(r, k,n)=6;; —ﬁj(r .k, 1) for the Wigner functions. The off-
diagonal functions will be the unchanged ones in the hole
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basis (fV=/"), except the implicit change in the momentum
of the eigenlevels that goes along with this (k— —Kk).

IV. EVOLUTION EQUATIONS FOR THE GREEN AND
WIGNER FUNCTIONS

Now that we have the Green and Wigner functions and
the relationship between them, we will describe their evolu-
tion. The evolution equations for both types of functions
originate with the general Dyson’s equations. In Dyson’s
equations, all interactions can be incorporated by the
self-energies.'*'7-?! There are various ways to express Dys-
on’s equations.!”!” The form of interest here is shown below

{ifi(ai + i) — (Hy(ry) - HO(r2)):|é(xl’x2)

= E ﬁfdx3[SEM’HF(X17x3)6(x3,x2)

EM.HF

= Gxy,x3) SEMHE (30 x)) ] + it

X (i + i)é(xl,xz)

, 14
at, ot (4

scatt

where H is the noninteracting part of the Hamiltonian which
contains the kinetic energy and heterostructure potential en-
ergy (including electrostatic self-consistency and applied
bias). This is the Hamiltonian that is diagonalized for the
eigenfunctions used in the eigenfunction basis. The index
EM,HF signifies the sum over the classical electromagnetic
and first-order Coulombic (Hartree-Fock) interactions. We
have also considered phonon and higher-order Coulombic
interactions’?> which will lead to scattering terms, to be
discussed below. Here, they are represented formally as

(ﬁ_{:] + ﬁ_{;)é(xl ’XZ) |scart'

A. EM and HF self-energies

The classical EM self-energy in general position space
can be written as’

iEM(X1»x2)=—%754(x1—xz)E(rlJl)'rls (15)

where 7 is the identity matrix in Craig’s space and E is the
classical electric field. The HF self-energy is the first-order
Coulombic terms. The only nonzero terms are the time-
ordered and antitime-ordered ones which can be shown to be
(most conveniently in eigenfunction space)'*?>23

_ i _
SR (@ an,0) = — 2, G, a5, V(ay,a), a5, 05),
! ’
@),a;

(16)

where
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’ ! 3 3
‘/S(aba]’aZy aZ) = f d r]d I’ZVX

X(Jr; —1y)) ‘r/le (rl)‘/fa;(rl)'r/faz(l'z) l/fzé(l‘z)
(17)

and V(|r|) is a renormalized potential to account for screen-
ing, which could be given by, for example, the plasmon-pole
approximation.'? These self-energies must be transformed
into the eigenfunction basis and the Wigner coordinates in
the band basis for use in the evolution equations.

B. Higher-order scattering

The scattering terms due to phonon and second order
Coulombic interactions have been derived in both the eigen-
function basis'* and Wigner space.'>* While there are some
additional complications, in principle, there is no reason why
they could not also be incorporated here.”> However, due to
the large increases in computation time which these terms
bring about and which do not affect the purpose of this ar-
ticle, we will adopt the commonly used rate equation ap-
proximation for them.

Green functions in this approximation take the form?>

aGCh(am ap, t)

h,
= ’YC(L_,ah(Gf) eq(ac’ ah) - GCh(aw ah9t)) ’

at scatt
(18)
and for the Wigner functions, this is”1??42
afsl (x,k,1) .
_‘IT [ff,/fl,q(l‘,k) f Ir,k,0], (19)
scatt

where G<¢ and "¢ are equilibrium Green and Wigner
functions, respectively. The Green function scattering can be
simplified because, in equilibium, there are no off-diagonal
components (G**=0).'2 The symbol y,; is the relaxation
rate for the Wigner functions, and Ya,a, is the relaxation rate
of the Green functions. In general, these rates will be depen-
dent on energy or momentum as they come from the colli-
sion integrals of the scattering processes.”* For simplicity, we
will approximate them as constant. A simple extension to this
approximation is to add scattering terms for each type of
interaction.?

C. Rotating wave approximation

The rotating wave approximation is a common technique
used to separate the quickly and slowly varying components
of functions with time dependence.!>'* We assume that any
function of time can be written as

f(6) = flt)e ™ + F(1)e YT (20)

for a device operating around a single optical frequency (},,,.
This replacement is done for any time-varying function in
the evolution equations. The evolution equations are then
multiplied by [7*7dt' where 7= Q . The slowly varying com-
ponents have a negligible change over this time, while any
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components with terms of ol p=+1,+2, ..., will aver-

age to zero. Thus, we will end up with equations that are
only slowly varying in time.

D. Evolution of the off-diagonal Green functions in the
eigenfunction basis

Substitute the EM and HF self-energies into Eq. (14),
transform to the eigenfunction basis, and use the Boltzmann
scattering and rotating wave approximations to get the off-
diagonal functions'?!422.25

J
D . 0( ah
,E, [ﬁ(zw +Q,,+ y) Baa Oy = (Errea (1)
a.,a,
- g;?;?”(t)) + Vv(ac,ac',ah,a,'l)} GM(al,ap,1)
c’h
=—i> d - E*(t)[lfy;j;
iC’jh
S G Brat) - 2 1 G a Bc,t)]
I h
B B
(21)
where
Eoeh(r)
ch
= (8205(1’L,,a£ + E Gc(ﬁc’ﬂé’t) VS(aC’ﬁC’ aé’ﬁc")) 5071,&};
Be-BL
+ 2 VBl a)) G, Beat) (22)
Be

and
ELremr) = ( Bupar + 2 Vil By B (GH (B ).1)
BuB,

- 5[3,1,[3}")) 5a(,a; - 2 Vs(amac”ﬂh’a/;)Gh(Bh»ah»t)
By

(23)

renormalized energies, [

are the HF iy
=f d3rF (r)F iy (r) is the overlap intergral, and d;
=e[d’ru, (r)u (r)r is the interband polarization. The nonin-
teracting Hamlltoman terms have been replaced by their ei-

genvalues .

E. Evolution of the diagonal Wigner functions in the band
basis

We begin once again with Dyson’s equations and trans-
form them to the band basis. Expanding the position space
Green functions and self-energies in Eq. (14) into the band
basis,  multiplying  the  resulting equation by
I Qd3r1d3r2u;k(r1)uj(r2) (where the ) subscript on the inte-
gral denotes only integrating over the volume of the unit

cell) and transforming into the Wigner coordinates
give! 791617
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Jd . . . e ,
i i k0 + 2 f K TH (K0 (k0 = H (kK 0 (k0]

== f PRV, (k=K)f (0K 0 +d; ;- BT} (k0 = {V(k=K)f" (e k') +d; - EX(r0}fi (rk,0)]

Ipsle

+ify, ; o5l (c.K) = f; ; (e K.0)],

and the equation for the holes is the same, except for all ¢/h
indices being switched. The HF renormalized Hamiltonian
terms  are ng’y)(r,k,k’,t):HEJ‘;.”/)(r,k,k')+Vs(k—k’)
Xf7(r.k,0), with Hf(r.k.k') and H; (r.k.k') being
Hy;(r;) and H,(r,) transformed into the Wigner
coordinates,  respectively. The  terms  Hy;(r;)
= Qd3ruf(r)H0(r)uj(r) are the noninteracting Hamiltonian
terms in the band basis. The superscript y denotes the band
(C, HH, LH). We show these terms for the parabolic model
in Eq. (38). The symbol E* is the positive frequency compo-
nent of the electric field in the rotating wave
approximation.”* We also have Coulombic terms V(|k—k'|)

(2;)3 [ dr e ¥ ray (|7 ) in the HF renormalized terms.

Equations (21) and (24) represent our solution for the
time-dependent case. If we had an expression for the electric

(24)

field, we would have a self-consistent solution. These would
be an appropriate set of equations to use for analysis of a
time-transient system. We will now look at the steady-state
solution.

F. Steady-state case: Susceptibility and the self-consistent
solution

In the #— o limit and with the rotating wave approxima-
tion, all the time-dependent functions approach their steady-
state solutions. To express this using our equations, all ¢ de-
pendence will be removed and any time derivative will
vanish. The steady-state off-diagonal Green function is then

GCh(acv ah) == Tac,ah : E+’ (25)

with

a""iIT —_ aL"’iC h Ny _ BL”ic C 4
{Ia’;’jh %Iﬁ”’jhc (B ) %IQI,MG (a!,B.)

Too= 2 d (26)

ic’j h

AN
Lo @@

In the rotating wave approximation, the relation between the
macroscopic polarization density and Green functions is

k

P(r)=i 2 d;Fo;(OF, ; ©)G"(a,a,)

s Wpolcafy
_ . * * ot
= 2  Foi (OF, ; (0d; T, o -E(r).
Qe Apsles]
(27)
Electric susceptibility is defined as'?
P(r) = x,.,(r) - E(r), (28)

where ¥, is the complex susceptibility which has a dyadic
dependence in the polarization directions.

[ﬁ(ﬂop + i’Ya(,,ah) 50"5’&:‘

aa,

, 7’ ’ h, 7’ ’ :
I (g;j'z:h - gajéhah) + Vs(aé’ ac, a;p ah)]

Equating Eq. (28) to Eq. (27) defines the complex suscep-
tibility as

B ()= _; ) * By
Xor)=—i 2 F,;(F, (©d; 17 . (29)

Qs Aol ey

Here, B defines the polarization direction, and only the in-
duced polarization that has the same direction as the electric
field is considered. The real and complex parts define a po-
sition dependent refractive index and gain nf A1)
=Re x2,(r.1), ¢8,(r,0)=Im x£,(r.1).

For the diagonal Wigner functions, Eq. (24) can then be
written as
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> f & [H e kKOS (k) =M ek KD (rk)]

E|? «
= %2 f PK[(Vy(k - k')Tﬁih(r,— k') +d?
i ¢

by, 550 (k) = £ (k).

A similar relation

with T,-c,jh(r,k):—E ay
exists for holes.

Equation (30) with Egs. (25) and (29) represent the final
solution to our steady-state model. Combining these with a
relation for the magnitude of the electric field will give a
fully self-consistent set of equations for the magnitude of the
electric field (which can be related to power), gain, and car-
rier densities. Relations for the electric field terms |E|> will
not be discussed here, but one possibility is to use a Lange-
vin model for spontaneous emission which will give the field
in terms of the susceptibility and diffusion coefficient?*26-27
and the electromagnetic Green functions for the dielectric
cavity type (for example, Fabry-Perot or distributed feed-
back).

Joele KT,

aso ap.j,

V. EXAMPLE: CALCULATING THE GAIN OF A
QUANTUM WELL LASER

Up to this point, the model has been quite general in both
device and band structure approximations. The only require-
ment is that the eigenfunctions can be separated into a slowly
varying function multiplied by a fast varying function with
respect to the lattice constant. This can be applied for para-
bolic, Luttinger-Kohn (LK), and tight-binding models. In this
section we will look at a simple QW laser grown in the z
direction.

We begin by making three key simplifying approxima-
tions:

(1) In Egs. (21) and (24), the Coulombic energy renormal-
ization effects are incorporated in £ and H. For example,
these terms will be simplified by adopting a common ap-
proximation where the energy renormalization is simply
added to the band’s potential V,(z) (Refs. 12 and 28) of the
form AEy(n)=,B),n;/ 3(z). The symbol B, is known as the
band-gap shrinkage coefficient of this band (including band
offset), and the symbol n,(z) is the carrier density which will
change for each iteration.

(2) Assume negligible intraband off-diagonal elements
due to high intraband scattering rates. This means any
diagonal Wigner or Green functions will be reduced to
GNay, @) =84,.0,G ), ) =G () and 17,(r.k)
=0, f7i(r k)= f1(r.K).

(3) Assume that the electric field coupling terms are neg-
ligible in the diagonal Wigner function equations. Thus, any
terms with |E|> will be removed.

T8

iyl

(r.k) - (V,(k - k’)Tﬁih(r,k') +dP

Loty

7%, (1.~ k)]

iy

(30)

A. Mixed LK and parabolic approximation

Ideally, we would like to solve both the Green functions
and Wigner functions using the same band structure (in this
case, LK) model. However, the large number of bands of the
LK model significantly increases the computation time for
the Wigner functions. At the same time, the parabolic model
is insufficient for accurate calculations for gain. We therefore
adopt the compromise presented below.

First, note that in the LK and parabolic approximations,
the envelope functions are

Ty

Fa,i(r) = Fnh,qh,i(r) = Fnh,qh,i(z)? (31)
for 4 X4 LK holes and
eiqy-ri
Fa,i(r) =Fny,qy,i(r) = &,inyFny,i(Z) (277) (32)

for parabolic electrons and holes. Here, i, denotes the sub-
band this level is in (which is possible because there is no
band mixing in this case). The eigenstates « used throughout
this work will be of the form @,={n,.q,}, where n, is the
band-edge eigenlevel and q, is the transverse momentum,
not to be confused with the momentum indices in the Wigner
functions which will use k.

With the eigenlevels in this form above, write the (inter-
mediate, diagonal) Green functions as the sum of two com-
ponents, the best-fit equilibrium component, which will be a
Fermi function, and the nonequilibrium correction term

Gik(n,.q) = G{{’(n,.q) + 6G{x(n,,q) (33)
and
G,Zm,,(ny,q) = G;Z’,Z,b(ny,q) + 5G;{m,,(ny,q). (34)

As will be discussed in more detail shortly, in the para-
bolic model, the equilibrium component is found by finding
the best-fit Fermi distribution in the well region to the carrier
distribution calculated from the Wigner function. The non-
equilibrium correction term is then the difference between
the calculated Wigner function and equilibrium component,
transformed into the eigenfunction basis.

Our simplifying approximation is then to assume that the
nonequilibrium correction term in the LK model is approxi-
mately equal to the nonequilibrium correction term in the
parabolic model [6G{k(n,.q) = 6G},,,(n,,q)]. We also use
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the Fermi levels found in the fitting procedure in the para-
bolic model for the LK model. The Green function in the LK
model can then approximately be written as

GLK(n‘y? q) =~ Geq y(ny’ Q) + 5Gparab(n‘y’q) (35)

PHYSICAL REVIEW B 76, 035332 (2007)

With this approximation, we can use the LK model to calcu-
late the optical gain and use the parabolic model to calculate
a correction term due to the nonequilibrium nature of
this system. The susceptibility of Eq. (29) therefore
becomes

Xch=_l 2 |I:;h?yl} lj,

neq,ny,

where 72;‘1’ I szn 4.i(@)F,qj(z). Equation (36) is very
similar to standard formulations,21328 the difference being
our nonequilibrium correction term.

The procedure is then as follows:

(1) Calculate the Wigner functions in the parabolic model.

(2) Find the equilibrium component and the nonequilib-
rium correction term to these Wigner functions.

(3) Assuming the Fermi level found in step 2 for the para-
bolic model will be close to what would be calculated with
an LK model, use this to calculate G{%(n,.q).

(4) Use the equilibrium components and correction terms
to calculate the susceptibility.

It is important to remember that this correction procedure
is only necessary when we are using two different band-
structure models for the diagonal and off-diagonal functions.
This could also be used for higher-order models such as 4
X4 LK for diagonal Wigner functions and 10X 10 LK for
off-diagonal Green functions. In the following, we provide
the mathematical details for this procedure.

B. Equilibrium component and nonequilibrium correction
term

To find the two components, we must first calculate the
Wigner function in the parabolic model.

1. Diagonal Wigner functions: Parabolic approximation

The noninteracting Hamiltonians are a sum of the kinetic
and potential energies, where the potentials included here are
the heterostructure, applied bias, and electrostatic self-
consistent energies. In the model used, the electrons and
holes are uncoupled from each other so that the Hamiltonian
can be separated into conduction and hole subblocks as

2

h
H{,; (r)=§ ( ( )V +V (z)) (37)

where y are HH, LH, or C bands and i is the subband in this
band. The effective mass is position dependent, and V,(z) is
the renormalized potential energy term for these bands.

The noninteracting part of the Hamiltonian in Wigner co-
ordinates can be approximated as

|2[ [ h eq(nh’ q) + 6Gparab(nh’ q)] [GC eq(nc’ q) + 5Gparab( L9q):|]
[h(Qop + l’)/n(,nh) - (gnc,q -

, (36)
&0

H*(rk k')~ 8k, -k )HS (2,k,k)),  (38)

where

ex2z(kz’—kz)z 1 i
HE= g,k k) = ——— MY(+2(k! —k,))| =% + =0,
e 7 4T

X (k. +k,) — kzk;] + V2K, - kz)]} .
(39)

The approximation in Eq. (38) comes from assuming that the
derivative terms in the transverse direction are negligble
compared to the other terms. The terms V(k,) and M"(k.)
are spatial Fourier transforms of V¥(r) and %(r) respec-
tively, averaged over the transverse position and momentum
directions.

Integrating Eq. (30) by [d°r d’k, gives the quantum
Boltzmann equation averaged over transverse direction and
momentum.

J dk! [H<+ Nz kook!) = H 2,k k) 1Y (2,kL)
Y Y

= ihy; [1571(2k) = f7 (2,k:)]. (40)

2. Best-fit equilibrium component

The Fermi distribution in Wigner coordinates is

fIMak) = 2 ek )Gy, ED - (41)

Ty

from the relation between the Wigner functions and the
Green functions simpliﬁed from Eq. (11) and j"TiV(Z,kZ)
= [dz,e"*<F, l(z+zd/2)Fn ,(Z z4/2).  The  function
G»Un,E}) is "the Fermi function averaged over the trans-
verse momentum (q)'? and E} is the Fermi energy for this
level. The procedure to find the best-fit equilibrium compo-
nent is then to iterate guesses for E} to minimize the differ-
ence |f(z,k.)—f? within the well region. Once this
is done, we use G“/'eq(ny,E}() as our best-fit equilibrium com-
ponent.
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3. Nonequilibrium correction term

Using the relation between the Green functions and the
Wigner functions from Eq. (13), the nonequilibrium correc-
tion term can then be written as

1 _
Gparap(ity) = 5 — f dke.dz]"r' (2.l )f] (2.k:)

—Gr (n),,E}/) (42)

parab

Finally, we want to use 8G),,(n,.q,E}) (the correction
term not averaged over the transverse momentum)
in Eq. (36). We approximate this as 6G),,(n,.4q.E})
~6G) ,p(n,)K(n,.q. E}), with K(n,.q.E))=G);%,

X(ny,q,E}')/G;;fr‘flh(ny,E}). K(ny,q,E}? is a known quantity

since we now know the Fermi level.

C. Boundary conditions

One of the main purposes of using Wigner functions is the
ease of formulating boundary conditions and hence modeling
an open system. The boundary conditions to use are at the
ends of each structure (positions z=0,L), the carriers are
approximately in equilibrium with Fermi levels uq and u;,”°

kgT
le (z=0/L,k,) = n::,ﬁ—Bz In[1 + e~ Enom—ron)ksT] — (43)

D. Carrier capture

The Boltzmann scattering of Eq. (19) can be thought of as
a carrier capture term where carriers are scattered into the
well because we take the equilibrium functions f7*“/(z,k,) to
be Wigner functions for carriers in the well. These are ap-
proximated by assuming that the average electron and hole
densities in the well are equal to the doping levels of bound-
ary layers. Since they are in equilibrium, the carriers will
redistribute themselves as a Fermi distribution,

fIak) = 2, (k)G ), (44)
n

Y

where GZ’E‘]’We”(ny) is a Fermi distribution (averaged over the

transverse momentum) assuming all injected carriers in equi-
librium and confined to the well. The carrier capture rates are
generally in the range of 10/ps.

VI. RESULTS

We apply the above approximations to a single quantum
well laser with the following structure as described in Table
II. The numerical procedure to calculate the Wigner func-
tions has been explained elsewhere.”%!' We use a center-
upwind finite difference method and solve self-consistently
with Poisson’s equation.

In Fig. 1, we show the self-consistent heterostructure po-
tential for the electrons and holes using applied biases of 1.4
and 1.45 V. Because of self-consistency, the heterostructure
potential in regions close to the well flattens. This is similar
to what one would find using drift-diffusion methods. In
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TABLE II. Heterostructure of the quantum well laser modeled
in the example.

Layer Material Width Doping

1 InP “Infinite” 5% 10'%/cm’, n type
2 InP 8 nm None

3 Ing53Gag47As 6 nm None

4 InP 8 nm None

1 InP “Infinite” 5% 10'8/cm?, p type

standard gain calculations, it is often assumed that these po-
tentials are flat to begin with.

In Fig. 2, we show the total carrier density calculated
from the Wigner functions, the best-fit equilibrium contribu-
tion, and the difference between these two. Only the HH and
C bands are shown since the LH band concentrations are
small. The difference, when transformed to the Green func-
tions in the eigenfunction basis, becomes our previously
mentioned nonequilibrium correction term. These are calcu-
lated with a capture rate y=10/ps.

There are large conduction band carrier concentrations at
the left boundary and large hole band carrier concentrations
at the right boundary due to the doping of the boundary
layers. As expected, there are also carrier accumulations in
the well region. The conduction and hole densities in layers
directly adjacent to the wells are dependent on the doping
profile in the structure. The best-fit equilibrium contribution
in the well is fairly close to the total carrier contribution
there. The difference is relatively small and is mainly made
up of higher-energy states. The gain will depend mainly on
the lower-energy states.

In Fig. 3, we show the TE gain. To highlight the differ-
ence, we calculate the gain using our proposed equilibrium
plus correction term as well as a naive approximation where
we use all carriers localized around the well in the gain cal-

0.9 T T T T T T T T T T T T
conduction

0.6

0.3
?", 0.0 — 1.45V bias i
R 1.40V bias
<
[0]
© -0.34 E
o .

-0.6 1

0.9 .

Position (nm)

FIG. 1. Graph of self-consistent heterostructure potential for the
electron and hole bands. It is shown for two bias voltages. Capture
rate y=10/ps.

035332-8



SELF-CONSISTENT MODEL OF A NANOSCALE...

' ' ' ' ' " Total d'ensityI '
4 ---- Fitted equilibrium 4
——————— Difference
2
e
o
K=}
NS 0
c
kel
o HH
€ -2+
©
o
c
<]
¢]
-4 ]
-6 T T T T T T T
5 10 15 20 25 30

position (nm)

FIG. 2. Graph of carrier density for the electron and heavy hole
bands. We show the total carrier density calculated from the Wigner
functions, the best-fit equilibrium contribution, and the difference
between these two. Capture rate y=10/ps.

culation (we imagine that the total carrier concentration is in
equilibrium, find its Fermi level, and use that input for the
gain equations). We see that using all carriers significantly
overestimates the gain (in a sense, this is like using both the
two-dimensional and three-dimensional carriers in a com-
bined gain-rate equation model to calculate the gain).

One may ask if it is reasonable to just drop the correction
term entirely and only use the best-fit equilibrium contribu-
tion. This is shown in Fig. 4 for a bias of 1.45V and a
capture rate of 10/ps. In this case, it will underestimate the
actual gain, but it can also overestimate it depending on

T T T T T T T T
Equilibrium carriers plus correction
400 - ---- All carriers -
//7,7\\\\ N
/// ~
’/, ° N \
/// AR
- 200 E
€ s 1.45V bias
g P
£ 1.40V bias
© NN
O o 4
© N
5 N
g 1.45V bias
W
-200 " .
1.40V bias, W\,
N
ANRY
N
ARRY
-400 ;

T T T T T T T T i
0.78 0.80 0.82 0.84 0.86 0.88
Photon Energy (eV)

FIG. 3. Gain spectra versus photon energy for a number of
applied biases. The solid lines are the gain using the best-fit equi-
librium plus the nonequilibrium correction term. Dashed lines are
for gain, assuming that the total carrier density in the well is at
equilibrium. Capture rate y=10/ps.
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600 T T T T T
—— Equilibrium carriers plus correction
fffff Equilibrium carriers only
400 - ------ All carriers _
3
L 2004 E
£
©
O
8 04 i
[J]
=
=
-200 -
-400 o
T T T T T T T T T T
0.78 0.80 0.82 0.84 0.86 0.88

Photon Energy (eV)

FIG. 4. Gain spectra versus photon energy for a applied bias of
1.45 V. Gain curves are shown for calculations using the best-fit
equilibrium plus the nonequilibrium correction term and the best-fit
equilibrium only, assuming that the total carrier density in the well
is at equilibrium. Capture rate y=10/ps.

whether the best-fit concentration has higher or lower contri-
butions in the lowest lying energy levels. It would also de-
pend on the actual carrier concentrations involved. In all our
calculations, total carrier concentrations in the well range
from 2.5 to 3.5 10'8/cm?. At this low level, a small change
in density can have a significant change on the gain.

To see the effect of the carrier capture term, in Fig. 5, we
plot maximum gain versus bias for two capture rates. As
expected, the larger the capture rate, the larger the gain be-
cause more carriers will scatter into the well. From these
results, it is evident that gain is not a linear function of ap-
plied bias. After an applied bias of 1.47 V, the maximum
gain actually starts to decrease. It is around this bias that the
heterostructure potential on the right side of the well is lower

300 T T T

250

200

150

100

Maximum Gain(/cm)

50

T T T T T T T T T T T T T
1.40 1.41 142 1.43 1.44 1.45 1.46 1.47

Bias (V)

FIG. 5. Maximum gain versus applied bias for two carrier cap-
ture rates.
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than that on the left side of the well (see Fig. 1). The maxi-
mum gain will occur when the left and right potentials are
the same. If the left one is lower, carriers will backscatter
more, and if the right is lower, there will be more carriers
passing over the well. In both cases, there will be less carri-
ers captured by the well.

VII. CONCLUSION

In this paper, we have developed a complete self-
consistent laser model based on a combination of Wigner
functions for dynamical properties and Green functions for
spectral properties. The method was designed this way be-
cause Wigner functions are very convenient for the incorpo-
ration of boundary conditions, while gain is more conve-
niently formulated with the Green functions. When one is
deciding if this method is appropriate for their simulations, it
is neccessary to ask if the additional computational overhead
required in this model for the conversion between the Green
and Wigner functions is worth it, or would it be quicker to
use only Green or Wigner functions exclusively. In the ex-
ample given, the conversion process is fast because the
Wigner functions were calculated in a parabolic model.

We have presented an example where the model has been
simplified to providing a nonequilibrium correction term to a

PHYSICAL REVIEW B 76, 035332 (2007)

standard gain formula. We have shown from this example
that we can model both the carrier dynamics and gain. The
boundary conditions used in this model were Fermi distribu-
tion functions. We could, however, incorporate this into a
larger model by using some sort of semiclassical transport
model (such as drift diffusion) up to the boundaries of the
Wigner functions and then using the semiclassical model’s
distribution functions as the boundary conditions for the
Wigner functions in place of the Fermi distributions used in
this work.

Future directions for this method will be to add in phonon
and Coulombic interactions in a more detailed way, use a
non-Markovian approximation (the easiest approximation
would be to use a Markovian approximation for the Wigner
functions and a non-Markovian formulation for the Green
functions and gain®’). We could also include the electric field
coupling in the Wigner functions and logically use a LK
model for the Wigner functions. It would be of interest to
apply this model to other types of structures such as quantum
dots.
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