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Interpretation of the diffuse scattering in Pb-based relaxor ferroelectrics in terms
of three-dimensional nanodomains of the (110)-directed relative interdomain atomic shifts
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Polar nanoregions in relaxor ferroelectrics were modeled by the Monte Carlo method. To account for
correlations between atomic shifts, Potts-like models were applied with a random field used to mimic the
chemical disorder impact on the polar ordering. The diffuse scattering effects for generated structures were
calculated and compared with the neutron and x-ray experimental data known from the literature. An alterna-
tive explanation of diffraction effects contrary to the polar “pancakes” concept reported in several recent papers
is given. Generated three-dimensional polar domains with the walls parallel to {110}-type crystallographic
planes result in one-dimensional diffuse scattering rods fully compatible with the experimental results. More-
over, special extinction conditions for diffuse lines clearly indicate that the relative shifts of the atoms in the
neighboring domains have to be parallel to (110)-type directions. This can be achieved by various combina-
tions of atomic shifts. Therefore, it is impossible to elucidate their actual directions based only on the analysis
of the diffuse scattering effects. We show that the intensities of diffuse scattering are sensitive to the relative

magnitudes of the atomic displacements and can be used as a starting point for their determination.
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I. INTRODUCTION

Relaxor ferroelectrics (RFEs) are technologically impor-
tant materials with extraordinary dielectric and electrome-
chanical properties and possible applications as transducers
and actuators. Chemically disordered Pb-based RFEs [Pb-
RFES, c.g., Pb(Mg|/3Nb2/3)O3 (PMN), Pb(an/3Nb2/3)O3
(PZN), Pb(SCl/2Nbl/2)O3 (PSN), and Pb(SC1/2T31/2)03
(PST)] manifest typical relaxor properties (high value of per-
mittivity, its broad-diffuse dependence on temperature and
strong dependence on frequency, weak remnant
polarization).!> Chemical ordering, as well as doping (e.g.,
with Ti), can suppress relaxor behavior in these compounds.

Pb-RFEs belong to the family of Pb(B’,B")O5-type per-
ovskite compounds. Their crystal structures were extensively
studied by various techniques in both nonpolar paraelectric
and polar ferroelectric phases.>~!” According to the results of
the conventional x-ray and neutron structure analyses per-
formed on single crystals and powders, Pb-RFEs crystallize
in a set of unit cells closely related to the basic perovskite
cubic cell with a=~4 A. However, despite all of the per-
formed studies, certain controversies remain over the crystal
structures of Pb-RFEs. The difficulties in their adequate de-
scription and determination result from the complex real
structure. As revealed by many electron microscopic
studies,>7-10-1L.13.18-23 the rea] structure of Pb-RFEs in their
relaxor state consists of two types of ordered nanodomains,
chemical and polar, occurring in the disordered matrix. The
papers obviously show the three-dimensional character of the
nanodomains. It is this fact which is not always taken into
account when interpreting, e.g., diffuse scattering effects pro-
duced by RFEs.

The problems concerning the determination of the real
crystal structure of RFEs cannot be overcome with conven-
tional structure analysis treating crystal globally and giving
the average structure. A better tool for local structure analy-
sis is the interpretation of diffuse scattering, appearing in the
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reciprocal space aside from Bragg reflections and related to
additional correlations taking place in the crystal. There is an
opinion?*? that for the RFE in its relaxor state, the main
contribution to diffuse scattering is coming from static dis-
order, namely, from polar domains, instead of thermally ac-
tivated inelastic scattering. Thus, the careful analysis of the
x-ray, electron, or neutron diffuse scattering can supply es-
sential information on the local structure of the materials:
short-range order and correlation of the atomic displace-
ments or occupations. The numerous examples of such
analysis for a wide spectrum of materials are described in
the fundamental book of Welberry.?® In recent years, many
papers appeared presenting and interpreting the diffuse
scattering effects observed with neutrons or x rays on
Pb_RFES'24,25,27—35

The unique properties of RFEs are usually considered to
be related to polar nanoregions (PNRs) and these, in turn, are
thought to be the result of chemical disorder. Therefore, there
exists two types of mutually related disorders in the relaxor
structure: the atomic displacements and occupational disor-
der of B’ and B"” atoms. When modeling relaxor properties,
one has to cover this duality. According to Burton et al.,’® the
elucidation of the relationship between chemical short-range
order and polar nanodomains and their respective length
scales is a long-standing and central problem in the RFE
studies.

There is a concept of random field in ferroelectrics given
by Halperin and Varma.?” They derived it from the works on
ferromagnets and found that random field coming from an
occupational disorder could limit long-range polar order and
smear the ferroelectric phase transition. This concept was
widely investigated in the subsequent works. Qian and
Bursill*® used Monte Carlo (MC) simulation of random field
Potts model to investigate polar domain formation and mu-
tual relation between chemical and ferroelectric orderings.
Fisch® studied the four-state clock model (also known as a
vector Potts model) with random field to evaluate correla-
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tions between electric dipoles in RFE. Recently, Burton et
al3%* and Tinte et al*' performed molecular dynamics
simulations on a first-principles effective Hamiltonian
model.*? They introduced the random field term into the
model with values derived from the calculations based on
electrostatic point-charge model.

The aim of the present paper is the interpretation and
explanation of the origin of the diffuse scattering effects ob-
served in Pb-RFEs in terms of three-dimensional nano-
domains of the (110)-directed relative interdomain atomic
shifts. Starting from simple models—Ising model and vector
Potts model with random field and then extending it—we
simulate by the Monte Carlo method the nanodomain struc-
ture of RFEs containing both chemical and polar domains.
The verification of the models and their parameters applied
for simulations is the comparison of the diffraction effects
obtained for the modeled crystal with the experimental data
collected with neutrons and x rays and presented in the lit-
erature. The results fitting the experimental data allow us to
understand better the structure of PNRs.

It should be emphasized that we are not aiming to model
RFEs in their full complexity. Issues such as the character of
phase transformation and its dependence on chemical disor-
der are out of the scope of this paper. Our purposes are
simpler—the modeling is basically the tool for generating
various crystal configurations (or, in other words, a method
of imposing correlations into the structure), which can then
be verified with experimental diffraction data. Following
Welberry et al.>' we can state that the emphasis is to say
what is happening (what is the structure of correlations in
crystal) rather then why it is happening.

II. DIFFUSE SCATTERING DATA

From many papers presenting the results of diffuse scat-
tering in Pb-RFEs mentioned in the Introduction, we have
chosen three data sets of the best quality, i.e., for PMN,
registered with x rays (Stock et al.¥), for PZN, registered
with neutrons (Welberry et al.!), and for PZN, registered
with x rays (Xu et al.?>). We also take into account our data
obtained for PST with x rays.*** We have treated all of
these data as a point of reference for our modeling. They are
consistent to a large extent and reveal common features pre-
sented in Fig. 1, which is a graphical reconstruction combin-
ing results reported for all three compounds.

The most characteristic feature of the diffuse scattering
patterns presented in Fig. 1 as (#k0) and (hk1) sections of the
reciprocal space is the existence of diffuse lines running
through the Bragg spots perpendicularly to the set of (110)
directions in the reciprocal space [note that (uvw) stands for
a set of all symmetrically equivalent lattice directions [uvw]
both in direct and in reciprocal space; similarly, {hk[} stands
for a set of all symmetrically equivalent net planes (hkl)].
More detailed, three-dimensional scans of the reciprocal
space>>3* showed that the lines are in fact one-dimensional
rods forming characteristic butterflies and ellipsoids around
Bragg spots. A second feature of the diffuse patterns is the

lack of [110] and [110]-directed diffuse lines passing
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FIG. 1. The sections of the reciprocal space for Pb-RFEs recon-
structed from the data given in Refs. 25 and 31 (for PZN), 35
(PMN), and 43 and 44 (PST): (a) (hkO) layer; (b) (hkl) layer
(Miller indices given in ~4 A matrix cell).

through the centers of the pictures and the increasing inten-
sity of diffuse rods with the distance from the origin of the
reciprocal space. This feature can be observed on both (2k0)
and (hkl) layers and in fact all {110}-type planes are subject
to extinction. A third, more subtle feature observed by Wel-
berry et al.’! is a kind of extinction limiting the possibility of
diffuse scattering lines passing certain Bragg reflections in
the (hkl) layer: diffuse rods appear when h+k=o0dd; for h
+k=even, they seem to be extinct or at least distinctly
weaker.

III. MODELING AND RESULTS

By building structural models giving characteristic diffuse
scattering, we follow the concepts presented in the Introduc-
tion, i.e., investigate simple spinlike models and take into
account chemical disorder applying quenched random field
to them. Since we put the main effort here into the explana-
tion of the diffraction effects, which are observed both in
neutron and x-ray experiments, the assumption that correla-
tions between displacements of cations play the most impor-
tant role seems to be reasonable. Thus, the investigated sys-
tems have the CsCl structure—Pb and B'/B" atoms occupy
sites on simple cubic sublattices; oxygen atoms are not taken
into account during the first stage of modeling. Therefore, as
a result, we obtain the structure of cationic displacements.
Such a structure is the subject for further modifications in the
second stage of modeling by the optimization of the magni-
tudes of the atomic shifts of both cations and oxygen. As will
be discussed later, such modification cannot change the
general shape of diffuse scattering although it affects its
intensity.

A. Chemical domains

We deal with compounds of different stoichiometries at
B'/B" sites—1:1 (PST, PSN) and 1:2 (PMN, PZN). In some
of 1:1 relaxors (PST), chemical long-range order (LRO)
appears—B’ and B” cations tend to alternate, forming large
chemical domains, whereas the others (PSN) and 1:2 com-
pounds (PMN, PZN) have been only synthesized with some
short-range order (SRO), i.e., with small statistically ordered
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areas in a disordered matrix. In the case of 1:2 compounds,
this statistical chemical order means that one B-site sublat-
tice is occupied by the B” atoms and the second is randomly
occupied by both B” and B’ atoms in the 1:2 ratio (random-
site model). Clearly, two different strategies are needed to
accurately reproduce chemical LRO and SRO. In the case of
the first one, the distribution of B" and B” atoms were gen-
erated by the MC method using the next nearest neighbors
Ising (NNNI) model*'* with the help of a spin-exchange
Metropolis algorithm.*6

The MC simulations of chemical domains (as all other
simulations performed in this paper) were done on a finite
three-dimensional network of 50* unit cells of matrix phase
(Pm3m space group, a=4.08 A) with periodic boundary con-
ditions. The simulation for the 1:1 structure with the nearest
neighbor and the next nearest neighbor coupling constants
J=0.1kT and J,,,=—-0.1kT, respectively, and 10 000 MC
steps resulted in a chemical structure for which the ratio of
sites having atoms of a different type as a nearest neighbor to
the total number of B sites was ~0.725.

For 1:2 structures, the NNNI model can lead to the phase
separation into ordered B'/B" domains and homogeneous ar-
eas consisting only of B” atoms; such a situation was proven
to be unrealistic.*’ To properly account for SRO, we have
applied a similar strategy as Burton et al.,** i.e., we intro-
duced 20 statistically ordered domains with the size of 103
unit cells (~4 nm) in a completely disordered matrix.

In all performed simulations, random field values are non-
zero only on the Pb sites, and they are derived from charge
imbalance in the environment of lead in the same way as
done by Qian and Bursill.>® Thus, the random field vector h;
for a given site i is simply a vector sum of contributions from
four pairs of B'/B" atoms connected via diagonals:

hi=al+az+a3+a4, (1)

where |a|=0 for the same atoms, |a,|=1 for different atoms
on the diagonal i, and the sense of a; is toward the cation of
the lower charge of the B'/B" pair.

In Fig. 2, two-dimensional sections of 1:1 (with LRO) and
1:2 (with SRO) chemical structures used in subsequent cal-
culations with respective random field configurations are
shown. It is seen that for 1:1 structures [Fig. 2(a)], the shape
of the random field is strictly correlated with the distribution
of very visible chemical domains, whereas for 1:2 structure
[Fig. 2(b)] nonzero random field is ubiquitous.

According to the expectations, the chemical disorder has
no practical impact on the diffuse scattering observed. The
only visible effects are the increasing and sharpening of the
superstructure reflections of the A+1/2, k+1/2, [+1/2 type
vs increasing degree of chemical order.

B. Polar domains

There is a controversy about the direction of atomic dis-
placements within polar domains. Since a cubic to rhombo-
hedral phase transition is observed in most RFEs, (111)-type
directions seemed to be the natural guess.ZI*24 However, in
recent works,?>31:3448 3 shape of diffuse scattering led au-
thors to consider PNRs as the {110}-oriented planes (or “pan-
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FIG. 2. (Color online) Chemical domain structures (left) and
respective random field maps (right) generated for (a) 1:1 stoichi-
ometry with LRO and (b) 1:2 stoichiometry with SRO. In structure
representation pictures, white and red squares represent B’ and B”
atoms. On random field maps: white squares are the zero field and
blue squares are the nonzero field. Sections are by the xy plane of
the crystal.

cakes”) with polarization (i.e., atomic displacements) along
the plane. Also, (100) directions of Pb displacements were
derived from pair-density function analysis for PST.!® More-
over, for PST, as well as for PMN and PZN, tetragonal dis-
tortion was reported for different magnitudes of doping with
Ti.*>-31 In order to test these possibilities in our modeling, we
restrict the atomic shifts to adopt one of the above mentioned
sets of directions. Thus, we test 6-, 8-, and 12-state models
for (100), (111), and (110} sets of directions, respectively.
MC procedures for energy minimization for all models of
polar domains were based on the Metropolis algorithm.*® In
order to equilibrate the system more efficiently, a simulated
annealing scheme was applied. Each simulation was started
in a high temperature range (~3J) and kT was slowly de-
creased (0.25J/1000 MC steps). Simulation at the final tem-
perature lasted until there was no change in the energy of the
system (usually 5000 MC steps). Simulated crystals with an
obtained domain structure were objects for which diffraction
effects were calculated by means of the DISCUS program. The
KUPLOT routine, together with DISCUS, forming a part of the
DIFFUSE package,® was a tool for the graphical presentation
of diffraction results. The program DISCUS calculates the
Fourier transform according to the standard formula for
kinematic scattering:
N
F(h) =2, fi(h)exp(2mih - r)exp(- B[h[4).  (2)

i=1

The finite-size effect was avoided by the application of peri-
odic boundary conditions: Ah=1/Ax, where Ah is the grid
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size of the calculated reciprocal layer and Ax is the corre-
sponding dimension of the modeled crystal.

We present our results in a stepwise manner: firstly, the
application of the vector Potts model is presented; then, after
the comparison of calculated diffuse scattering patterns with
experimental results and their verification, effects of simula-
tion for two model extensions are shown.

1. Potts model

In order to simulate the polar domain structure, one has to
consider different directions of atomic displacements, and
therefore needs a many-state model. Qian and Bursill*® chose
the simplest standard Potts model with the Hamiltonian of
the form

HSP=—]E 5(0'1‘,0'1')—2 o;-h;, (3)
(i.j) i
where the first sum is over nearest neighbors, J is the cou-
pling constant, o;, o; are the Potts variables (in our case
vectors of displacement), and h; are the random field values.
We took into account the simple generalization of the vec-
tor model proposed by Potts.’* He considered a system of
spins spaced in one of the n directions equiangularly ar-
ranged in the same plane. For three dimensions and with the
addition of the random field term, we can formulate the
Hamiltonian of the random field vector Potts (RFVP) model
as follows:

HRFVP=_ 1> 0'i~0j,-—D2 o;-h;, (4)
(i.j) i
where (i,j) stands for nearest neighbors, o, o; are vectors
indicating displacements on sites i and j, h; is the random
field term, and D stands for the random field coupling con-
stant.

The basic achievement of the RFVP model is the genera-
tion of polar nanodomains, which results in diffuse scattering
partially compatible with the experimental patterns. The re-
sults of the simulation are presented in Fig. 3, where the
structure of Pb atom displacements (in this case o;l[(111)),
as well as (hk0) and (hk1) sections of the reciprocal space, is
shown. It is obvious that the results obtained are independent
of the set of directions chosen in the simulation—it results
from the form of the Hamiltonian. It is seen that diffuse
scattering forms characteristic diagonal lines in both (/k0)
and (hkl) layers, but there are no visible extinctions

of the [110] and [110]-directed central lines, as well as
h+k=even extinctions in the (k1) layer. The explanation of
such diffraction effects is as follows. It is well known that
diffuse scattering in the shape of streaks or rods is always
connected with some planar disorder. Planes, on which at-
oms are arranged regularly or at least are correlated, should
be normal to the diffuse scattering rods.>* In the case of our
simulations, such planar objects are formed by domain walls.
Since the domains have different directions of displacement,
the obtained structures can be considered to contain stacking
faults, which are in fact a kind of planar disorder and cause
one-dimensional diffuse scattering effects. Welberry et al.’!
also obtained diffuse streaks; but in their case, the reason for
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FIG. 3. (Color online) (a) Polar domain structure and [(b) and
(c)] diffraction effects obtained using vector Potts model with ran-
dom field for (111) directions of the atomic shifts. 1:1 chemical
structure with LRO, kT=1/4 J, D=J. Arrows represent atomic
shifts along (111); colors depict their sense: red is up and blue is
down the plane of the picture. Sections are by the xy plane of the
crystal and (b) (hk0) and (c) (hkl) layers of the reciprocal space.

the shape of the scattering is in the polar layers, which seems
to be in contradiction with microscopical evidence of three-
dimensional PNRs. In our case, the simulation leads to three-
dimensional PNRs the boundaries of which tend to be nor-
mal to (110) directions [cf. Fig. 3(a)] because such a
configuration minimizes the energy of domain boundaries.
However, the nature of domain boundaries, or more pre-
cisely, the correlation between atomic shifts of the neighbor-
ing domains is of such a kind that more subtle details of the
diffuse scattering do not appear: neither line extinctions nor
their intensity variation with the distance from the origin is
present in the generated patterns.

2. Model extensions

It is well known that in the case of displacement disorder,
diffuse intensity varies as (q-Aao)?, where q is the reciprocal
space vector and Ao is the relative displacement of atoms.>
Thus, extinctions indicate that every structural feature caus-
ing diffuse scattering must include displacements giving
q-Ao=0. As we discussed before, in our case, {110}-type
planes are subject to extinction. Therefore, Ao must adopt
one of the (110)-type directions. The way to combine this
fact with the concept of {110}-type domain walls is to con-
sider possible relative displacements of the atoms in the two
neighboring domains. It is straightforward to see that within
every mentioned set of atomic shifts ((111), (110), and
(100)), there are combinations of displacements, which can
lead to relative (110)-type shifts. Examples of such combi-
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FIG. 4. (Color online) Examples of the specific atomic shifts
(0;,0) leading to the (110)-directed relative interdomain atomic
shifts for three different directions of displacements. Two polar do-
mains are depicted by different colors. (a) olI[001], o7II[010],
o;—all[011]; (b) o;,I[101], o[ 110], ;= o, I[011]; (c) o lI[ 111],
ali[111], oj-o;I[011].

nations are shown in Fig. 4 for three different sets of atomic
shift directions. Thus, in order to obtain the demanded shape
of diffuse scattering, it is necessary to modify the RFVP
model in such a way that the new model leads to the forma-
tion of polar domains with the required relationship between
their atomic shifts. Below, we test two types of such Hamil-
tonians.

(a) Model for {100y and {110) atomic shifts. To try to find
a better model, we should first think of what in the RFVP
model and other spinlike models can be neglected. The issue
one can immediately devise is the fact of the insensitivity of
the model to the positions of atoms. The energy contribution
of the configuration containing o; and o; is always Jo;- o;
independently of the relative positions of the i and j sites. If
we take into account, for example, o || [100] and neighbor-
ing j site for which interatomic vector d;; || [111], the energy

contribution is the same for o;|| [010], [001], [010], and
[001], whereas for the first two directions, atoms are ap-
proaching each other, and for the last two, the interatomic
distance remains almost unaltered. The way to differentiate
these two situations is to change the model so that it prefers
configurations which preserve interatomic distances. The dif-
ference between squares of the interatomic distances calcu-
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lated before (a;;) and after (b;;) shifting the atoms is
btzj—alzj=(0'J—0',)(Zd,j+0'/—0',), (5)

where d;; is the vector linking 7 and j sites. Therefore, we can
write the Hamiltonian of our “distance preserving” model in
the form

H= —JE exp{— C[(O']— O'i) . (2d”+ O'j— Gi)]Z}
(i.j)

-D2 o h, (6)

where @ is the displacement vector for the atom at site , d;;
the vector linking 7 and j sites, J and D the coupling con-
stants, C the constant controlling the energy distance be-
tween different displacement configurations, (i, ;) the nearest
neighbors, and h; the random field vector. During the simu-
lations, we make an assumption that |o]/|d|=0.1, but the
magnitudes of the atomic shifts in the final structures are
optimized, being for most of the results 5% and 2.5% of
cubic lattice parameter for Pb and B'/B" atoms, respectively.

If we do not take into account the random field, the obvi-
ous ground state of the model is the system with fully
aligned vectors of displacements. Next, the model favors
such configurations of the relative shifts of neighboring at-
oms (Ac;=0,-0;), which are nearly perpendicular to the
interatomic distance vector d;; (long 2d;; vector is slightly
modified by a small Ag; term). Because d;; are along (111)
directions, Ad;, as perpendicular to it, is one of the (110)
sets. Thus, our extended model, apart from being more real-
istic than the RFVP model, leads to the relative displace-
ments which satisfy the conditions coming from the extinc-
tions of diffuse scattering.

(b) Model for (111) atomic shifts. As already mentioned,
the combination of displacements within the (111) set of di-
rections can lead to the relevant relative shifts on the domain
walls. However, a distance preserving model cannot be ap-
plied, simply because combinations providing (110) relative
shifts change the distances between atoms more than the oth-
ers. In order to produce the domain structure, another more
complex model has been applied:

H=_J2f(dija0iao'j)_DE o;-h; ()
(i.j) i
where
1, O'j: ag;
3
f(dij,a'i,o'j)= Z, (a'j—O'i) ||<110>/\(0.j_0-l)ldl]

-1 otherwise.
(8)

Due to the first value of f (for parallel shifts of neighboring
atoms), the system prefers domain formation. The second
value is responsible for the relevant combination of displace-
ments for neighboring domains. Two conditions have to be
fulfilled: the first one assures that the relative interdomain
atomic shift is parallel to the (110)-type vector; the second
one assures that only sites which do not lie on the plane
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FIG. 5. (Color online) Polar domain structure and diffraction
effects obtained for the extended model as a function of parameters.
1:1 chemical structure with LRO, (a) kT=1.2J, D=J, (b) kT
=0.1J, D=J, and (c) kT=0.5 J, D=5J. Arrows represent different
directions of atomic shifts along (100); colors depict their sense: red
is up, blue is down, and green is in the plane of the picture. Sections
are by the xy plane of the crystal and (hk0) layer of the reciprocal
space.

spanned by o; and o are taken into account, so that the
domain wall can be oriented parallel to such a plane. Rela-
tive displacements demanded here do not result from more
general assumptions like in the case of the distance preserv-
ing model. Therefore, the model for the (111) set of direc-
tions seems to be more artificial. However, in the context of
papers®®>7 where the concept of mixed ferroelectric and an-
tiferroelectric orderings in relaxors is investigated, one can-
not exclude the situation where neighboring domains are al-
most in antiphase.

(c) Results of the modeling. As already stated, the main
use of our models was the generation of the “crystals” con-
sisting of PNRs manifesting required interdomain correla-
tions and producing diffuse scattering patterns known from
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FIG. 6. (Color online) Polar domain structure and diffraction
effects obtained for the extended models as a function of direction
of the atomic displacements. 1:1 chemical structure with LRO, kT
=1/2 J, D=J; (a) (111), (b) (110), (c) {001). Arrows represent dif-
ferent directions of the atomic shifts, colors depict their sense: red is
up; blue is down, and green is in the plane of the picture. Sections
are by the xy plane of the crystal and (4k0) layer of the reciprocal
space.

neutron and x-ray experiments. In order to obtain such re-
sults, it is necessary to fit the model parameters. Therefore,
the knowledge of the “model behavior” is the first step on
this way.

Both extended models lead to the structures with relevant
domain walls and relative shifts between neighboring do-
mains, which give rise to the diffuse scattering streaks and
appropriate extinctions. Model parameters k7, D, and J can
change the domain size and distribution but characteristic
interdomain relations are preserved. However, the magni-
tudes of the atomic shifts influence the intensity relations
between diffuse scattering lines.

The influence of the values of parameters used in the
simulation on the polar domains and, consequently, on dif-
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FIG. 7. (Color online) The influence of the magnitudes of (111)-
directed atomic shifts on the diffuse scattering pattern. 1:1 chemical
structure. Each quarter of the (4k0) layer is calculated for different
sets of displacements. The ratios of |ap|/|opy| and ||/ |opy| are as
follows: (a) 1, —1; (b) 1, 0; (¢) 0, 0; (d) 0, —1.

fuse scattering is shown in Fig. 5. It is obvious that the
models, which have order-disorder phase transition, have
two temperature regions and the higher the temperature, the
larger the state change probability on a given site. With re-
spect to this fact, for small values of kT only the most ener-
getically favorable changes are accepted, which gives rise to
the ordered state. Here, the situation is significantly different
because random field existence causes intrinsic disorder in-
dependent of the temperature. This fact, coupled with the
well known critical slowing down of the Metropolis algo-
rithm, is the reason that for small k7 there are a lot of polar
domains in the structure [Fig. 5(b)]. Increasing the tempera-
ture would allow for more changes and polar domains are
slightly bigger [Fig. 5(a)]. As a consequence, more extended
{110}-type planes contribute to sharp and narrow diffuse
scattering rods.

As can be seen in Fig. 5, for structures with chemical
LRO, the larger the D, the smaller the size of polar domains
(boundaries), which gives rise to broadening of the streaks.
For a random field strong enough to deform domain walls, a
unique (not observed in real samples) diffuse scattering ef-
fect appears [Fig. 5(c)]. A similar effect is observed for short-
range chemical order, the only change is the shift of “criti-
cal” D to lower values. This means that for our models, the
main impact of chemical disorder on polar domain structure
consists in limiting long-range order and the model does not
predict any relationship between polar domain and chemical
domain distributions.

The results are qualitatively the same for all directions of
displacement (Fig. 6), which is in agreement with the state-
ment that atomic shifts are not important themselves but the
relative displacements are. It is worthwhile to emphasize that
we give an alternative explanation here for the diffuse scat-
tering origin which is shown in several mentioned
papers®>31:3+48 \where the concept of pancakes is developed.
In contrast to essentially two-dimensional pancakes, our po-
lar nanodomains are three-dimensional with {110}-oriented
domain walls. As stated before, the atoms are not necessarily
shifted along (110).
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FIG. 8. (Color online) The ratio of diffuse intensities around 100
and 200 reciprocal lattice points calculated for the 1:2 chemical
structure with (111)-directed atomic shifts as a function of the rela-
tive magnitudes of the atomic shifts of B’/B” and O atoms.

As briefly mentioned in the previous section, generated
structures can be modified by applying different magnitudes
of cationic shifts. Furthermore, oxygen atoms can also be
displaced from their original positions (which is especially
important for the interpretation of neutron diffraction pat-
terns) by applying a simple scheme, similar to the one pre-
sented by Welberry et al.,’! where the direction of the oxy-
gen shift is opposite to an average vector of displacements of
neighboring cations (four Pb and two B’/B”). Such modifi-
cations do not affect the general shape of diffuse scattering,
although they can alter the intensities for a given reciprocal
space area. To illustrate this effect, we present in Fig. 7 four
quarters of the (#k0) layer obtained for four sets of the shift
parameters. The extinction of rods passing through points
where h+k=o0dd can be seen in Fig. 7(b), implying that the
reason for this is the correlation between shifts of Pb and
B’/B" atoms. The pattern shown in Fig. 7(a) indicates that
the shifts of oxygen atoms can suppress the effect of extinc-
tion to some extent (it was also observed by Welberry et
al3b).

Hirota et al.>* reported the extinction of diffuse scattering
around 200 Bragg reflection observed for PMN. Such obser-
vations can give us a hint on the relative values of the atomic
shifts. In Fig. 8, we present a map of the ratio of diffuse
intensities around 100 and 200 reciprocal lattice points cal-
culated for 1:2 chemical structure with (111)-directed atomic
shifts as a function of |og|/|opy| and |o¢|/|op,|. A narrow
ridge reaching a value of ~400 indicates an area where the
diffuse scattering around 200 practically vanishes. By ob-
serving experimentally such characteristic features, one can
try to grasp the relations between atomic shifts and to esti-
mate their actual magnitudes.

The final results of the modeling and optimization of the
RFE structure (1:2 stoichiometry, chemical SRO) are pre-
sented in Fig. 9, where four sections of the reciprocal space
and three cuts of the simulated structure generated for (110)
directions of atomic displacements are presented. Three per-
pendicular sections of the crystal clearly show the three-
dimensional character of polar domain with domain walls
parallel to {110}. The lack of diffuse lines in the (hk0.2)

014117-7



PASCIAK, WOLCYRZ, AND PIETRASZKO

@ ®)

kO

Il « & X X X% K %
Ml % % x x x ¥ ¥

>0

,\
N,
S

PHYSICAL REVIEW B 76, 014117 (2007)

(©) @

£0 Ay

Y
L)
"
2

(h)

[V % % %

(@)

N
T

 (unit cells)
z (unit cells)

N
o
N

z (unit cells) i

N

T
20 X (unit cells)

T =y
20x (unit cells) 40

o

: AT
20 ¥ (unit cells) 40

FIG. 9. (Color online) Diffraction effects obtained for the extended model (1:2 chemical structure with SRO, kT=J, D=J) for four
sections of the reciprocal space: (a) (hk0), (b) (hk0.2), (c) (hk0.5), and (d) (hk1). Below, three sections of the crystal are shown: (e) xy plane,
(f) xz plane, and (g) yz plane. Arrows represent different directions of atomic shifts along (110); colors depict their sense: red is up, blue is
down, and green is in the plane of the picture. (h) Details of diffuse scattering around 100 and 110 Bragg reflections.

section indicates the one-dimensional character of the diffuse
scattering. Dots around 4, k=integer indicate the presence of
rods inclined to the (hk0) plane and directed along (110)
directions lying out of plane. The same can be seen on the
(hk0.5) section, along with superlattice spots coming from
chemical domains. Details of diffuse scattering around 100
and 110 Bragg spots are presented in Fig. 9(h) with charac-
teristic (observed in all experiments) butterfly and elliptic
shapes. The crystal configuration presented in Fig. 9 was
obtained for (110) shift directions and the following model
parameters: kT=J, D=J. Atomic shifts were optimized to Pb
5%, B'/B" 1%, and O 2% of the lattice parameter. The final
results excellently fit the experimental diffuse scattering data.

IV. CONCLUSIONS

MC modeling and model optimization turned out to be
powerful tools enabling an insight into the complex structure
of RFE. We have proposed simple models of correlations
which take into account two major facts: (i) the tendency of
the system to build polar domains and (ii) the chemical dis-
order impact on the displacement of atoms. The most impor-
tant achievement of the modeling is the finding that the dif-
fuse scattering does not necessarily come from polar planes
and the pancake model does not have to be the actual one.
Our results unambiguously indicate the existence of three-
dimensional polar nanodomains with {110}-oriented domain
walls and (110)-directed relative interdomain atomic shifts. It

is the only condition necessary to get the diffuse scattering
pattern compatible with the experiments; atoms are not nec-
essarily shifted along (110) , and it is not possible to deter-
mine the atomic shift directions in RFEs based purely on the
analysis of diffuse scattering effects. Our results are in ac-
cordance with the microscopical experimental results show-
ing evidence of three-dimensional PNRs. Also, the high in-
tensity diffuse scattering concentrated around Bragg spots
suggests the existence of the volume domains.

Proposed models are sensitive to the basic parameters
(temperature, random field), which results in different struc-
tures obtained from simulations and different respective dif-
fuse scattering patterns enabling the interpretation of the ex-
perimental results. However, the intensities of diffuse
scattering are sensitive to the relative magnitudes of the
atomic displacements. Therefore, when satisfying results are
obtained in terms of the shape of diffuse effects, the reverse
Monte Carlo procedure with the structure of displacements
as a constraint can be applied, enabling further refinement of
scattering intensities.
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