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By performing Wang-Landau simulations in Fourier space, we study coarse grained free energies of gener-
alized lattice spin models. The temperature dependence of the lowest order Landau-Ginzburg free energy
expansion coefficients of the s4 metamodel for phase transitions of the Ising universality class for a given
coarse-graining length is calculated for the first time and compared to the standard assumptions made in the
literature. In particular, the assumption that the so-called gradient coefficient is constant with temperature is in
excellent agreement with the simulations. Our results also indicate that the coarse grained potentials follow
finite size scaling. Finally, a coarse grained free energy with a temperature-dependent coarse-graining length
equal to the system’s correlation length is computed. The resulting potentials are compared to their mean-field
counterparts.
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The notion of coarse graining �CG� has proven useful in
many different branches of the physical sciences. Usually,
what is meant is that a microscopically rapidly oscillating
quantity, whose short-range details are irrelevant to the prob-
lem under investigation, is replaced by a comparatively
slowly varying continuous macroscopic quantity using a
smooth spatial averaging procedure defined on a much larger
length scale. Examples of such a procedure include the deri-
vation of Maxwell’s equation for a macroscopic system or
that of the Navier-Stokes equation for hydrodynamic flow.

In statistical mechanics, the behavior of phase transitions
on length scales longer than spatial correlations of the micro-
scopic degrees of freedom is frequently described effectively
by a smooth order parameter field.1 In principle, the con-
struction of the associated CG free energies consists of an
averaging over the spurious microscopic degrees of freedom,
which gives rise to an effective potential with temperature-
dependent couplings. Although this averaging is the crucial
step in deriving meso- and macrophysics from microscopic
Hamiltonians, it is rarely performed explicitly. Instead, one
usually resorts to phenomenology augmented by symmetry
and universality arguments for the general form of the effec-
tive free energy and the behavior of its coefficients. Qualita-
tive and quantitative results of various approximation
schemes, such as mean-field theory, provide additional guid-
ance and inspiration. In the context of Wilson and Kogut’s
momentum shell renormalization,2 where a similar averaging
is performed iteratively near criticality, these assumptions are
justified by appealing to the concepts of universality and
relevant vs irrelevant couplings. However, CG �in this con-
text, commonly called “Landau-Ginzburg” �LG�� functionals
are also often used to describe noncritical systems under
similar assumptions. A validation of these assumptions is
therefore extremely important.

CG densities and the associated free energies are also in-
troduced in a slightly different but intimately related context,
namely, the study of metastable states and their decay,3

where forcing a system to stay homogeneous over regions
larger than a certain length scale l to inhibit nucleation of the
metastable into the stable phase leads to studying CG parti-

tion functions with l chosen to be of the order of the corre-
lation length ��T� �Refs. 4–6� as opposed to l fixed.7

Early Monte Carlo �MC� simulation attempts to—
approximately—determine CG free energies of Ising spin
models can be traced back to the early 1980s,8–10 and re-
search in this direction is still active �see, e.g., Ref. 11 and
references therein�. However, to our knowledge, coarse
grained Landau-Ginzburg free energies including gradient
corrections, let alone the full k dispersion, have never been
calculated from simulations. Most likely, this is due to the
use of real-space algorithms, which we observe to suffer
from several serious drawbacks. To start with, there are gen-
erally only few possibilities for dividing a finite lattice of
manageable size into commensurable subcells, thus putting
severe constraints on the choice of possible CG length
scales. Moreover, being forced to keep the system homoge-
neous on the CG level,14 each total MC move must be con-
structed from instantaneous coordinated trial moves in all
subcells, yielding large accompanying energy changes. Even
if parallelization is used for energy computations, such algo-
rithms are thus quite inefficient, as they are troubled by low
MC acceptance rates. Also, it is far from clear how to accu-
rately compute gradient corrections from such an approach.

Our strategy is to avoid these difficulties by performing
MC simulations in Fourier space.12 Let sx denote a classical
“spin” variable in a three-dimensional simple cubic lattice
with N=L3 sites x, lattice constant a=1, and periodic bound-
ary conditions. For L even, the components of the corre-
sponding discrete Brillouin zone k vectors are parametrized
by ki=2�mi /L, with integers mi=−L /2−1, . . . ,0 , . . . ,L /2.
Furthermore, �k�= �k�� denotes identity of two general k vec-
tors up to a reciprocal vector. In particular, we write
k*
ª �−k�. Finally, a lattice delta function �K=��K�,�0� is de-

fined as a “delta function up to reciprocal vectors.” As Ising
constraints sx

2=1 lead to unmanageable interdependences of
the discrete Fourier modes s̃�k�ªN−1/2�xsxeikx of a spin con-
figuration �sx�, we investigate the s4 model with a Hamil-
tonian
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composed of an anharmonic potential with parameter Ã2 and
a short-ranged lattice interaction J�x−y� for real-valued s. In
terms of modes, �H=�H�2�+�H�4�, where

�H�2�
ª

1

2�
k

�− K̃�k� + Ã2�s̃�k�s̃�k*� , �2�

�H�4�
ª

�

4N
�

k1. . .k4

s̃�k1� ¯ s̃�k4��k1+¯+k4
, �3�

with K̃�k�ª�J̃�k� and ã2ª�Ã2. If we want to use Rs̃�k�
=Rs̃�k*� and Is̃�k�=−Is̃�k*� as MC variables, we must ex-
press the energy in terms of these real degrees of freedom.
This is easy for the diagonal quadratic part:

�H�2� =
1

2�
k

�− K̃�k� + Ã2���Rs̃�k��2 + �Is̃�k��2� . �4�

In contrast, the quartic contribution �3� is complicated by the
matching conditions of the four k vectors, making a straight-
forward calculation of the total energy for a given configu-
ration of modes computationally extremely expensive. How-
ever, running any MC-type algorithm based on using the real
variables Rs̃�k�, Is̃�k�, only requires the ability to calculate
the energy changes resulting from shifts �Rs̃�k�, �Is̃�k� of
these variables, but even this seems difficult. Note, however,
that sx

4= �sx
2�2. So, in terms of the modes,

�s2�˜�k� =
1


N
�

q
s̃�q�s̃��k + q*�� �5�

of the squared spins sx
2, �H�4� is “diagonal:”

�H�4� =
�

4 �
k

�s2�˜�k��s2�˜�k*� . �6�

A calculation of �H�4� according to this equation requires not
only to store the complex numbers s̃�k� but also to keep track

of the complex modes �s2�˜ �k�. However, this bookkeeping
effort is rewarded, as it allows us to determine both the re-

sulting shifts ��s2�˜ �k� and the resulting change of total en-
ergy from a set of formulas of manageable complexity and
corresponding algorithm with reasonable computational
costs.

To generate observables related to spatial correlations, the
system is extended to include a coupling of spins to an ex-
ternal inhomogeneous field hx, usually taken to be bilinear,

i.e., of the form �xhxsx=�kh̃�k�s̃�k*�. In particular, to study
long-range correlations near phase transitions, small fields hx
containing only long wavelength variations, i.e., only modes
with minimal wavelength l, need to be considered. In other

words, we assume a cutoff �=2�l /L such that h̃�k�=0 for
�ki���. This also suggests to split sx�	x+
x into “slow”
and “fast” modes 	xª

1

N

��ki���s̃�k�eikx and 
xªsx−	x, re-
spectively, such that only the slow ones couple to hx. The fast

modes s̃�k� can be integrated out of the canonical partition
function Z�h�=
Dse−�H�s�+�xhxsx such that remaining effec-
tive Hamiltonian H�L,l���� for the slow modes, defined by

Z�h� � e−�Nu0� D	e−�H�L,l����+��ki���h̃�k�	̃�k*�, �7�

is independent of hx. However, H�L,l���� is our coarse
grained Hamiltonian of the original system at scale l. By
symmetry arguments,2 it must be of the general form

�H�L,l���� =
1

2�
k

u2
�L,l��k�	̃�k�	̃�k*� +

1

4N
�

k1,. . .,k4

u4
�L,l�

��k1, . . . ,k4�	̃�k1� ¯ 	̃�k4���i=1
4 ki

+
1

6N2 �
k1,. . .,k6

u6
�L,l�

��k1, . . . ,k6�	̃�k1� ¯ 	̃�k6���i=1
6 ki

+ ¯ ,�8�

where the coefficients ui
�L,l� can be assumed to be symmetric

in their arguments. Let us first focus on the coefficient for the
quadratic term, u2

�L,l��k�=u2�0�+�D�k�. For the particular 	
configuration

	̃Q�k� � R	̃Q�k� � �r � R , k = Q,Q*

0 else,
� �9�

we have

�H�L,l���Q� = �u2
�L,l��0�r2/2 + O�r4� , Q = 0

u2
�L,l��Q�r2 + O�r4� , Q � 0 .

�
�10�

Constraining all other slow s modes with k�Q, as well as
I	̃Q�k� to be zero, PQ�r�ªe−�H�L,l���Q� is proportional to the
probability distribution for the remaining real amplitude r of
	̃Q�k� in the “bath” of all fast modes 
̃�k�. In MC sampling,
the real and imaginary parts of these fast modes serve as the
degrees of freedom. In performing a MC move, one of these
real numbers is randomly chosen and shifted by an amount
drawn at random from a fixed interval. Since the same
“phase space” volume is available to forward and backward
moves and the resulting energy change is fed into the Me-
tropolis rule, detailed balance is thus guaranteed. As straight-
forward MC is not well suited to explore potential barrier
structures, we calculate PQ�r� in a Wang-Landau
simulation.13–15 Collecting parameters of parabolic fits to
−ln PQi

�r� around r=0 for, e.g., vectors Qi= �2�mi /L ,0 ,0�,
mi=0, . . . , l, we obtain the values u2�Qi� �and thus u2�0� and
the dispersion D�Qi��. In addition, we can also determine the
values u4�0� ,u6�0� , . . . from fitting the negative logarithm
−ln P0�r� of the analogous zero mode probability distribution
P0�r� to a polynomial of sufficiently high order. This strategy
allows us to determine all the coefficients defining a “classi-
cal” LG Hamiltonian.

To test our algorithm, we performed simulations of the s4

model with nearest-neighbor interaction on 3d lattices of size
L=12 and CG scale 0� l�5, parametrized by a coupling
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constant J�2C and Ã2ª−1+12C, for C=0.1. For various
temperatures, sets of curvatures were calculated from fitting
the dispersions −ln P�ki,0,0��r� around r=0. These were then
in turn fitted to the rather rigid ansatz �D�k�
=4�D0�i=1

3 sin2�ki /2� suggested by the Fourier transform of
the “bare” nearest-neighbor interaction. The corresponding
fits were found to be excellent �see Fig. 1�. Moreover, the
only free parameter D0 remains quite close to the bare value
D0�J=2C obtained by neglecting any thermal or anhar-
monic effects. In particular, the whole dispersion D�k� is
practically constant with temperature. This observation—for
the first time—directly supports the corresponding assump-
tion usually made in the LG theory. Results for �L , l�
= �12,4� are displayed in Fig. 2.

The function H�L,l��	0� represents the homogeneous �Lan-
dau� contribution to the CG effective Hamiltonian H�L,l����.
Figure 3 shows the results for the parameters A2k

�L,l�, k
=1,2 ,3 obtained for H�L,l��	0� /L3 from a fit to a polynomial
F�L,l��m�=N�k�5A2k

�L,l� / �2k�m2k where we changed the argu-
ment of H�L,l� from 	0 to the average “magnetization” per
site mªN−1�xsx=N−1/2s̃�0�=N−1/2	̃�0�. As expected from
the general fluctuation theory, the temperature Tc

�L,l�,

which we define as the temperature at which the potential
shape changes from single to double well, increases
with increasing l. For L=12 and l=0, . . . ,4, a tenth order
polynomial fit yields the values Tc

�12,l�

=0.4152, 0.4557, 0.5272, 0.6525, 0.9380. For l�L /2,
H�L,l� trivially collapses to the original microscopic Hamil-
tonian H �implying Tc

�L,l�=
�, while Tc
�L,0��Tc

�L� is just the
finite size transition temperature of the unconstrained model.
For l=0, we observe an upward bend in the A2

�L,l� coefficient
below Tc, indicating phase separation.14 Comparison to the
cases l�0 shows that our CG constraint quite efficiently
inhibits this phase separation: neither the notorious down-
ward “kinks” found, e.g., in Refs. 16 and 17, nor the pro-
nounced upward bend in A2

�L,l�0� is observed within the simu-
lated temperature range �except maybe for l=1�. Near
Tc�L , l�, the coefficients A2

�L,l� are roughly linear in T−Tc
�L,l�,

their slope comparable to the mean-field theory result. Re-
placing H�L,l� by the dispersion term �D�k�, combined with a
pure 2-4 “Landau” potential with coefficients calculated
from a brute force fit to H�L,l��	̃0�, it was possible to recon-
struct the full partition function from summing over the re-
maining modes 	̃�k� with satisfying accuracy.

A standard finite size scaling �FSS� analysis of the Binder
cumulants B4�T�=1− �m4� /3�m2�2 for lattices of sizes L
=6–14 yields a bulk critical temperature Tc=0.405 87 some
2.2% lower than Tc

�12,0�. From the slopes of the Binder cumu-
lant at Tc, we moreover estimate the exponent ��0.62 in
nice agreement with Ising universality. As to the FSS scaling
properties of the potentials H�L,l� �see Ref. 18�, FSS can only
be expected to hold for those families of potentials H�L,l�

resulting from summing over the same fractional Brillouin
zone volume. This gives rise to a class arrangement accord-
ing to a common label ��L , l�ªL / �2l+1�. The lowest triple
of such systems with manageable sizes L is ��6, 1�, �10, 2�,
�14, 3�� for which �=2. We report that the corresponding
Binder cumulants again nicely intersect at a common “bulk
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transition temperature” Tc
�2��0.5782. This indicates that the

FSS hypothesis holds for the above family of potentials
H�L,l�.

To calculate CG potentials with a temperature-dependent
cutoff � /��T�, we first performed MC simulations of the

correlation function G̃c�k�ª �s̃�k�s̃�k*��− s̃2�0�, from which �

was calculated utilizing19 �2�T�=−� ln G̃c�k� / ��k2�k=0. The
resulting behavior of ��T� conforms nicely to �=0.62, as can

be seen from a fit displayed as an inset in Fig. 4. As ex-
pected, the behavior of the resulting potential coefficients,
denoted as A2k

���L��, is qualitatively different from those ob-
tained for fixed cubic cutoff. In particular, while A2

���L�� also
approaches zero at Tc

�12� from below, its slope is markedly
steeper than A2

�12� �see Fig. 4 for L=12; for illustration, the
figure also includes a plot of the formally definable branch
A2

���12�� for T�Tc
�12�, which, however, seems to have no direct

physical interpretation�. This behavior results from an im-
posed and controlled homogeneity constraint and is similar
to the “kinks” found in, e.g., Refs. 16 and 17. There, phase
separation below Tc was most likely prevented by the finite
MC sampling time. In addition, note that for extremely high
or low temperatures �→0, so no more modes are left to sum
over, implying that the potential becomes trivially identical
to the microscopic Hamiltonian. This is illustrated by the
tendency of A2

���L�� to saturate at the value −1 for these limits
�see Fig. 4�.

Using fast Fourier transformation, combined with energy
calculations in real space, a similar coarse-graining proce-
dure could be applied to considerably more general lattice
and off-lattice systems. Moreover, our Fourier algorithm is
tailor made to study the compressible �4 model with elastic
anisotropy. This model is extremely hard to tackle using
“conventional” MC simulations,20 because the corresponding
effective Hamiltonians can be written in a manageable way
only in terms of Fourier modes.21
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