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We study how to incorporate Mott physics in the BCS-type superconductor, motivated by the fact that high
T, superconductivity results from a Mott insulator via hole doping. The U(1) slave-rotor representation was
proposed to take local-density fluctuations into account nonperturbatively, describing the Mott-Hubbard tran-
sition at half filling. Since this decomposition cannot control local pairing fluctuations, the U(1) slave-rotor
representation does not give a satisfactory treatment for charge fluctuations. Extending the U(1) slave-rotor
representation, we introduce an SU(2) slave-rotor representation to allow not only local-density fluctuations but
also local pairing excitations. We find an SU(2) slave-rotor gauge theory of the Hubbard model in terms of two
kinds of collective boson excitations associated with density and pairing fluctuations that interact with gapless
fermion excitations via SU(2) gauge fluctuations. An interesting observation in this effective description is
that phase fluctuations of fermion pairs arise as SU(2) gauge fluctuations. Thus, fermion-pairing excitations can
be controlled by the dynamics of collective bosons in the SU(2) slave-rotor gauge theory. Performing the
standard saddle-point analysis based on the SU(2) slave-rotor action, we find an interesting phase described by
partial freezing of charge fluctuations near the Mott-Hubbard critical point, where local-density-fluctuation
modes are condensed but local pair-excitation modes are gapped. Partial freezing of charge fluctuations causes
fermion pairing to be incoherent as a result of reconciliation of superconductivity and Mott physics. The nature
of this nonsuperconducting phase is identified with an anomalous metal due to the presence of incoherent

pairing.
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I. INTRODUCTION

The nature of the doped Mott insulator is one of the cen-
tral interests in modern condensed-matter physics, associated
with the mechanism of high 7, superconductivity. Consider-
ing the high 7, phase diagram, an antiferromagnetic order in
the parent Mott insulator vanishes rapidly via hole doping,
and a paramagnetic nonsuperconducting phase appears. This
nonmagnetic state evolves into the high T, superconductor,
doping holes further.! The central issue is the nature of the
intermediate nonmagnetic phase between the antiferromag-
netic Mott insulator and high 7. superconductor. It is impor-
tant to note that the physics of the superconducting state is
BCS-like, although the high T, superconductivity results
from the doped Mott insulator.! In this respect, the interme-
diate phase will be determined by competition of the Mott
physics and BCS superconductivity. In this paper, we discuss
how to incorporate the Mott physics into the BCS supercon-
ductivity.

To understand the Mott physics in a concrete manner, we
consider the BCS-Hubbard Hamiltonian

H=-1, (c:f(,cjo+ Hec) -, |A,<j|e_"“if(c;chL - clTlc})
(ij)o (ij)

1
—Hc. + ;E |Al]|2 + Uz ”l”nil, (1)
(ij i

where A;; is the pairing potential with its amplitude |A;;| and
phase a;;. This Hamiltonian introduces the competing nature
arising from the density-phase uncertainty; the J term causes
local pairing of electrons while the Hubbard-U term sup-
presses local charge fluctuations, thus breaking phase coher
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ence of electron pairs. When local charge fluctuations are
strong in the case of U<U, with the critical strength U,
for the Mott transition, phase fluctuations of electron pairs
would be suppressed, i.e., (¢7“/)=1 owing to the density-
phase uncertainty relation. In this case, superconductivity
is expected to appear, described by the BCS model
Lgc = Zi5¢1,(0,= ) cio—1Zjyo(ciycjt Hee.) = E<,-_,A)|A,A_,-|(c:ch;fl
—clc})—H.c. On the other hand, when local-density
fluctuations are suppressed in the case of U>U, the
density-phase uncertainty causes (e'“))=0. The resulting
nonsuperconducting phase would be described by the effec-
tive Lagrangian qufv:E,-UclTa(&T— W)Cig— 12 o(clocip+H.C)
—E<,»j>|A,<j|e""’if(c}cL—c:flc}) -Hc.— éZD cqs(é’x a), where
the gauge action is introduced to impose (¢~*“/)=0. This state
can be regarded as a non-Fermi-liquid metal with phase-
incoherent pairs.>>

The problem is how to control local charge fluctuations.
Recently, U(1) slave-rotor representation was proposed in
order to take local charge fluctuations into account
nonperturbatively.* Actually, the U(1) slave-rotor gauge
theory of the Hubbard Hamiltonian found the bandwidth-
control Mott transition from spin liquid to Fermi liquid
at  half filling, ignoring antiferromagnetism and
superconductivity.*~¢ Using the U(1) slave-rotor decomposi-
tion ¢;,=e”%f, . we obtain the following expression from
Eq. (1):

B
Z= f Df10D01D|Al]|Dal]DLlD(Pl exp(— f dTL) N

0
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where the Hubbard-U term is represented as the charge and
spin channels UEin,-Tn,-L=%E,»(n,¢+n,»l—1)2—%Ei(n,¢—n,¢)2
+%Zi(’”tn+"u)—%251, and the spin channel is not taken into
account in this paper. It is easy to show that Eq. (2) is exactly
the same as Eq. (1) with the charge channel for the Hubbard-
U term, integrating out the ¢; and L; fields with f;,=e'%c;,.
In this expression, the electron Hilbert space |c;,) is recon-
structed as the direct product of the boson and fermion Hil-
bert spaces |L;)®|f;,) according to the decomposition c;,
=¢7'0f, , where L; represents an electron density at site i. It
is clear that any decomposition method enlarges the original
electron Hilbert space; thus, an appropriate constraint asso-
ciated with the decomposition should be imposed. The
Lagrange multiplier field ¢; expresses the U(1) slave-rotor
constraint Li=2af?Jig— 1, implying that the fermion and bo-
son Hilbert spaces are not independent and, thus, the two
operators f;, and e'% also. Then, ™% is identified with an
annihilation operator of an electron charge owing to the con-
straint L;== f} fi;,—1 and the canonical relation [L;, 0;]=
—i6;; imposed by —iL;d.6,.

Integrating out the density field L; and performing the
Hubbard-Stratonovich (HS) transformation to decompose the
“correlated” hopping term in the following way:

exp —f { 1> (1 efieit N+Hc)]
0 (ijyo

=jDa,-jD,8,-j exp —f dr[tz (al]BU+Hc)
0

(2

_tz az ]0’+HC)_t2(610:Btj

% 4+ H.c.)] ,
(ijyor (0

we obtain the U(l) slave-rotor gauge Lagrangian with

d-wave pairing,
B
JDmeHDa Dg;Dc;j exp —f drL |,
0

A2
L=Ly+Li+Ly Ly=2, (taﬁ+ 7),
(i)

PHYSICAL REVIEW B 75, 245105 (2007)
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(ijo

_i"ifj‘j,,+ H.c.),

-AZ sy ) =) - R
i

E(aa ) —tBY, (e ie™ % + He), (3)
(ij)

where the hoppmg parameters are represented as «; j—aei“ii
and B;; =Bl with amplitudes « and B8 and phase c;; ;» and
d-wave pairing symmetry is assumed in s;; of |A |—A§, ; with
the gauge transformation a;j—a;;+ 6;+6;. The unldentlﬁed
hopping and pairing amplitudes can be determined self-
consistently in the saddle-point analysis a=[(e e’
B=1Cufiufio cand As=[(ff] = f1L00l-

This effectlve Lagranglan is quite appeahng. Starting
from the BCS-Hubbard effective model, we extract the dy-
namics of collective charge fluctuations from the Hubbard-U
term. As a result, the fermion sector corresponds to the BCS
description with a renormalized bandwidth Da while dynam-
ics of collective density excitations is described by the
boson-Hubbard-type model with an effective chemical po-
tential in the saddle-point approximation (c;;=0). Remember
that the boson-Hubbard model is the prototype for the quan-
tum phase transition associated with charge fluctuations, de-
scribing the genuine Mott transition without symmetry
breaking via condensation. The quantum transition indeed
occurs when DB/U~1 with the half bandwidth D, where
Dp is an effective bandwidth for the boson field. One can
show that the hopping parameter B decreases as U increases,
resulting in the bandwidth-control Mott-Hubbard transition.
Actually, the previous slave-rotor studies showed this transi-
tion without superconductivity (A=0) at half filling.*~

However, this treatment does not take into account phase
fluctuations e~ of fermion pairs carefully, although local-
density fluctuations are governed by U(1) rotor excitations
e'%. In other words, the U(1) slave-rotor representation can-
not give any condition for pairing excitations. Considering
the mathematical structure of Eq. (3), one can find two kinds
of gauge excitations, c¢;; and a;;, associated with local-density
fluctuations and palrmg excitations. Density-gauge excita-
tions (c;;) can be controlled by U(1) rotor excitations el
When local -density fluctuations are suppressed in the large U
limit, boson excitations are gapped (Mott insulator), causing
gapless density-gauge fluctuations. On the other hand, when
local-density fluctuations become strong in the small U limit,
the U(1) rotor variables get condensed, making density-
gauge fluctuations massive due to the Anderson-Higgs
mechanism. However, there are no such boson excitations
corresponding to the U(1) density-rotor variable for pair-
gauge fluctuations (a;)).

This discussion motivates us to introduce boson excita-
tions associated with local pairing fluctuations, allowing us
to control phase fluctuations of pairing excitations (pair-
gauge fluctuations). Assume the presence of such boson ex-
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citations. We can estimate that both density and pairing fluc-
tuations would be gapped due to the density-phase
uncertainty in the large U limit. On the other hand, both
collective excitations become condensed in the small U limit.
What happens near the Mott critical point? It should be noted
that local pair excitations are different from local-density
fluctuations. Thus, there is no reason for both excitations to
be condensed at the same time. Can there exist an interme-
diate phase where only one kind of boson excitations is con-
densed? If possible, what is the nature of this intermediate
phase?

In this paper, we extend the U(1) slave-rotor formulation,
allowing local pairing fluctuations. Then, the collective bo-
son field is expressed as an SU(2) matrix field

¥
it X

Uio’a" = ( T )’
T

involved with both density (z;) and pairing (z;))
fluctuations.” This leads us to construct an SU(2) slave-rotor
gauge theory of the Hubbard model in terms of the collective
density- and pairing-fluctuation modes interacting with gap-
less fermion excitations via SU(2) gauge fluctuations.® Com-
pared with the U(l) slave-rotor gauge theory [Eq. (3)], z;
corresponds to e’ roughly speaking, while z; | is introduced
to control pairing-gauge fluctuations (phase fluctuations of
electron pairs). Since the SU(2) slave-rotor gauge theory ad-
mits two kinds of collective bosons, an intermediate phase
can be naturally allowed between the spin liquid Mott insu-
lator ({z;1)=0, (z;)=0) and Fermi-liquid metal ((z;;)#0,
(z;))#0), characterized by softening of the density-
fluctuation modes ({(z;;) # 0) as the Fermi liquid but gapping
of the pair-excitation modes ({z;)=0) as the spin liquid. Re-
member that the U(1) slave-rotor gauge theory contains only
the density-fluctuation modes (z;;), thus allowing the two
phases only, the spin liquid Mott insulator ({z;)=0), and
Fermi-liquid metal ((z;;) #0).

Performing a mean-field analysis based on an SU(2)
slave-rotor effective action, we find the intermediate phase
indeed away from half filling, described by partial freezing
of charge fluctuations ({z;)#0, (z;)=0) near the Mott-
Hubbard critical point. We reveal that this intermediate phase
originates from the emergence of a pseudospin-dependent
chemical potential due to hole doping that causes SU(2)
pseudospin symmetry breaking to discriminate the local pair-
excitation modes (z;) from the local-density-fluctuation
modes (z;;). Condensation of density-fluctuation modes
makes density-gauge excitations gapped due to the
Anderson-Higgs mechanism. On the other hand, pairing-
gauge fluctuations remain gapless because pairing-excitation
modes are gapped. As a result, we find an effective U(1)
gauge theory for this intermediate phase, where phase fluc-
tuations of fermion pairs are described by pairing-gauge fluc-
tuations. We discuss the physics of this nonsuperconducting
phase, identified with a non-Fermi-liquid metal due to the
presence of phase-incoherent pairs.
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II. SU(2) SLAVE-ROTOR THEORY OF THE HUBBARD
MODEL

A. SU(2) slave-rotor representation in the path-integral
formulation

We start from the Hubbard Hamiltonian

3u .

H=- tz (cm cje+Hec. )+ — 2 CiTCiTCzTLCil’ (4)
(ijo i

where u/t is a parameter determining various phases of this

model with hole concentration. The local interaction term

can be decomposed into the pairing and density channels in

the following way:

3u
- CITCITCllCll_ ECZTCZLC lclT+ E (E Cw_Cw. )

2 l
+ g(g cj,,c,»o— 1).

Performing the HS transformation for the pairing- and
density-interaction channels, we find an effective Lagrangian
in the Nambu-spinor representation,
B
f d TL) s
0

)b =12 (Y73 + Hee.)
(ij)

=i 2 (DY g+ O o+ o)

=JD[¢17(DR q)t’(Pl] CXp(

L= Ew*(zu w3 s

1
+ 2—2 (DR 4+ D2+ o). (5)
u

Here, i; is the Nambu spinor, given by

=(1)
€y

CIDfe and CI),’- are the real and imaginary parts of the on-site
pairing-order parameter, respectively, and ¢; is an effective
density potential. u is an electron chemical potential, renor-
malized by local interactions as pu=u,—u/2, where u,, is the
bare chemical potential. Introducing a pseudospin vector
Q,=(dF @

as follows:

! @), one can express Eq. (5) in a compact form

=fD[¢/;,»,ﬁi] exp<— f:dTL),

L= Ew(fm wrs) =12 (Y s+ Hee.)

Cij)

- 1 R
- iz Q- D+ Ez tr(Q; - 9% (6)

Integrating over the pseudospin field ﬁ,-, Eq. (6) recovers the
Hubbard model [Eq. (4)]. Note that the U(1) slave-rotor rep-
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resentation allows only the density-interaction channel in-
cluding the 73 matrix.

As discussed in the Introduction, we disintegrate bare
electrons into collective excitations and renormalized elec-
trons in the following way:

= e himTibunidsim ) = U:f 7 (7)

where the two component spinor

= ( i+ )
C\

can be considered to express renormalized electrons and the
SU(2) matrix field U=exp[iZ;_, ¢y7] collective bosons.
Here, expli;;71] (expligh;7»]) can be interpreted as a cre-
ation operator of an electron pair since it mixes a particle
with a hole. If one takes only the ¢;; phase field in the U;
matrix ﬁeld, ie, U=e®i", one ﬁnds 7+=C08 Piciy
+1 sin ¢,c and #;_=isin ¢,c;;+cos ¢, ¢; from 7;= =e'Plimy,
Cons1der1ng the qbz, phase field, one obtams 7,4+ =C0S P;C;y
+sin (ﬁ,cl and 77 =-sin ¢;c cip+cos ¢, in the same way. On
the other hand, expligs;7;] is 1dent1ﬁed with a creation op-
erator of an electron charge, corresponding to the rotor vari-
able in the U(1) slave-rotor representation.

Inserting the SU(2) slave-rotor decomposition Eq. (7) into
the effective Lagrangian [Eq. (6)], we obtain

) )
= f D[ Nis U,-,Qi]exp(— J dTL) .
0

L= En,(ouwaU - pUUD 7= 125 (
(i)

(U Ujm,
- . 1 -
+He) =i U DU p+ -2 (9% (8)
i u

Performing the unitary transformation Q;-7— U] (Q;-7)U;
that makes the integration-measure invariant, Eq. (8) reads

B
deL,
0

L= 277,(91+U(9U wUm U 7= 12 (
(i)

= f D[ 7, Ui’ﬁi]eXP<—
'iUiTSU;nj

N 1 -
+He) =i 7l(Q; D+ 4—2 (€Y, - 7). 9)
i u

Shifting ;-7 as ;- 7—iU;0,U] +iuU;mU! that also makes
the integration-measure invariant, we find the SU(2) slave-
rotor representation of the Hubbard model as an extended
version of its U(1) slave-rotor representation,

) B
= f D[ is U,-,Qi]exp(— f dTL) .
0
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L= E 7 (01~ iQ; D= 12 (U Ul + He))
(i)

1 .- .
+4—2 (= iU0,U} + Q; - 7+ ipU;m U2 (10)
u

B. Relation between the path-integral formulation and
canonical quantization

One cautious person may suspect the above derivation
because any decomposition method should always impose its
associated constraint, but the path-integral derivation does
not seem to include an appropriate constraint. However, this
guess is not correct because the above derivation imposes its
constraint indeed.®?

We start from the easy-axis anisotropy with ﬁi
=(0,0,¢;) and U;=¢'#37 in order to check whether Eq. (10)
recovers the U(1) slave-rotor Lagrangian [Eq. (3) with A
=0] in this limit. Inserting this easy-axis representation into
Eq. (10) and performing the HS transformation for the last
time-fluctuation term, we obtain

B
=JD[77i’¢3i’QDivLi]eXp —f dT[E 7 ,m;
0 i

— tE (7] eltf’%mT e l¢x,r%7] +Hc)+ E (2 L; —iL{(0.¢3
Cijy

—ip) +iQ(L; - ”’7}@%))] ) (11)

where 7, and ¢7'%3" carry spin and charge degrees of free-
dom, respectively. In this expression the electron Hilbert
space |;> is decomposed into the direct product of the bo-
son and fermion Hilbert spaces |L;)®|#,) according to the
decomposition i;=e"%3" 7, where L; represents an electron
density at site i. Since this decomposition enlarges the origi-
nal electron Hilbert space, the U(1) slave-rotor constraint
L= 7/,-T 737, is introduced to reduce the enlarged Hilbert space
into the original electron one. Then, e 137 ig identified with
an annihilation operator of an electron charge in the Nambu-
spinor representation owing to the constraint L;= 77?7'3 7; and
the canonical relation [L;, ¢;]==i8;; imposed by —iL;d,¢s;.
Actually, Eq. (11) is the starting point in the canonical quan-
tization of the U(1) slave-rotor representation for the Hub-
bard model, Eq. (3) with A=0 as discussed in the
Introduction.**° In this respect, the above expression con-
nects the canonical approach with the path-integral represen-
tation.

In the same way as the above, performing the HS trans-
formation for the last time-fluctuation term in Eq. (10),

1 S
4—2 tr(= iU;0,Uf + Q; - 7+ iuU,mU0)?
u

— D t{uM? + iM{(~ iUU + Q- 7+ ipUmUN},
i

we obtain the following expression for the SU(2) slave-rotor
representation:
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L= Em 9,7~ 12 (g Un U’ 77,+Hc:)+2{tr[uM
(ij)

+iM (= iU0,U! +ipUmUD ]+ i, - (ulM7] - 773},
(12)

where M; is an SU(2) pseudospin matrix. In this SU(2) case,
the electron Hilbert space is represented as |i;)=|M,;)® |7,
according to the decomposition ;= UlT n;. The Lagrange mul-

tiplier field (), confirms the local constraint tr[ M,7]= 7] 77,.
Using M;=N;- 7, where N; corresponds to the pseudospin-
density-wave order parameter, one can show that this is noth-
ing but the standard relation N 2 771 T as a natural exten-
sion of the U(1) slave-rotor constraint. U is identified with
an annihilation operator of an electron pseudospm in the
same way as the U(1) case.

C. SU(2) slave-rotor gauge theory of the Hubbard model

Using the HS transformation for the correlated hopping
term in Eq. (10),

(ntaUta,BTSﬁyUJ757715+ Hec. ) - t[FlJaﬁEljrSa + EijaﬁFerSa
- (”Oia ijasMjs+ UiapT3py j»y(SEi]‘tsa -H.c.],

we find an effective Lagrangian of the Hubbard model,

B
deL,
0

f D[ Tis Uth’Etj’Fij]eXp(_

L=Ly+L,+Ly,

Lo= 12 t(FE};+ E,F}),
(i)

L _2 77;(077'[_10 ;)ﬂ,—tE(ﬂ, 117]/+HC)
()

1 - o .
LU= 4—2 tr(— l[j,(?rljlT + Qi Tt i/'LUiT3U;)2
u;

— 12 tr(UJEjjUimy + He), (13)
)

where E;; and F;; are HS matrix fields associated with hop-
ping of #; fermions and U; bosons, respectively.
We make an ansatz for the hopping matrix fields as

EiszeXp[l-C-l)ij' ﬂ7-3, FUQFeXp[lC_{U' ﬂT3, (14)

where E and F' are longitudinal modes (amplitudes) of the
hopping parameters and g;; their transverse modes (phase
fluctuations), considered to be spatial components of SU(2)
gauge fields. The reason why we introduce the 73 matrix is
that the fermion sector L, should recover the original elec-
tron Lagrangian [Eq. (6)] as the slave-rotor representation
does.

Inserting Eq. (14) into Eq. (13), we reach the SU(2) slave-
rotor gauge theory of the Hubbard model for the metal-
insulator transition,
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) 8
:fD[ﬂi,Ui,Qi,ﬁij]eXp<—f dTL),
0

L=L,+Ly+4t2 EF,
i)

L, Enf(ﬂfl iQ;- = tF X (e rym + He),
(ij)

1 . 2 . .
Ly= 4—2 te(= iU 0,U} + Q; - 7+ ipU;rUT)?
u

— tEX (U 3¢ 4 U, 7 + Hee), (15)

@
where the unknown parameters such as the amplitudes of the
hopping parameters E and F and the SU(2) pseudospin order

parameter (); should be determined by the following self-
consistent mean-field equations:

AE=(n{mn+He), 4F=(uw(UinUm+Hc)),

> N 1 N .
0= (i 7) = (7= iU, + iwU;msUDD, (16)

as will be discussed later.

Compared with the U(1) slave-rotor effective action [Eq.
(3)], the SU(2) slave-rotor effective action [Eq. (15)] exhibits
more fruitful physics. The dynamics of collective charge
fluctuations can be extracted from interacting electrons in the
strong coupling approach as the U(1) case, but the structure
of their dynamics is much richer. The effective boson action
is represented as the nonlinear o model type (its CP! repre-
sentation) with an effective chemical potential [the time
component of an SU(2) gauge field] in the saddle-point ap-
proximation ignoring SU(2) gauge fluctuations while that in
the U(1) slave-rotor representation is governed by the boson-
Hubbard model type. The presence of additional collective
charge fluctuations opens the possibility of additional phases,
as will be discussed in this paper.

Considering the fermion sector of the SU(2) slave-rotor
representation, one cautious person can find the possibility of
superconductivity in the Hubbard model. See the kinetic-
energy term of the fermion sector in Eq. (15). Because the
SU(2) gauge matrix W;;=exp[—ig;-7] has nonzero off-
diagonal components, fermion palrmg as the seed for super-
conductivity is naturally allowed. Local repulsive interac-
tions (the Hubbard-U term) appear to be local-density and
pairing fluctuations of the SU(2) matrix field U;, governed by
the nonlinear o model type. These charge fluctuations gen-
erate SU(2) gauge fluctuations and couple to them, one of
which corresponds to phase fluctuations of fermion pairs,
observed in the kinetic-energy term of the fermion sector.
Since the SU(2) gauge fluctuations are controlled via the
collective charge fluctuations, fermion-pairing fluctuations
can be managed by the collective boson dynamics, varying
the coupling constant u/¢ and hole concentration o. In sum-
mary, the SU(2) slave-rotor representation not only reveals
the possibility of superconductivity in the Hubbard model
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but also controls phase fluctuations of fermion pairs.

D. U(1) charge-rotor gauge theory of the Hubbard model

Since the structure of the SU(2) slave-rotor action [Eq.
(15)] is complex to analyze, it is necessary to consider its
easy-axis limit QO 7=@n;, U;=expligy7], and a;-7
=as;73. Then, Eq. (15) is reduced to the effective U(1)
gauge Lagrangian in the slave-rotor representation,* 639

L, E W (O X = igirs) = tF 2 (e ™ rym;+ Hee.),
(i)

L¢=_2 (ar¢3t ®i— llu’)z ZIEE COS(¢3] ¢31 a%z/)
(ij)

(17)

Based on this slave-rotor effective Lagrangian, Florens and
Georges performed a saddle-point analysis at half filling and
found a coherent-incoherent transition of the ¢s; fields, iden-
tifying this transition with the Mott-Hubbard transition from
a spin liquid Mott insulator to a Fermi-liquid metal.* For our
later discussion, we perform the mean-field analysis of the
U(1) slave-rotor theory.

For the saddle-point analysis, one can resort to the large N
generalization for the boson sector replacing '3 with X,

X = 2—2 (0X] [ = 01X (0 Xie+ [ = @:1Xi0)

~EZ XX i (E X, - ) (18)

ijo

where \; is a Lagrange multiplier field to impose the unimo-
dular constraint for the rotor field X;,, and ¢; is substituted

for i¢g;. Based on the mean-field ansatz of ¢;= ¢, i\;=\, and
a3;;=0, we find the mean-field free energy
Fyp=- —2 In[(iw)* = (¢~ Fe;)’]
Bk 2]
: 2
+ —
R SR A I Uk il P
B kv o 2u
+ >, (DEF — u6-\), (19)
k

where @ (v) is the Matsubara frequency for fermions
(bosons) with inverse temperature B=1/T, and € 7% _
—2t(cos k,+cos k,) is the fermion (boson) dispersion that
originates from the electron dispersion. ¢ is the hole concen-
tration.

Minimizing the free energy with respect to E, F, ¢,, A,
and u, we find the self-consistent saddle-point equations for
the mean-field parameters,

2(¢o - Fe)e
(iw)* = (¢g = Fe)*’

b 1
DE = J deD(e)—,
-D ﬁ %)
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DF:—f deD(e)— 2 , € ,

B (vt p-e)’

+ N+ Ee
2u
2(¢y - Fe)
deD(e)— E
f_ ) (<Po F€)2
v+ =@
D
1
=—f deD(9 22— ”)2 ,
-D vo lV+ U= @y + N+ Ee
2u
1 f deD(€)— Z !
= € € . _ 2 ’
-D BV(T_(IVJ'-M ()DO) +)\+E€
2u
v+ p— @
_5=f deD(%E o “)2 . (20)
l —
b vo _MYTHZG] ';L o +N+Ee€
u

Here, 3, is replaced with [? deD(e), where D is the half
bandwidth and D(e) is the density of states for an electron
band.

Performing the Matsubara frequency summation and en-
ergy integration with the constant density of states D(e)
=1/(2D) in Eq. (20), we obtain the algebraic equations for
the mean-field parameters E, F, ¢y, N\, and w at zero tem-

perature,

1 —_—
F= 3(DE)2[(2>\ DE)\2u(\ + DE)

- (2N - Ee_ )\N2u(\ + E€_)],

_ RS (1= ¢y’
DF~ ~DE DE 2u

%0 N

b}

B \V2u(\ + DE) — \r’/2u()\ +Ee)
B DE

i

A R 1 (1= )" @)’
DE DE 2u

S=1- , (21)

( )?
where €_ is given by e_= 1[ MZ:O 7\]. From the third and

fifth equations, we ﬁnd ¢o=—DFé and u=-DF§
—\2u[N-DE(1-8)]. Inserting these expressions into the
above equations, we obtain

1-&
2 b

E=
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F= W{(Z)\ — DE)2u(\ + DE)

—[2\ + DE(1 - 8)]N2u[\ = DE(1 - 8)]},

L V2u(\ + DE) — \2u[\ = DE(1 - 8)]
- oy .

(22)

Condensation of the ¢;; bosons occurs when their excitation
gap closes, given by w.—¢y.=0 or \,.—DE.(1-6)=0 that
determines the Mott-Hubbard critical point

u, 1[{1-¢8
D a\2-s) 23

with F,=(1-268)/3 in the mean-field approximation. This
means that the spin liquid Mott insulator ({¢/#3))=0) appears
in u/D>u,./D, and the Fermi-liquid metal ({¢'%3) # 0) arises
in u/D<<u./D. It is important to note that since the slave-
rotor decomposition is meaningful in the case of £>0 and
F>0, the critical value of F,=(1-26)/3 indicates that this
representation is valid when hole concentration is relatively
small, here 6<<1/2.

E. Spin liquid Mott insulator away from half filling

One would be surprised at this result that the slave-rotor
theory allows the spin liquid Mott insulator away from half
filling, in contrast with the common belief that hole doping
to a Mott insulator is expected to cause a metal. Hole doping
to a Mott insulator shifts the chemical potential from the
middle of the charge gap generated by the energy cost (u) for
double occupancy to the top of the lower Hubbard band.!®
Since the density of states at the top of the lower Hubbard
band is nonzero, the resulting state is expected to be a me-
tallic phase. Actually, the 7-J model studies find a metallic
phase at all fillings, even arbitrarily close to half filling.!!

Recently, Choy and Phillips claimed that this common
belief may not be right in the Hubbard model. Doped Mott
insulators can be insulators.'® They demonstrated that hole
localization can obtain because the chemical potential lies in
a pseudogap which has vanishing density of states at zero
temperature. The pseudogap in the doped Mott insulator re-
sults from short-range antiferromagnetic correlations corre-
sponding to the nearest-neighbor singlet-triplet splitting.
They showed that the pseudogap vanishes without the triplet
contribution which lies above the chemical potential, claim-
ing that the presence of the upper Hubbard band is crucial for
the pseudogap. More fundamentally, they proposed that the
physics is sensitive to the order of limits of u—% and L
— o, where L is the system size. They suggested the rel-
evance length scale §,, for the pseudogap, where &, repre-
sents the average distance between doubly occupied sites.
They claimed that the order of u— and L— % results in
&4,> L metallic transport, while &;, <L and localization are
obtained in the reverse order of limits, provided that n,&;,
<L, where n,=x(L/a)?* is the number of holes with lattice
spacing a. Furthermore, considering the scaling form Z

~ L1 With p >0 for the one-hole quasiparticle weight Z,
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they addressed that the discrepancy between the ¢-J and Hub-
bard results implies the noncommutativity of the order of
limits. In the z-J model (no double occupancy) corresponding
to u— o0 and L — 0, Z remains finite. However, Z vanishes in
the reverse order of limits (Hubbard model).

The slave-rotor theory admits double occupancy. In addi-
tion, it was demonstrated that the exchange energy scale J
~1?/u is indeed generated at the level of one-particle prop-
erties, where it cuts the divergence of the effective mass at
the Mott transition driven by u.* Actually, the single-particle
spectral weight is enhanced near the chemical potential with
vanishing density of states at the chemical potential, decreas-
ing dimensionality from infinite dimensions near the Mott
critical point at half filling, which is associated with the ex-
change energy scale.*

To see the mechanism for the spin liquid Mott insulator
away from half filling in the slave-rotor theory more con-
cretely, we consider the effective chemical potential in the
boson sector of Eq. (18) carefully. It is important to note that
the effective chemical potential for the rotor condensation is
given by u—¢, instead of ¢, or w. The point is that the
effective chemical potential p—@y=—+2u[\—DE(1-75)]
away from half filling shows essentially the same behavior as
the chemical potential u=—+2u[A—DE] with ¢,=0 at half
filling, although w=-DF&-\2u[N-DE(1-6)] and ¢y=
—DF 6 away from half filling have doping dependencies pro-
portional to hole concentration.'? Considering the physics of
the slave-rotor variable, this behavior of the effective chemi-
cal potential can be understood. The U(1) slave-rotor vari-
able raises or lowers the local density of fermions. Thus, hole
concentration has nothing to do with the density of slave-
rotor bosons. This is in contrast with the slave-boson repre-
sentation of the #-J model, where hole concentration is ex-
actly the same as the density of slave bosons in the saddle-
point approximation. In the #-J model, the single occupancy
constraint of fjaf,-0+ bjfbi=1 with spinon f;, and holon b; re-
sults in (f] f;,y=1- & and (b!b;)= 5, thus causing the conden-
sation of holons due to the holon chemical potential as soon
as holes are doped. On the other hand, there is no such con-
straint in the slave-rotor representation; thus, the density of
slave-rotor bosons does not follow hole concentration. Hole
doping changes only the density of fermions ({7, 737;)=-9),
reflected in the doping dependence of the effective chemical
potential ¢y=—DF for fermions. The effect of hole doping
on the boson dynamics is just to modify the bandwidth from
DE to DE(1-6). As a result, the slave-rotor excitations can
be gapped away from half filling.

Compared with the work of Choy and Phillips,'® the
slave-rotor theory seems to have some similarities. The ef-
fective “charge” chemical potential w— ¢, associated with
softening of local charge fluctuations, can lie in the gap away
from half filling in the large u/¢ limit, similar to the half-
filled case, while the effective “spin” chemical potential ¢,
shows the conventional behavior as the Fermi liquid or the
fermion dynamics in the U(1) slave-boson theory of the t-J
model. Considering that the slave-rotor description can cap-
ture local antiferromagnetic correlations of J, allowing
double occupancy seems to play a crucial role for the emer-
gence of the Mott insulator away from half filling.
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F. U(1) pair-rotor gauge theory of the Hubbard model

Now, we consider the easy-plane limit ﬁi-?z (I)frl, U;
=expli¢;71], and a;;- 7=a,;;7;. Then, we find another effec-
tive U(1) gauge Lagrangian,'3

L= 2 (0= i®fr) 7= tF 2 (5} N mym+ Hee.),
i Cij)

1
Ly= = (9,0~ P - 2ED, cos(yj+ ¢y —ayy)).
2u”; ;

(i
(24)

We note that Eq. (24) can be reduced to Eq. (6) with

ﬁ,-~ 7=®%7 after the gauge transformation of ®X— ®F
+0d,¢y; and ay;;— a,;;+ ¢y;+ ¢y, and Eq. (7) without ¢,; and
¢s; is utilized. If the 73 matrix is not used in Eq. (14), the
hopping term in L, vanishes, and Eq. (6) cannot be recov-
ered from Eq. (24). Ignoring gauge fluctuations and replac-
ing ®F with @, as the mean-field approximation, we obtain
the on-site pairing-order parameter given by @
=iu(m 7 1) +(J.b1). It turns out to be zero because double
occupancy costs too much energy. Thus, there is no phase
transition in the fermion Lagrangian at half filling as in the
case of the easy-axis limit.

To examine the boson Lagrangian in the mean-field level,
we resort to the large N generalization as the U(1) slave-rotor
representation. Introducing the N-component rotor field Y,
we rewrite L in Eq. (24) as

1 .
Ly= -2 (3,Y )0 10) = tE 2 (VYo + YY)

io (ij)o

+ zE xi@ Y, - 1), (25)

where \; is a Lagrange multiplier field for the unimodular
constraint. If we represent Eq. (25) in terms of Y,,=R;,
+il;, (Y] =R;,—il;,), we obtain the following expression for

the mean-field Lagrangian of collective pair excitations:

1
LY = ZE |:({97'Ria')2 + (ar[ia')z] - ZIEE (RiO'RjU'+ IiO'IjO')
io ({ij)o

v xi[E (R, + ) - 1]. (26)

One can find that Eq. (26) is exactly the same as Eq. (18) if
we rewrite Eq. (18) in terms of X,,=R,,+il;,. Thus, the
mean-field analysis in the previous slave-rotor theory can be
directly applied to Eq. (25). This leads us to conclude that
both the ¢s; and ¢y; fields are simultaneously incoherent in
(u/t)>(ul/t)y and coherent in (u/t)<(u/t), at half filling,
where (u/t), is the critical value for the Mott transition ob-
tained in Eq. (23). This originates from ¢,=0 at half filling
and wu,.=0 at the Mott-Hubbard critical point, making Eq.
(18) exactly the same as L, in Eq. (24). Fundamentally, the
reason why both fields should be coherent simultaneously is
the presence of the SU(2) pseudospin symmetry at half fill-
ing. The slave-rotor action should be symmetric (invariant)
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under the transformation ¢,; < ¢;; at half filling in the mean-
field approximation.

III. MEAN-FIELD ANALYSIS OF THE SU(2) SLAVE-
ROTOR THEORY

So far, we discussed that only two phases are expected to
appear at half filling in the context of the SU(2) slave-rotor
theory, corresponding to the spin liquid Mott insulator with
(e'?31)=0, (¢/#1i)=0 and the Fermi-liquid metal with (e%3)
#0, (e!®1iy #0, respectively. There is no intermediate phase
because the presence of the SU(2) pseudospin symmetry
makes both phase fields simultaneously coherent or incoher-
ent. Away from half filling, an intermediate phase, character-
ized by condensation of only one kind of bosons, is expected
to arise because the SU(2) pseudospin symmetry is broken
explicitly due to hole doping, reflected in the chemical po-
tential term.

For the saddle-point analysis, we consider the following
mean-field Lagrangian from Eq. (15), where SU(2) gauge
fluctuations are ignored (e/i'”—1I) and the easy-axis aniso-
tropy for the SU(2) pseudospin order parameter is naturally

chosen (Q;- 7— —i@yT3):

L=L,+Ly+4t> EF,
@

L,= E 77,1-(571 — QoT3) 7~ ZFE (772-7'377]‘ +H.c),
i Cij)

1 .
Ly= 4_2 tr(— iU,0,U] = igoms + inU;mU))?
u

— tEX (U} 73U, + Hee). (27)
(ij)

The first assumption to ignore the SU(2) gauge fluctuations
is the simplest mean-field ansatz. The second assumption of
the easy-axis anisotropy for the SU(2) pseudospin order pa-
rameter can be justified from the self-consistent mean-field
condition Q;=iu{ 7] 79,)— ([ H~iU;0,U} +inU;m3U])]). The
first term in this expression becomes zero for 7; and 7, be-
cause double occupancy costs too much energy. The second
term also vanishes for 7; and 7, because this term contains
pseudospin-flipping terms in the representation

Ui= (Z” ) i;l )
gl
of the SU(2) slave-rotor matrix, but the boson Lagrangian L,
has no pseudospin-flipping terms as will be seen below. Par-
ticularly, the second mean-field ansatz has important physical
implication for the SU(2) slave-rotor theory that the SU(2)
pseudospin symmetry is broken away from half filling.

Representing Eq. (27) in terms of the z,, field, we obtain
the following expression:

L=L,+Ly+2t> EF,
i)

245105-8



HOW TO CONTROL PAIRING FLUCTUATIONS: SU(2)...

Ly=2 7/(0d = eoms) = tF 2, (5 73m;+ Heel),
i (ij)

1 B
L= -2 (02l,= (1= 090lely) (9zio + 1= o 0liir)
~1E 2, (02)zjg + He) + A2 (E |zi” = 1), (28)
(ijyo i T
where 2E and 75 are replaced with E and o=+, respectively.
Although the SU(2) slave-rotor mean-field Lagrangian [Eq.
(28)] seems to be similar to the U(1) charge-rotor mean-field
Lagrangian [Eq. (17)] with Eq. (18), there is a crucial differ-
ence between them. The most important ingredient in Eq.
(28) is the pseudospin-dependent chemical potential o¢ in
the boson sector. We show that this results in the condensa-
tion of only one kind of bosons, allowing an intermediate
phase away from half filling. Since the renormalized disper-
sion of the z;, bosons depends on the pseudospin component,
the lowest energy of the z;; bosons lies at momentum (0,0)
while that of the z; bosons appears at momentum (7, ).
There are no pseudospin-flipping terms in the boson La-
grangian; thus, the pseudospin-flipping terms such as
<Zj¢‘971i1> and (leTz,- \» appearing in the self-consistent condi-
tion for the SU(2) pseudospin order parameter (); should be
zero, justifying our assumption of the easy-axis anisotropy
for the order parameter.
Integrating out the #; and z;, fields, we obtain the mean-
field free energy as follows:

Fyr=- 12 In[(iw)? - (¢ — Fel)?]

k,w
1 v+ - 2
+=> > In —M+)\+Eoe§;]
Bk,v o 2u
+ > (DEF - u8—=\). (29)
k

Since the z;| bosons have their energy minima at momentum
Q=(m,m), we shift the momentum k of the z;; boson to k
+ Q. Then, the mean-field free energy is given by

Fyr=- lE In[(iw)? - (¢y - Fel)*]
Bk,m

1 v+ - 2
IS S | ramoe) e
ﬁk,v o 2u

+ > (DEF — ud—=\), (30)
k

where the o symbol disappears in the boson dispersion.
Compared with the U(1) charge-rotor free energy [Eq. (19)],
Eq. (30) allows the pseudospin-dependent chemical potential
oy in the boson free energy. The charge chemical potentials
appear to be w— ¢, for the z;; field and u+ ¢ for the z; field
with the spin chemical potential ¢, in the SU(2) slave-rotor
theory, while the charge chemical potential is given by w
— @, for the ¢'%3 field with the spin chemical potential ¢, in
the U(1) charge-rotor theory.
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Minimizing the free energy with respect to E, F, ¢, A\,
and u, we find the self-consistent saddle-point equations for
all mean-field parameters,

_(’ Ig _ 2Ag-Fee
DE—f_DdeD(e)'Bg (@) - (o Fe"

D
1
DFz—f deD(e)BEE o € ; ,
134 — g
b . "——'uz $0L LN+ Ee
u

D
J deD(e)%g% (in(soo —Fe)

-D )2— ((PO—F5)2
v+ u— oy

D 1 u
j 4eD( ;S 3 ,

D o _(ivvp-oe)’

+N+Ee
2u
b 1 1
1= deD(e)EEE o 7 :
iv -
-D v oo _ M — 0P +\+ Ee
2u
iv+ u— o,
b 1 u
- 0= deD(e)Ezz (vt 7 )
-D v oo _ IV+ U— 0@ + N+ Ee
2u
(31)

One can see from the denominator of the boson propagator
that condensation of the z;, bosons occurs when their exci-
tation gap closes, given by —u .+ ¢, =0 for the z;; bosons at
momentum (0,0) and —u,.— ¢y =0 for the z;; bosons at mo-
mentum (77, 7), respectively. For both bosons to be con-
densed simultaneously, w.=0 and ¢y.=0 should be satisfied.
Actually, this happens at half filling where both bosons have
exactly the same transition point given by A.=E_.D as a result
of the SU(2) pseudospin symmetry. Away from half filling,
the effective chemical potential ¢, becomes nonzero, causing
the SU(2) pseudospin symmetry breaking not spontaneously
but explicitly because it is pseudospin dependent. As a result,
the z;; bosons should be condensed before the condensation
of the z;; bosons occurs. Only one kind of bosons can be
condensed in the intermediate range of u/t, corresponding to
the intermediate phase mentioned before.

Performing the Matsubara frequency summation and en-
ergy integration in Eq. (31), we find the following expres-
sions for the mean-field parameters E, F, ¢, A, and u at zero

temperature
2
. (ﬂ) ,
DF
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[(2\ = DE)\2u(\ + DE)

~ 6(DE)?

— (2N —Ee)\2u(\ + E€.)]+ [(2\

(DE)2
— DE)2u(\ + DE) — (2N — E€ )\ 2u(\ + E€,)],

E
%o Iu’+}_7u =0’

_ \2u(\ + DE) = \2u(\ + Ee.)

2DE
V2u(\ + DE) — \2u(\ + E€,)
+ b
2DE
A 1 - ¢p)? + @)’
S=1—— 4 (= @) + (p+ @) .32
DE 2DE 2u 2u
(=)
where €, is given by ei=é[%—)\]. One can see the

validity of these equations by performing the limit of 6— 0.
We obtain ¢,=0 at half filling from the third equation. This
causes u=—+2u(N—DE) in the fifth equation. Using the ex-
pressions for €, with u=—\2u(A—DE) and ¢,=0, one can
find €,=-—D, reproducing the mean-field equations for the
half-filled case.'?

As soon as holes are doped, the chemical potential w
jumps from u=—+2u(N—-DE) to u=—(E/F)u. Decreasing
the Hubbard interactions with this chemical potential, one
can find the Mott-Hubbard transition point, where the z;
bosons begin to be condensed. The z;; condensation occurs
when \.+E_.e_=0 is satisfied. From the analytic expressions
in Eq. (32) with €,, we obtain the following conditions:

E_l[l E_z(u_ﬂ
c_2 _F4 D B

c

R o[ e
3F.E;=|27 - E. 2 +E,
D

u_£[3g EH
DF.|™D ’
u.E,. A,
(EC+ —) =2— ( +EC>,
DF, D\D
A w [ E.\?
—< = 1-90E -f-_C = . 33
D (1-9E, D<FC) (33)

determining the critical value u./D for the Mott-Hubbard
transition in the SU(2) slave-rotor theory away from half
filling. We note that the above equations for the Mott critical
point do not recover the half-filled case owing to the chemi-
cal potential jump. From these equations, we find u./D
~(0.170 at 6=0.010, u./D=0.171 at 6=0.050, and u./D
~(.173 at 6=0.100. The value of u./D for the Mott critical
point increases as hole concentration becomes larger, consis-
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u
FL (D NFL Dy st

<z4>=0 u/t
<z,>=0

<z4>#0

<z4>#0
<z,>#0

<z>=0

FIG. 1. A phase diagram in the SU(2) slave-rotor theory of the
Hubbard model away from half filling

tent with our expectation. Remember that this Mott critical
point is defined by the condensation of the z;; bosons, while
the z;| bosons are gapped owing to —u.— ¢y, > 0. We identify
this Mott critical point with (u/1),.

There is another critical point associated with the conden-
sation of the z; bosons with (z;;) # 0. It is clear that both the
z;; and z;; bosons get condensed when \.+E.e =0 (-pu,
+¢p,=0) and N\, +E.€,=0 (—u,.—po.=0) are satisfied, i.e.,
u.=0 and ¢,.=0. Then, we obtain A,=(1-8)DE, from the
last equation in Eq. (32). Inserting this expression with E,
=1/2 into the fourth equation in Eq. (32), we find the second
quantum critical point,

u. 1
D 42-9)

The actual values are u./D=0.127 at 6=0.010, u./D
~(.128 at 6=0.050, and u./D=0.132 at 6=0.100. At half
filling, Eq. (34) recovers the Mott critical point u./D
=0.125 of the U(1) slave-rotor theory exactly. We define this
critical value as (u/1),5 Note that (u/1);s<(u/t),s is satis-
fied as expected.

In summary, there is an intermediate region (u/1),s<u/t
<(u/t),5away from half filling where only the z;; bosons are
condensed, ie., (z;)#0 and (z;)=0. The phase in u/t
<(u/1),s1is characterized by (z;;) # 0 and (z; ) # 0, identified
with the Fermi-liquid metal, while the phase in u/t
> (ul1),51s given by (z;1)=0 and (z;)=0, named as the spin
liquid Mott insulator. We emphasize again that the presence
of the intermediate phase in (u/1),s<u/t<(ult),s results
from the pseudospin-dependent chemical potential o¢, due
to hole doping, causing the pseudospin SU(2) symmetry
breaking. The mean-field phase diagram is summarized in
Fig. 1, where “FL,” “NFL,” and “SL” represent Fermi liquid,
non-Fermi liquid, and spin liquid, respectively. Notice that
the intermediate phase is identified with the non-Fermi-liquid
metal in the phase diagram (Fig. 1). In the following, we
investigate the nature of this intermediate phase named as the
non-Fermi-liquid metal.

One cautious person may suspect that the intermediate
phase is an artifact of gauge degrees of freedom. In other
words, performing gauge rotations to this ground state results
in the same phase as the Fermi-liquid state. However, this
guess is only partially correct. It is important to discriminate
the pseudospin SU(2) symmetry from the SU(2) gauge sym-
metry. As discussed before, hole doping causes the easy-axis
anisotropy, breaking the SU(2) pseudospin symmetry explic-
itly. However, the SU(2) gauge symmetry cannot be
broken.'* Unfortunately, the intermediate phase breaks the
SU(2) gauge symmetry. Is this phase a gauge artifact? Not
necessarily. This situation is exactly the same as the charac-

(34)
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terization of superconductivity. Usually, we characterize su-
perconductivity as the condensed phase of Higgs bosons
(Cooper pairs). This identification necessarily breaks the
U(1) gauge symmetry and, thus, cannot be right in a rigorous
manner. In this respect, there is no local order parameter to
break the U(1) gauge symmetry. However, we should admit
that this characterization is useful. The way to understand
this identification is to break the gauge symmetry explicitly,
fixing one gauge. Since the gauge symmetry is explicitly
broken via gauge fixing, one can define the local order pa-
rameter such as Cooper pair bosons. Now, we can understand
the intermediate phase in the same way. Consider gauge fix-
ing first. Then, measure the condensation of SU(2) rotor
bosons. This is a physically appealing way to discriminate
various phases. In the following section, we show that the
intermediate state is indeed different from the Fermi-liquid
phase owing to the presence of incoherent fermion pairs.

IV. NATURE OF THE INTERMEDIATE PHASE

To reveal the nature of the intermediate phase, it is nec-
essary to find an effective Lagrangian. Low-energy boson
excitations are considered to be

U - (Zm _ZJL) _ ( Vx -Vl —xe_mi) (35)
C\zy 2 V1 —xe'% \x

for this ground state. Here, x=|(z;;)]* is the condensation
amplitude not determined self-consistently in the previous
saddle-point analysis owing to the complexity. 6; is a dy-
namic variable to guarantee partial freezing of charge fluc-
tuations, i.e., (z;)=V1- x(e”’) 0. The ansatz of Eq. (35) sat-
isfies the unimodular constraint X|z;,/?=1. Since the
objective of this section is to find a physical picture for this
intermediate phase, we do not try to determine the conden-
sation amplitude x and just assume its presence.

The above ansatz for the SU(2) matrix field leads the
time-fluctuation term of the boson sector to be

1 £y = N
4—2 tr(= iU0,U} + Q- 7 igyrs + il U
u

1 —
= EE [(1=x)(0,0,+ Qi — iy — im)* = 2\x(1 — x)

X (Qy; cos 6+, sin 6,)(3,6; - 2ip) +2(Q2 +03%)

yi
+ 2x(in - ZQDO + llu') ]’ (36)

where (); represents the time component of the SU(2) gauge
field around its zero mean value. The 2x(Q_;—igy+in)? term
allows us to replace (); with igy—iu in the low-energy limit.
This corresponds to the Anderson-Higgs mechanism, as will
be also seen in the boson hopping term. Inserting €)_;=i¢pq
—iu into Eq. (36), we obtain the following expression for the
right-hand side (RHS) in Eq. (36):
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1-
RHS = |:(90 2ip

\/ (QX, cos 6, + (), sin 0)}

1
+ ;E {Qﬁﬁ Qii— )—ZC(QX,» cos 6+ (), sin 0,~)2] .
One can see that (),; and (), fluctuations are gapped from

1 2 2 X . 2
=2 0%+ 0% - =(Q,; cos 6, + Q,,; sin 6)
us xi yi 2 Xi i vi i

—12 1 20)Q%+ (1 - xsin® 6)Q7

=-2 (1 =xcos™ 6)€Q; + (1 —x sin” )€y,

+ %(Qxi cos 6; — (), sin Hi)z} ,

and, thus, are safely ignored in the low-energy limit. As a
result, we find the low-energy part for the time-fluctuation
term,

| -
o2 (= iU + G 7= igymy + inUimU))?
u

1—-x
~ 52 (9,0,— 2ip)*. (37)

To obtain the low-energy sector for the boson hopping
term, we use the following representation for the SU(2)
gauge matrix W;;:

(X =X
Wl‘j = i T= ( i T’Jl ) R (38)
Xy X

with the constraint [X;;1|*+[X,;[*=1. Then, the boson hop-
ping term is written as

— tE2 tr(U W, U;s)

ij

=—tEY, [x(X;j +X1Tﬂ) (1-x)(e7"%X em"
ij

. . —
+ e”’injTe“ai) —Vx(1-x)

X (ijleiei + X,«jle_mi +X,5e” 0 4 X”le’ﬂf)]. (39)
The first term in the RHS makes the X;;; bosons condensed.
This is nothing but the Anderson-Higgs mechanism because
the condensation of the z;; bosons makes the gauge fluctua-
tions in the X;;; fields gapped. This corresponds to the fact
that the ¢;; condensation causes gapped a3; excitations in
the U(1) slave-rotor gauge theory Considering ﬁ unimodu-
lar constraint, we can set X;;;= Vy and X,jl—vl ye'ii as Zi
=\x and z; 1= =\1-xe'% of Eq. (35), where y is the condensa-
tion amplitude. Then, the boson hopping term is obtained to
be
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- tEE tr(U;7'3W,-jU,-T3)
ij

=—tE>, {ZXV';— 2(1-x) V; cos(6; - 6;)
ij

= 2\x(1 = x)(1 = y)[cos(6; — aij) + COS(ej - aij)]}
— —tE>, {2x\e’;— 2(1 —x)\rg cos(6; - 0))

ij
= 2x(1 = 2)(1 = y)[cos(6, — 6, — @) +cos @y},
(40)

where we shift the gauge field a;; as d;;=a;;— 6; in the last
line.

An important issue arises due to the cos a;; potential term.
One may claim that this term allows us to ignore the gauge
fluctuations at low energies because it causes @;; excitations
to be gapped. However, this problem does not seem to be so
simple owing to the stiffness parameter in the cosine term.
When the condensation amplitudes x and y of the z;; and X;;;
bosons, respectively, are close to 1, the stiffness parameter of
the cosine potential becomes very small. This may cause
gauge fluctuations gapless. One can argue that the cosine
potential would always be relevant in two space and one
time dimensions [(2+1)D] in the renormalization-group
sense. However, this claim can be applied to the conven-
tional sine-Gordon model in (2+1)D.'> The present problem
is more complex since gauge fluctuations also couple to fer-
mion excitations, resulting in screening and dissipation in the
gauge dynamics.

First, we discuss the case when the cos Ez"ij term is rel-
evant. Then, we shift @;; as a;;+ 7 due to the minus sign of
the cosine potential and set a;;+m=a;;—6;+ =0 owing to
the relevance of the cosine term. This is an important con-
straint for gauge fluctuations. Because we consider the inter-
mediate mean-field phase characterized by (z; l)=y’?—x(e”l’>
=0 and <ZiT>=\*"x, gauge fluctuations cause {¢/“i)=0 that re-
sults from the constraint (¢™)=(e% ™). As a result, the
SU(2) gauge matrix W;; is found to be

Jy VI = yei4ij
Wi' = ( [ idss —
— \1 —ye ij \Vy

with {e/“ii)=0. Note that this SU(2) gauge matrix is consis-
tent with the mean-field analysis in Eq. (28), since this ex-
pression is reduced to the unit matrix in the mean-field level
owing to (e’“)=0. We emphasize that the off-diagonal com-
ponents of the gauge matrix can arise in the intermediate
phase beyond the mean-field approximation, associated with
fermion pairing.

Using this gauge matrix, we find the following expression
for the fermion hopping term:

RI 4l [ i
— tF 2 qiW)imym;=—tF 2 [\y(pl.mp + 1_7,0)
ij ij

—ia::

+\1=y(7le 1177;_ + ;e in,)].
(41)

The key feature in the fermion hopping term is that fermion
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pairing is dynamically generated beyond the mean-field ap-
proximation due to the off-diagonal components of the SU(2)
gauge matrix, although this fermion pairing vanishes in the
mean-field fashion owing to (e@ii)=0. This fermion hopping
term identifies the off-diagonal gauge fluctuations with phase
fluctuations of fermion pairs. Since the 7; fermion carries an
electric charge owing to the condensation of the z;; bosons,
we interpret these dynamically generated fermion pairs as
preformed Cooper pairs owing to strong phase fluctuations
of the fermion pairs. An interesting point is that the pre-
formed pairs arise from the kinetic-energy term instead of
the potential term in the Hubbard model.

The low-energy effective Lagrangian for this phase is
found to be

[ +
Ly,y= 2 7}(0: = ) 7ig = tF\y 2 (), mj,+ He.)
io (ijyo
—tF\1=y3 e (], )= 77}, - Hee.,
W

1—x —————
Ly= 2—2 (9,6 = 2ip)? = 2tE >, [Nx(1 = x)(1 - y)
u (ij)

—(1-x) \J’;]cos(ﬁi -0), (42)

where we use {),;=igy—iu in the time-fluctuation term for
the 7, fermions, obtained in the boson hopping term. Re-
member the gauge constraint @;;+m=a;;— 6;+ m=0. One can
suspect this derivation because the pairing symmetry is
s-wave instead of d-wave. In fact, the pairing symmetry
depends on the sign of the gauge matrix W;;. Thus, one can
obtain the d-wave fermiomiring from the kinetic-energy
term considering X;;) =—\1-ys;e'i, where s;; is (+) when
j=ixxX and (—) when j=i+¥. In this case, the low-energy
effective Lagrangian becomes

L= 7(9,~ ) 1~ tF\y 2, (7},m;,+H.c.)
io (ijyo
I . - -
—tF\1 -y s iyl ) - n_m},) - He.,
(ij)

1-x —_—
Ly=——2 (0,6, 2ip)* = 2tE X, [s;\x(1 = x)(1 - y)
2u 7 @

— (1= x)\yJcos(6; - 0))- )

It is not easy to determine which pairing symmetry will
appear without more sophisticated analysis. However, one
can see that if one compares the boson Lagrangian in Eq.
(43) with that in Eq. (42), the stiffness parameter in Eq. (43)
is larger than that in Eq. (42). In the case of ci—wave pairing,
we find  p,=tE[\x(1-x)(1-y)+(1-x)\y| and p,
=1E|\x(1-x)(1-y)—(1-x) \J'; , where p,, is the stiffness
parameter in the x (y) direction. On the other hand, we obtain
pr=py=tE|\x(1-x)(1-y)-(1-x) \y| in the case of s-wave
pairing. Because the stiffness parameter in the d-wave case is
larger than that in the s-wave case, we expect that d-wave
pairing may be more favorable than s-wave pairing.
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Note that if the condensation amplitude x is close to 1, the
assumption of (z;)= v“ﬁ(e”t’):O is consistent with the
small stiffness parameter in Eq. (43). In this case, the result-
ing fermion Lagrangian becomes with the electromagnetic
vector potential Ajjs

Lyy= 2 09, ) g = Ry, (nl,eim;,+H.e.)
i (N
e
—tF\1 =y, sye™i(yl, |- u_7},) - He.
I

- gl—zz cos(d X a), (44)
O

where the last gauge action is introduced to impose the con-
dition (¢~™j)=0 with an internal gauge charge g of the %,
fermion.

Equation (44) is the main result of this section. Based on
this effective Lagrangian for the intermediate phase, we dis-
cuss its physical implication. If quantum corrections due to
gauge fluctuations a;; are ignored as the mean-field approxi-
mation, the effective fermion Lagrangian is reduced to

Lor= 2 013, W) mig— tFNy 2 (g}, e™ i, + Hee.).
io (ij>0'
(45)

This seems to coincide with the Fermi-liquid metal. Allow-
ing the density-rotor variable only as the U(1) slave-rotor
representation, the Fermi-liquid metal appears when the
charge-rotor bosons are condensed.* Actually, the charge-
rotor condensation makes the fermion field #; couple to the
electromagnetic field A;;. However, the presence of the pair-
rotor variable is expected to alter this physical picture since
the #,, fermions are not electrons but fractionalized ones due
to gapped pair-rotor excitations. To see the existence of co-
herent electron excitations, we consider the electron spectral
function given by the convolution integral between the 7,
and z;, propagators,

Gelﬁ(ij, TT’) = <T7-[CTI7C%T/]> = <TT[U;T7757'77;7’ Uju’]11>
~XT L7z 77;Tr+]> + (1 = x)|(T [e e ])
X<T7'[ 7;}7_ 7]ij_]>. (46)

There exist coherent electron excitations in the mean-field
fashion, resulting from the condensation of the z;; bosons. In
this respect, one can say that the intermediate phase corre-
sponds to the Fermi-liquid state. However, it should be noted
that this results obtained in the saddle-point approximation
ignoring gauge fluctuations a;;. The presence of gauge fluc-
tuations alters this picture completely. Notice how the Fermi
liquid renormalizes as a result of strong interactions. When
x=1, this renormalized Fermi-liquid metal becomes identical
with the Fermi gas. Away from x=1, we find the quasiparti-
cle weight Z,;~x, reduced by the presence of gapped pair-
rotor excitations, where the remaining portion 1—x is trans-
ferred into incoherent backgrounds.

Strong gauge fluctuations corresponding to phase fluctua-
tions of fermion pairs should be allowed. Then, we expect
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that this phase can be identified with a non-Fermi-liquid
metal owing to pairing fluctuations. The presence of pairing-
phase fluctuations is the hallmark to discriminate this phase
from the Fermi-liquid metal, represented as U(1) pair-gauge
excitations. It is well known that the presence of long-range
gauge interactions can result in non-Fermi-liquid physics.'®
When gauge fluctuations are minimally coupled to gapless
fermions, thus screening of gauge fluctuations occurs via
particle-hole excitations, the effective U(1) gauge theory is
characterized by the dynamical critical exponent z=3. In this
case, the imaginary part of the fermion self-energy is given
by w*? at the Fermi surface, implying that its real part also
has the same frequency dependence via the Kramers-Kronig
relation, thus giving rise to a non-Fermi-liquid behavior.'6
The vy coefficient of the specific heat is proportional to —In T
in three spatial dimensions and 7~ in two dimensions.!’
The dc conductivity is proportional to 773 in three dimen-
sions and 7-*3 in two dimensions.!® However, this non-
Fermi-liquid physics cannot be applied to the present case
because screening of gauge fluctuations arises in particle-
particle excitations instead of the particle-hole channel. Un-
fortunately, we do not know the role of pair-gauge fluctua-
tions in the non-Fermi-liquid physics at present. This should
be investigated in the near future.

On the other hand, if the 6; fluctuations are suppressed,
ie., (z;)=V1-x(e'%)#0, the corresponding gauge fluctua-
tions would also be suppressed owing to the gauge con-
straint. In this case, the resulting effective Lagrangian is ob-
tained to be

Logr= 2, 1,3, = W) g — tF\y 2 (1,7, + H.c.)
io (ijyo
— .
—tFN1 - yz gij( 7]:; 71;— - 77:_ 77]'»+) —H.c. (47)
(ij)

This is nothing but the effective Lagrangian for the d-wave
BCS superconductivity. Thus, the d-wave BCS superconduc-
tivity can result from softening of pairing excitations in the
SU(2) slave-rotor gauge theory. The transition nature from
the anomalous metal with incoherent pairing to the d-wave
superconductor is beyond the scope of this paper.

The SU(2) slave-rotor gauge theory can find the Fermi
liquid, superconductivity, non-Fermi liquid, and spin liquid
in principle. The Fermi liquid is described by O<<ZiT>=\°"X
<1 with any (z;,) and (X;)=\y=1, X;;;=0 (W;=I). The
first condition results in the coherent electron-quasiparticle
weight given by Eq. (46). The second condition indicates the
absence of both diagonal and off-diagonal fluctuations of the
SU(2) gauge matrix fields, where the absence of diagonal
gauge fluctuations originates from the Anderson-Higgs
mechanism due to the z;; condensation, while the complete
suppression of off-diagonal gauge fluctuations should be de-
termined by the self-consistent mean-field analysis not per-
formed in this paper. In our mean-field analysis [Eq. (28)],
both the diagonal and off-diagonal bosons are condensed,
ie., (7,0 #0, and the complete suppression of the off-
diagonal components in the SU(2) gauge matrix is assumed,
ie., Wi=1.
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Superconduct1v1ty appears when 0<(z;)= Vx< 1, 0
<(z)= V1-x<1 and 0< (X,n>_\y<1 0<<qu>—\1 y
=<1. The presence of the off-diagonal z;; condensation is
necessary for the off-diagonal gauge bosons (X;;|) to be con-
densed, causing coherent Cooper pairs for superconductivity
given by Eq. (47). Unfortunately, we could not see supercon-
ductivity in our mean-field analysis because the off-diagonal
components in the SU(2) gauge matrix are not allowed from
the start. It is necessary to perform more sophisticated mean-
field analysis allowing the off-diagonal gauge components.

The anomalous metal arises when 0<(z;;)= \x<1 (zip)
_\1 x<elo> 0 and 0= <Xz]T> \y<1 <Xz]l>_\1 y<emlj>
=0. One important thing is that we cannot see the non-
Fermi-liquid phase in the mean-field approximation ignoring
gauge fluctuations. To obtain the anomalous metallic phase,
off-diagonal components should be allowed in the SU(2)
gauge matrix W;;, meaning that the amplitudes of the off-
diagonal components should be nonzero and the expectation
values of the off-diagonal components should be zero due to
their strong gauge fluctuations not captured in the present
saddle-point analysis. What we have shown in our mean-
field analysis is that the intermediate phase characterized by
partial freezing of charge fluctuations, (z;;) # 0 and (z;)=0,
can appear near the Mott-Hubbard critical point. We see that
this intermediate phase exhibits the Fermi-liquid physics in
the saddle-point approximation. However, the pair-gauge
fluctuations (the off-diagonal gauge components) should be
allowed, modlfymg the Fermi-liquid p_LlCS completely.
(zip=1 1-x(e%)=0 causes (X;j)=V1-y(e"iy=0  self-
consistently. As a result, this intermediate phase is described
by Eq. (44) with incoherent pairing fluctuations.

The spin liquid Mott insulator is given by (z;)=0, (z;)
=0 and (X;;1)=0, (X;;;)=0. This is consistent with the mean-
field analysis [Eq. (28)] except X;; =0, implying that this
phase is identified with the U(1) spin liquid Mott insulator in
the context of our mean-field analysis. On the other hand, if
one admits fluctuations of the SU(2) gauge matrix fields, this
insulating phase is interpreted as the SU(2) spin liquid Mott
insulator due to SU(2) gauge fluctuations. In the case of U(1)
gauge fluctuations, it was claimed that the U(1) spin liquid
Mott insulator can be stable against confinement resulting
from instanton excitations when there exist sufficiently large
flavors of gapless fermion excitations.!>?* However, in the
case of SU(2) gauge fluctuations, the SU(2) spin liquid Mott
insulator would be unstable against confinement due to the
SU(2) gauge fluctuations,”!?? although there are no reliable
calculations for this confinement problem owing to its com-
plexity. If the confinement is realized at low energies, the
SU(2) spin liquid is expected to turn into an antiferromag-
netic insulator due to particle-hole confinement. An interest-
ing possibility that deconfined fermion excitations usually
called spinons may appear at high energies owing to the
asymptotic freedom?! of the SU(2) gauge theory can arise.
This may explain the unidentified broad spin spectrum in the
antiferromagnetic phase of high 7', cuprates, observed at high
energies in the inelastic neutron-scattering measurements.”’

So far, we discussed the case when the cos a;; term is
relevant. Now, we consider the case when the cos a term is
irrelevant. Shifting a;; as a;;+ due to the minus sign of the
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cos potential, we obtain the SU(2) gauge matrix

v 5T
ij - \*"; :

An important difference from the previous case is that there
is no gauge constraint for a;; and 6; because the cos a;; term
is assumed to be irrelevant. In this case, a;;, a;;, and 6; are all
strongly fluctuating. The low-energy effective Lagranglan is
obtained to be

L, E T 0r= 1) iy — tFNy 2 (77}, 7+ Hoc)
o

— gyttt
—tF\1 - yE Sije ’“’J(?}iﬁﬂ}_ - 77i—77_/'r+) -He,
(i

_ o
L= Z—XE (98, 2ip* = 283 s x(T = 2)(1 = y)eos(t

- 0;—ay) - (1 =)y cos(6, - 6))]. (48)

In the intermediate phase {¢’%)=0, the fermion Lagrangian

, in Eq. (48) recovers Eq. (44); thus, the anomalous metal
is allowed even in this case. On the other hand, when the z;
bosons become condensed, the a;; fluctuations would be sup-
pressed due to the Anderson- nggs mechanism and, thus, a;;
also, resulting in superconductivity described by Eq. (47).
However, this conclusion is in contrast with the assumption
that the cos a;; term is irrelevant. Thus, to be self-consistent
between the assumpt10n and conclusion, the cos a;; term
should be relevant.

V. DISCUSSION AND SUMMARY

In this paper, we try to answer the question of how to
incorporate the Mott physics (charge fluctuations) in BCS-
type superconductivity. Particularly, the objective is to con-
struct an effective theory controlling pairing fluctuations in
the BCS-like effective model. Since the U(1) slave-rotor
gauge theory allows local-density fluctuations only, this de-
composition cannot control pairing excitations. Remember
that there are two kinds of gauge fluctuations in the U(1)
slave-rotor gauge theory with fermion pairing [Eq. (3)], one
of which corresponds to phase fluctuations of fermion pairs.
Although the U(1) charge-rotor variable governs the dynam-
ics of density-gauge fluctuations, such boson excitations to
control pair-gauge fluctuations do not exist in the effective
U(1) gauge theory [Eq. (3)]. In this paper, we find the miss-
ing collective charge fluctuations represented as the pair-
rotor variable in the SU(2) slave-rotor gauge theory. The core
of the SU(2) slave-rotor gauge theory is that two kinds of
collective boson excitations are introduced to control two
kinds of gauge fluctuations. One of the boson excitations
corresponds to the density-rotor variable of the U(1) slave-
rotor representation, and the other is associated with on-site
pairing fluctuations, called the pair-rotor variable. One of the
gauge fluctuations is interpreted as the density-gauge field of
the U(1) slave-rotor representation, and the other is identified
with phase degrees of freedom for fermion pairs, called the
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pair-gauge field. Although the SU(2) gauge structure is com-
plex, we demonstrate that the density-rotor variable controls
the density-gauge field while the pair-rotor variable governs
the pair-gauge field. Since the dynamics of collective charge
fluctuations can be controlled via the local-interaction
strength u/t, pairing fluctuations are naturally handled.

We perform the saddle-point analysis based on the SU(2)
slave-rotor gauge theory. The crucial point in this analysis is
that the SU(2) pseudospin symmetry is explicitly broken via
hole doping, causing the easy-axis anisotropy. The easy-axis
anisotropy of the SU(2) pseudospin order parameter is re-
flected as the pseudospin-dependent effective chemical po-
tential for the SU(2) slave-rotor variable, allowing that only
local-density fluctuations are softened while local pairing
fluctuations remain gapped in the intermediate parameter
range away from half filling. Since density-rotor excitations
are condensed, this phase exhibits the Fermi-liquid physics
in the saddle-point approximation corresponding to its non-
zero quasiparticle weight proportional to the condensation
amplitude of the density-rotor bosons. However, we see that
this intermediate phase differs from the Fermi-liquid state
beyond the mean-field approximation allowing gauge fluc-
tuations. Because pair-rotor excitations are gapped in this
phase, their corresponding pair-gauge excitations are
strongly fluctuating. Remember that the pair-gauge fluctua-
tions can be identified with phase fluctuations of fermion
pairs. Thus, incoherent fermion pairing does exist in this
phase. The presence of preformed fermion pairs discrimi-
nates this phase from the Fermi-liquid state completely [Eq.
(44)].

It is valuable to discuss intuitively why local charge fluc-
tuations can be partially frozen away from half filling. At
half filling, an on-site density fluctuation should induce an
on-site pair excitation. This is the origin why the density-
and pair-rotor bosons should be coherent or incoherent si-
multaneously. Away from half filling, the on-site density
fluctuation need not give rise to the on-site pair fluctuation
because the density fluctuations can occur between |0) and
[1) sites, but the on-site pair fluctuations should appear be-
tween |1) and |1) sites, where |0) is an empty site and |1) is
one-electron site. As a result, away from half filling, the
density-rotor bosons can be condensed against the on-site
Coulomb repulsion using the |0) and |1) sites while the pair-
rotor bosons are gapped due to the on-site Coulomb repul-
sion in the intermediate parameter range.

Several important issues remain open. The SU(2) slave-
rotor gauge theory opens the possibility of superconductivity
in the Hubbard model. Introducing the SU(2) slave-rotor ma-
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trix causes the SU(2) gauge matrix naturally. Since the SU(2)
gauge matrix allows its off-diagonal components, off-
diagonal fermion pairing can appear naturally in the kinetic-
energy term. Unfortunately, we did not perform a mean-field
analysis to determine the amplitudes of the off-diagonal
components in the SU(2) gauge matrix owing to its complex
structure. More sophisticated self-consistent saddle-point
analysis should be performed in the near future for supercon-
ductivity in the Hubbard model. Another problem is how to
understand the spin liquid Mott insulator away from half
filling. Although the slave-rotor gauge theory admits the
presence of the Mott insulator away from half filling owing
to its special structure allowing double occupancy, more ex-
tensive numerical simulations should be performed for the
Hubbard model. To understand the nature of the non-Fermi-
liquid phase with preformed pairs such as transport and ther-
modynamics, it is indispensable to find how to treat pair-
gauge fluctuations.

The stability of the non-Fermi-liquid metal with incoher-
ent fermion pairing against disorder is an interesting open
question for this phase to be a genuine metallic phase in two
dimensions. The present author investigated the role of dis-
order in the two-dimensional fermion system with long-
range gauge interactions, where gauge fluctuations couple to
charge currents instead of pair currents as in the present
case.%?* Long-range interactions are shown to make the fer-
mion system stable against weak disorder even in two di-
mensions because the gauge interactions let the fermions lie
in a critical phase, causing the critical fermions to feel their
effective dimension higher than 2 owing to their anomalous
critical exponents. Remember that there exists the
localization-delocalization transition in the weak disorder
limit above two dimensions. Criticality can protect fermions
from localization due to disorder in the weak disorder
limit.®>*2> However, the present case should be addressed
more thoroughly because gauge fluctuations couple to pair
currents instead of charge currents. This problem may be
related to the anomalous metallic behavior in two
dimensions.?6
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