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Following our recent experimental work on electrical fatigue �Phys. Rev. Lett. 97, 177601 �2006��, a theory
of a charge-injection fatigue model is developed, emphasizing the extremely high depolarization electric field
generated near the electrodes by bound charges at the tip of needlelike domains during switching. In particular,
the relationship Pr�N� / Pr�0��exp�−N /��, where N is the number of the fatigue cycles and ��1, is derived,
which explains the statistical origin of the universality of the logarithmic fatigue behavior observed for various
ferroelectric substances in the literature. The consistency of this model with extensive body of the experimental
data has been discussed and a systematic picture of fatigue is established. In particular, the “size effect”/fatigue
coupling, the fatigue-free behavior of low Pr samples, and the exaggerated fatigue data of Colla et al. �Appl.
Phys. Lett. 72, 2478 �1998�� at very low frequencies �mHz� are all well predicted by our model.

DOI: 10.1103/PhysRevB.75.224104 PACS number�s�: 77.80.Fm, 77.22.Ej, 77.80.Dj, 77.84.Dy

I. INTRODUCTION

Polarization fatigue, the decrease of switchable polariza-
tion during electrical cycling, has long been a serious, some-
times even mysterious, problem hindering the full commer-
cialization of ferroelectric memories.1,2 Although this
phenomenon has been extensively investigated over the past
decades, a single well-accepted model is still missing. Vari-
ous explanations have been suggested over the past several
decades, including 90° domains1 and resultant strains, elec-
tromigration of existing vacancies to areas near the elec-
trodes to form extended defects �or even to induce a perco-
lative phase transition3� capable of pinning domains,4,5

domain locking and/or pinning with electronic charge,6

growth of a “dead and/or blocking layer,”7–10 interface nucle-
ation inhibition mechanisms induced by charge injection,11,12

macro- and/or microcracking �for ceramic lead zirconate ti-
tanate �PZT��,13 and so on. However, no model is fully con-
sistent with the extensive body of experimental observations
published in the literature. In particular, most of the models
were developed in a rather qualitative way, with only a few
exemptions.4

In our previous work, we show that fatigue �or rejuvena-
tion� of the PZT film is caused by formation �or elimination
after thermal reannealing� of degraded pyrochlorelike local
regions induced by phase decomposition during bipolar elec-
trical cycling.14 �Note that our model is totally different from
the scenario proposed by Lemanov and Yarmarkin, who be-
lieved that the preexisting pyrochlore phase �40–50 nm
thick� at the near-electrode region of the virgin film during
crystallization annealing and the resultant depolarization
field are responsible for polarization fatigue.15 Also note that
electrode damage has also been found in bulk single-crystal
SrTiO3 after thermal treatment at elevated temperatures un-
der reducing conditions.16� In the present paper, a different
model of fatigue based on charge injection is developed.

II. A MODEL FOR FATIGUE

We are aware that the basic idea of charge injection as the
primary culprit for fatigue has also been favored by other

researchers, such as Melnick et al.,17 Colla et al.,11,12 and
Mihara et al.18

Figure 1�a� �not to scale� shows the snapshot of the very
early stage of the switching process after applying the first
half of the ac field. The positive charges and negative
charges are labeled by the plus and minus symbols, respec-
tively. The bound charges are circled and the external
charges �including the electrode screening charges� are un-
circled. The left and right electrodes are shaded. The un-
shaded area represents a negative domain having spontane-
ous polarization pointing to the left, and the darker region
represents a positive domain with polarization to the right.
Figures 1�b� and 1�c� follow the same definitions. In order to
simplify the illustration, the low-� interface regions due to
the imperfections and/or nonstoichiometry and/or strain and
the space-charge regions due to oxygen vacancies and semi-
conductivity of ferroelectrics are not shown here, but will be
discussed later.

After all these assumptions, Fig. 1�a� can be simplified
into Fig. 1�b� by neglecting the compensated charges at the
interfaces. It can be seen that the bound charges are totally
unscreened, and therefore, a huge depolarization field at the
electrode is expected under appropriate conditions, which
will be discussed later. We note that Figs. 1�a� and 1�b� dis-
play a rather nonequilibrium transient state. The nucleation
time is estimated to be 1 ns.1 The forward growth time for a
needlelike domain to propagate from one electrode to the
other is estimated as1

tpg =
d

v
, �1�

where tpg is the propagating time, d the film thickness, and v
the speed of sound. By taking d=400 nm and v=1000 m/s,
we have tpg=0.4 ns, comparable with the fastest time
��220 ps� measured so far.19 �Note that in the latter case,
nucleation may occur not only at the interface but also in the
middle of the film.� After that, the time for sideways growth
will take a further few nanoseconds to microseconds, de-
pending on the applied field, ramping rate, and limited by the
RC time constant of the external circuits. Note that we ex-
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pand and generalize the meaning of tpg to be the time cover-
ing both the propagating time defined above and the time
that the nucleus is in its embryonic state tem after its forma-
tion. tem may have nothing to do with standard high-
frequency fatigue measurements, where it is almost constant,
and may also be of the order of nanoseconds, the same as the
nucleation time, but will be crucial when we discuss the
extremely low frequency studies later on.

There is no report on the geometry of the nucleus and the
subsequent needlelike domains for thin-film ferroelectrics. It
is reasonable to assume that the nuclei are on the order of
nanometers in diameter and grow into high-aspect-ratio
needles subsequently for standard thin-film ferroelectrics,
similar to the bulk ferroic system.20 Therefore, the head-to-
head positive charges on the tip of the needle domain �Fig.
1�b�� can be reasonably treated as a point charge of 2PrSn,
where Pr is the remanent polarization and Sn the cross-
section area of the needlelike domain. The depolarization
field of these transient bound charges at the electrode can be
readily calculated as follows:

Ebc =
2PrSn

4��i�0de
2 , �2�

where de is the distance between the bound charges and the
electrode, or the length of the needle domain. �i is the dielec-
tric constant at the interface. In order to make numerical
estimates, we will insert typical values for ferroelectric ox-
ides, such as ferroelectric barium strontium titanate or rather
mediocre PZT. Taking Pr=20 �C/cm2, Sn=25� nm2, and
�i=40 �we simply assume that it is 1 order of magnitude less
than the bulk value due to the so-called dead and/or blocking
layer,21,22 and we will justify this assumption and emphasize
the importance of �i later on�, we have

Ebc � 70.58�nm2

de
2 � MV

cm
, �3�

where de
2 is in units of nm2. Note that the real value of Ebc

might be larger due to the “image charge” effect. Addition-
ally, the static dielectric constant should be used in Eq. �2�
rather than its optical equivalent, because
tpg��10−10 s� is still much larger than the period of an optical
phonon ��10−13–10−12 s�.

If the head-to-head charges propagate to the center of the
film, we have de=200 nm. Putting this value into Eq. �3�, we
have Ebc�2 kV/cm, a negligible value. However, when the
nucleus is at its embryonic stage �i.e., when it is just about to
propagate from the left electrode� or when it closely ap-
proaches the right electrode �in the latter case, de is equal to
d, the film thickness, minus the length of the needle domain�,
de is of the order of a few nanometers, comparable to its
lateral size. In this case, Eq. �2� derived from ideal point-
charge assumption is no longer precisely true, but the rela-
tionship Ebc� PrSn /�i�0de

2 still holds. Numerically, we can
calculate Ebc generated for any shape of the nucleus. Particu-
larly, supposing the nucleus has hemisphere geometry, a
standard surface integral gives Ebc precisely to be

FIG. 1. �Color online� The snapshot of the nonequilibrium tran-
sient state at the very early switching stage �a�; the simplified �a� is
shown in �b� after ignoring all the compensated charges at the in-
terfaces. �c� shows the equivalence of �b� by applying the second
half ac field. Note that these figures are not to scale.
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Ebc =
Pr

3�i�0
. �4�

Again putting Pr=20 �C/cm2 and �i=40 into Eq. �4�, we
have Ebc=1.88 MV/cm, an extremely high field, which is
even higher than the average �not the real� breakdown field
of the PZT films;23 the nuclei have to withstand this high
field twice for each electrical fatigue cycle. Taking the exter-
nal charges into consideration �Fig. 1�b��, Ebc will be slightly
lower when the bound charges are near the left �anode� elec-
trode and slightly higher when they are near the right �cath-
ode� electrode.

Note that unlike Eq. �2�, Ebc does not depend on any
geometric variables, such as hemisphere radius r in Eq. �4�.
That is reasonable, because Sn ���r2, r the radius of the
cross section of the needle domain� follows the same scaling
behavior as de

2 when the needle becomes shorter and shorter;
hence they cancel each other in Eq. �2�. Therefore our argu-
ment above is not restricted by the real geometry of the
nucleus, at least to first order. It should be noted that
Ebc=1.88 MV/cm is by no means the upper limit of its
achievable value. The spatial fluctuation of Pr �which can go
up to �70 �C/cm2 in ceramic films� the image charge effect
and more rounded nucleus tips may push Ebc further into
�10 MV/cm region, close to the interface breakdown field
which may be �although still controversial� 1 order of mag-
nitude higher than the measured value if the voltage drop
through the film is not uniform �linear�. This is why films
very often breakdown quickly before they are totally fa-
tigued during standard fatigue measurements.

Note that the external field is on the order of
�100 kV/cm for thin films. The depletion field at the elec-
trode can be estimated via24

Ebi =
qNdW

��0
, �5�

where q is the electron charge, Nd the space-charge density,
W the depletion width, and � and �0 the static dielectric
constant of the ferroelectric and permittivity of free space,
respectively. Setting Nd=1019 cm−3, W=20 nm �assume the
film is only partially depleted�, and �=400, we have Ebi
�100 kV/cm. The converse assumption of full depletion
with Nd=1018 cm−3 and W=d /2=200 nm gives the same
Ebi. The depolarization field is of the same order, depending
on the interface screening ability. Therefore they are all 1 or
even 2 orders of magnitude less than the field we calculated
above and can be all safely neglected.

Therefore, the left �or right� electrode is experiencing an
extremely high transient electrical field �1–10 MV/cm�
when the needlelike domain leaves from the left electrode �or
approaches the right one�. The injected current from the elec-
trode is most likely to be determined by Fowler-Nordheim
tunneling via

J = CFNEbc
2 exp�−

4�2m*�q�B�3/2

3q�Ebc
� , �6�

where CFN is the Fowler-Nordheim coefficient, which de-
pends on the barrier height �B and the electron effective

mass m* at the interface. Microscopically, the energetic elec-
trons injected will interact with the defects and phonons at
the interface so as to increase the local temperature within
and near the needlelike domain. The temperature will in-
crease at a rate depending on the heat capacity of the mate-
rial, its conductivity, and temperature gradient until the for-
ward growth is finished. However, we believe that the heat
loss due to conductivity at this stage can be ignored since the
time scale is about �0.1 ns. The local temperature starts to
decrease during the subsequent sideways growth, at which
stage its conductivity and temperature gradient become
dominant. The local temperature increases and decreases
during each cycle, and thermal equilibrium will be built up
between the bulk film and the environment after a certain
number of cycles. If the transient local temperature increases
beyond some critical value, local phase decomposition will
take place stochastically, as we have observed in this work
and will be modeled in detail. In addition, the energetic elec-
trons could also interact readily with the bound charges of
the ions, and the subsequent de-ionization will generate more
defects and vacancies �e.g., Vo

··�,18,25 which can make the
perovskite structure less stable against increased local tem-
perature due to electron-phonon interactions. The equivalent
picture during the second half of the ac field is depicted in
Fig. 1�c�. This stage is believed to be less important than that
shown in Fig. 1�b� because of the limitation of the number of
the carriers inside the film.

The temperature increase, sometimes called “self-
heating,” during switching cycles has been studied in bulk
ferroelectrics, but not much attention has been paid to this
phenomenon in thin films. The loss of energy can be visual-
ized macroscopically from the total area within the charac-
teristic hysteresis loops. Lente and Eiras26 measured the tem-
perature increase during the fatigue of their PZT ceramics. In
their study, an increase of sample temperature up to 90 and
160 °C was observed under different conditions. It should be
noted that the sample temperatures measured by Lente and
Eiras are averaged ones, not the local temperatures we dis-
cussed above, which are expected to be much higher. Nev-
ertheless, their observations strongly support our model.

The exact local temperature during fatigue is unknown
and very difficult to measure. Let us set this problem aside
and review the work in the literature on high-T PZT decom-
position instead. Chen and Chen reported a Pb-deficient
pyrochlore-type phase of PbTi3O7 appearing at 800 ° C
when PbO rapidly evaporates.27 Castellano and Feinstein
also observed that the perovskite structure collapsed into the
pyrochlore phase due to loss of oxygen when the sample was
heated to 800 ° C.28 Additionally, phase decomposition in
PZT has been reported at a temperature as low as 550 ° C.29

It is noted that the phase decomposition is very sensitive to
the concentration of oxygen vacancies, with the critical con-
centration estimated to be 15% by Castellano and Feinstein.
Although the detailed phase diagram of the stability of the
perovskite structure as a function of temperature and vacan-
cies is unknown, a decrease of critical temperature as a func-
tion of the concentration of vacancies is reasonably expected.

Phase decomposition can induce fatigue in two ways: On
one hand, the field applied on the film becomes significantly
reduced after decomposition due to the low dielectric con-
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stant of the degraded layer, i.e., a series capacitor structure
forms �pyrochlore has ��30, 1 order of magnitude less than
that of PZT�; on the other hand, it can be seen that the most
probable sites where the phase decomposition occurs are the
domain nucleation sites �Fig 1�b��. The decrease of the num-
ber of the available nucleation sites during electrical cycling
also makes switching more difficult.

Having justified the physical scenario of this model, let us
develop it quantitatively. Suppose originally there are totally
M0 nucleation sites on the left and right electrodes. The total
number of the nucleation sites will reduce to M after N fa-
tigue cycles. Let us suppose that the probability that decom-
position will occur for a nucleation site after one cycle is 1 /�
with ��1, which is assumed to be constant and independent
of fatigue history �i.e., the cycling numbers N� at the mo-
ment, for simplicity. Therefore, the probability that a nucleus
will survive from one cycle is �1− �1/���. Defining that g�N�
is the probability that a nucleation site will survive after N
cycles, we have

g�N� = �1 −
1

�
�N

. �7�

Therefore the total number of the nuclei which have survived
from degradation after N cycles is

M�N� = M0g�N� = M0�1 −
1

�
�N

. �8�

Suppose that all these M0 nuclei are randomly distributed
over the electrodes’ interfaces. Collapse of each nucleus, in-
duced by phase decomposition, will stop the surrounding
area or the associated grain from contributing or make them
contribute little �recall the formed series capacitor structure
with ��30 for pyrochlore� to the total remanent polariza-
tion. For simplicity, let us assume the remanent polarization
Pr�N� measured experimentally after N cycles is proportional
to M�N�, the number of the survived nuclei, which yields

Pr�N�
Pr�0�

=
M

M0
= g�N� = �1 −

1

�
�N

�9�

Let us simplify Eq. �9� by recalling that ��1. Taking the
natural logarithm on both sides of Eq. �9�, we have

ln g�N� = N ln�1 −
1

�
� = N	−

1

�
−

1

2
� 1

�2� + . . . 
 . �10�

Since � is much larger than 1, all the higher-order terms can
be neglected. So we get

Pr�N�
Pr�0�

= g�N� = exp�−
N

�
� . �11�

Therefore, we arrive at an important conclusion from our
model that Pr�N��exp�−N /��. The visualization of Eq. �11�
is shown in Fig. 2 with �=104, 105, 106, and 107, respec-
tively, which are believed to be the representing values for
ferroelectrics �recall that 1 /� is the decomposition probabil-
ity per cycle�. Figure 2 explains the statistical origin of the
universality of the logarithmic dependence of Pr�N� on N

observed for all kinds of ferroelectrics during fatigue mea-
surements.

So far, the meaning of 1/� is a little obscure and very
statistical. In particular, 1 /� has no relationship with any
micro and/or macroscopic measurable physical quantities.
Let us go further and assume that the degradation probability
1 /� is a monotonically increasing function h of the local
input power density EbcJ at the nucleation site. This assump-
tion can be justified as follows: the more energy the injected
electrons carry, the more energy they will lose due to colli-
sion with the lattice at the tip of the nucleus, and therefore
the more chance local decomposition takes place.

Considering Eq. �6�, we have

1

�
= h�EbcJ� = h	CFNEbc

3 exp�−
4�2m*�q�B�3/2

3q�Ebc
�


�12�

and therefore Eq. �11� becomes

Pr�N�
Pr�0�

= exp�− Nh	CFNEbc
3 exp�−

4�2m*�q�B�3/2

3q�Ebc
�
� .

�13�

For the simplest case where h is a linear function, we have

1

�
= ACFNEbc

3 exp�−
4�2m*�q�B�3/2

3q�Ebc
� + B . �14�

When EbcJ goes to zero, physically 1/� should also go to
zero; therefore B must be zero. A is the decomposition prob-
ability per unit power density per cycle and is assumed to be
a positive constant and is independent of Ebc and N for sim-
plicity.

The function h relates the decomposition probability 1 /�
to the local injected power density EbcJ. It depends on many
unknown microscopic parameters and can be very complex.
h could be a linear, power law, or exponential function. Its
detailed form may be possibly derived by fitting the carefully
measured experimental data.

FIG. 2. �Color online� Plots of Pr�N� / Pr�0� as function of cycle
number N, according to Eq. �11�, where �=104, 105, 106, and 107,
respectively.
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We argue that the linear approximation is a rather conser-
vative assumption. Intuitively, if EbcJ is very small, 1 /�
should be zero and therefore A must be zero; while, when
EbcJ becomes very large with Ebc close to the breakdown
field EB, 1 /� should be much larger than zero and close to 1;
therefore A must be a finite number. However, we will show
later on that for many purposes of application the linear ap-
proximation is a rather good tool, especially when we regard
A as an experimental fitting parameter and allow it to in-
crease with EbcJ.

Inserting Eq. �14� into Eq. �11� and noting that B=0, we
have

Pr�N�
Pr�0�

= exp	− NACFNEbc
3 exp�−

4�2m*�q�B�3/2

3q�Ebc
�


�15�

and inserting Eq. �4� into Eqs. �13� and �15�, we have

Pr�N�
Pr�0�

= exp�− Nh	 CFNPr
3

27�i
3�0

3

�exp�−
4�2m*�q�B�3/2�i�0

q�Pr
�
� �16�

for the general case, and

Pr�N�
Pr�0�

= exp	− AN
CFNPr

3

27�i
3�0

3 exp�−
4�2m*�q�B�3/2�i�0

q�Pr
�

�17�

for the linear case. Note that Pr
 Pr�0�. It does not change
during the fatigue process. It should be noted that Pr is very
different from Pr�N�, which is the average value experimen-
tally measured after N cycles.

Let us make a few remarks here about this model.

�a� Mathematically, the left-hand sides of Eqs. �16�
and �17� go to zero when N approaches infinity. This is rather
an ideal case. Experimentally, it has been generally observed
that Pr�N� starts to saturate at N�108 cycles �this value var-
ies depending on the type of the samples�. Regarding our
model, the collapse of all the nuclei, induced by local de-
composition, does not make Pr�N� totally vanish, but permits
the existence of a small fraction of the remanent polarization
�recall that although pyrochlore has ��30, a small fraction
of Eappl on the bulk film still induces a measurable amount of
Pr�N��. Another reason for nonvanishing remanent polariza-
tion is due to the polycrystalline nature of the thin films.
Grains having spontaneous polarization at small angles from
the plane of the film contribute little to the total remanent
polarization, but also show less fatigue �the orientation de-
pendence of fatigue properties will be discussed later on�.
Therefore, instead of Eq. �17�, for the linear case we have

Pr�N�
Pr�0�

= D exp	− AN
CFNPr

3

27�i
3�0

3 exp�−
4�2m*�q�B�3/2�i�0

q�Pr
�


+ F , �18�

where Pr�0�D and Pr�0�F are the “fatigued” and “nonfa-

tigued” remanent polarization, respectively, when N goes to
infinity with D+F=1. F is normally much less than D.

Taking m*=0.5me, �B�1.5 eV, and replacing ACFN by a
new coefficient A for convenience, we then have

Pr�N�
Pr�0�

= D exp	− 5.34 � 1025A
NPr

3

�i
3 exp�− 23.57

�i

Pr
�
 + F .

�19�

Note that Pr is in unit of �C/cm2.
�b� In Eqs. �14� and �15� under the linear approxima-

tion, we assume that A is a constant and independent of N.
This is equivalent to saying that 1 /�, the decomposition
probability, is independent of N. In other words, the degra-
dation is equally probable for all the nuclei after each fatigue
cycle. Again, this is an ideal assumption. In reality, some
nucleation sites may be less resistive to phase degradation
than others. Allowing the N dependence of A�N� or 1/��N�
may give a better data fitting for some ferroelectric samples
by changing the slope at the “logarithmic stage,” where Pr
decreases markedly. In this case, Eq. �11� should be written
as

Pr�N�
Pr�0�

= g�N� = exp	−
N

��N�
 . �20�

�c� From Eq. �19�, it can be seen that Pr�N� only de-
pends on N, Pr, �i, and possibly A�N�. None of the others is
an adjustable parameter. This makes the problem much sim-
pler, because all the other variables can be simply put into
this equation via Pr �T, Eappl, f , crystallographic orientation,
etc.�, where T is temperature, Eappl the applied field, and f
the frequency. Crystallographic orientation could be a vari-
able if the sample is a single crystal.30

�i, the interface dielectric constant, may also depend on
Ebc�Pr�T ,Eappl , f� ,�i� via Eq. �4� as the bulk value � does
�recall the butterfly-shaped �-Eappl curve and that the dielec-
tric relaxation time is�10−12 s, much less than tpg�. But this
issue is very subtle, since even the real value of �i and the
related dead-layer thickness in the size effect topic haven not
been clearly identified yet, not to mention its value under
high Ebc. If there were a field dependence of �i, the real
�i�Ebc� can be calculated self-consistently, provided the cir-
cular relationship �i�	(Ebc�Pr ,�i�) is given.

In this work, we simply assume that �i is constant, �40
for films with dead and/or blocking layer showing size effect
�e.g., Pt/PZT/Pt structure� and �400 for those without this
layer �e.g., Pt/SBT/Pt or IrO2/PZT/IrO2�. The justification
of �i�40 is as follows: Work from Larsen et al.7 shows that
�i /di=20–28 nm−1, comparable with the study from Lee and
Hwang, which gives �i /di=10.42–20.83 nm−1 depending on
the annealing conditions.31 Furthermore, Lee and Hwang ar-
gued that di is on the order of 1 nm, then they concluded that
�i must be on the order of 10–20. Here, we take a relatively
conservative assumption that �i /di=20 nm−1. Taking
di=2 nm, we have �i=40, which is 1 order of magnitude less
than the bulk value.

Before we step into the next section, let us mention the
work by Duiker et al.32 The model of Duiker et al. assumes

FATIGUE AS A LOCAL PHASE DECOMPOSITION: A… PHYSICAL REVIEW B 75, 224104 �2007�

224104-5



that fatigue is induced by growing dendritic trees formed by
permanently attached oxygen vacancies. During the fatigue
process, the regions enclosed by the dendritic trees are
screened and therefore contribute little to the total remanent
polarization. Interestingly, by assuming a linear �or exponen-
tial� dependence between vacancy generation and applied
field, a soft �or hard� failure is predicted by Monte Carlo
simulations.

Recall that Ebc� Pr /�i�0 in our model and it does not
depend on the size of the sample and the geometry of nuclei,
at least to first order. Therefore our model is not restricted to
thin-film ferroelectrics. It applies equally well to ceramic and
single-crystal ferroelectrics.

III. FERROELECTRIC FATIGUE: INFLUENCE OF
EXPERIMENTAL PARAMETERS

Here we will discuss some important implications of the
current model and its consistency with the abundant experi-
mental data in the literature.

A. Size effect and fatigue

Many researchers have noticed that fatigue phenomena
are always accompanied by the appearance of thickness de-
pendent electrical properties, i.e., the so-called size
effect.7,8,12,33 From Eq. �2� or �4�, Ebc is proportional to Pr
and reversibly proportional to �i, the dielectric constant of
the interface layer. As we discussed above, 1 order of mag-
nitude less of �i compared to its bulk equivalent �, achieved
by simply changing oxide/PZT/oxide to Pt/PZT/Pt structures,
can readily shift Ebc to 1–10 MV/cm regions; therefore deg-
radation and fatigue can easily occur. Although 1 order of
magnitude increase of Pr may have the same effect, in prin-
ciple, according to Eq. �4�, in practice large increases in po-
larization are less often found. This explains why �i qualita-
tively determines whether a film will fatigue or not7,8,12,33

and Pr only affects it quantitatively �see Fig. 12�a� in Ref.
30�. The �i dependence of Pr�N� according to Eq. �19� has
been plotted in Fig. 3 with �i=40,42,45,50, 
100, respec-
tively, where we take Pr=20 �C/cm2, D=0.9, F=0.1, and

A=10−9 �in practice, A can be obtained by fitting the experi-
mental data. It is important that A, the degradation probabil-
ity per unit power density per cycle, should be a constant for
a specific sample in an ideal case�.

It can be seen from Fig. 3 that the lower the �i, the smaller
the Pr�N� will be if N and all the other variables in Eq. �19�
are the same. Also shown is the extremely sensitive �i de-
pendence of Pr�N�; �i increasing only from 40 to 50 corre-
sponds to a fatigue resistivity dramatically increased to 5
orders of magnitude. It exactly explains why Pt/PZT/Pt fa-
tigues and Moxide /PZT/Moxide �or Pt/SBT/Pt� does not and
why fatigue is always coupled with size effect.

B. Dead layer and locality

Although a so-called growing dead-layer fatigue model is
frequently employed to interpret fatigue data, such a layer
has never been established by methods such as transmission
electron microscopy. Our results14 show that the degraded
regions are probably around the nucleation sites, rather local,
isolated, and not planar, although we are not sure what their
exact size is currently �they should be about a few nanom-
eters in thin films, although they can be much larger in bulk
ferroelectrics�. �Our results are compared with the work by
Colla et al.34 and Gruverman et al.35� The full percolation of
the local degraded layers appears possible after many cycles
from our preliminary data. But we believe that it occurs only
in the “saturated stage” of fatigue and have nothing to do
with the logarithmic stage where Pr decreases dramatically.

Polishing the surface of a fatigued PZT pellet and subse-
quent recovery of the polarization are consistent with our
model.36

C. Fatigue and the virgin remanent polarization

Fatigue has been extensively studied in the literature by
changing the experimental variables, such as T, Eappl, f , and
crystallographic orientation. We argue that people were es-
sentially working on Pr �T, Eappl, f , crystallographic orienta-
tion� dependence of the fatigue properties. Knowing the ana-
lytical or empirical function of Pr �T, Eappl, f ,
crystallographic orientation� for a specific sample and insert-
ing it into Eq. �19�, we can readily derive the
T /Eappl / f /orientation dependence of Pr�N�. That is the rea-
son why we combined these dependences below into one
section.

In Fig. 4, the Pr�
Pr�0�� dependence of Pr�N� according
to Eq. �19� has been plotted, with Pr=10, 15, 18,
and 20 �C/cm2, respectively, where we take �i=40,
D=0.9,F=0.1, and A=10−9. It can be seen that the higher
the Pr, the earlier fatigue will start and that low enough Pr
results in fatigue-free behavior. This tendency has been gen-
erally observed in previous work.30,37,38 Therefore, apart
from lack of size effect, low Pr �normally less than
10 �C/cm2� may also be one reason for the fatigue-free Pt/
SBT/Pt structure.

Unfortunately, many researchers usually plot normalized
Pr�N� as function of N without showing the absolute Pr�0�
value, which is not recommended. We should also note that

FIG. 3. �Color online� Plots of Pr�N� as function of cycle num-
ber N, according to Eq. �19�, where �i=40, 42, 45, 50, and 
100,
respectively. Here we take Pr=20 �C/cm2, D=0.9, F=0.1, and
A=10−9.
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the Pr�N� in Pr�N��N plots in some papers may be different
from the one discussed in our model, because they were
evaluated after a certain number of electrical cycles from the
hysteresis measurements using triangular and/or sine curves
�or PUND �positive-up—negative-down� measurements used
by Radiant Technologies�, which may use different frequen-
cies and/or voltages from those used in the fatigue tests.

1. Electrical field dependence

The applied field can be involved in fatigue by changing
Pr, which is strongly field-dependent. Unfortunately, there is
no simple analytic relationship between these two, although
empirical equations can be built up by fitting Pr�Eappl data.
Normally, Pr increases significantly from zero when Eappl is
approximately Ec–2Ec, and subsequently becomes saturated
when Eappl approaches a few Ec.

25 Therefore, our model pre-
dicts fatigue-free behavior when Eappl is very small, due to
either a lack of nucleation or a small Pr, a strongly field-
dependent behavior when Eappl is close to 2Ec, and a less
field-dependent behavior when Eappl is so large that Pr is
saturated. It should be noted that all the above arguments are
based on “sufficient switching” conditions. If the switching
is not sufficient, Pr will depend not only on Eappl, but also on
frequency f �or pulse width�. For experimental evidences of
our argument, readers are referred to the works by Gross-
mann et al.,39 Mihara et al.,18 Chae et al.,40 Amanuma et
al.,38 and Schorn et al.41

2. Cycling number, frequency, and embryonic time dependence

For most of the published fatigue studies, f is about
1 kHz–1 MHz, in which cases tpg may be in nanoseconds
and almost constant �we assume sufficient switching condi-
tions here, which is equivalent to saying that Pr is indepen-
dent of f�. Therefore, in these cases, fatigue is sensitive only
to N, not f , which can been seen from the literature.39,40

Under “insufficient switching” conditions, the frequency
�pulse width� dependence of fatigue can creep in by modify-
ing Pr, as we discussed above. In those cases, it is generally
observed that lower frequencies resulting in larger Pr induce
more serious fatigue.37

Let us consider the effect of tpg �or precisely the tem part�,
a parameter which has never been considered in the literature
and could provide strong evidence for our model. An inter-
esting study was published by Colla et al., where the film
was fatigued either at a standard frequency �30 kHz� or an
extremely low frequency �1.7 mHz�.11 In this work, serious
fatigue was achieved with less than ten slow cycles �Fig. 2 in
Ref. 11�. Additionally, the authors conducted another “artifi-
cial” fatigue study �Fig. 3 in Ref. 11� by which the important
role of Eappl�Ec �i.e., a plateau Eappl applied at the coercive
level Ec and slightly less than Ec� was identified, at least for
the extremely low frequency ��1.7 mHz�. Both of the ex-
periments can be readily interpreted by our model without
including separate mechanisms, as employed by these au-
thors. For either of these two sets of experiments, the setup
inducing serious fatigue corresponds to a dramatically in-
creased tem due to the elongated time at Eappl�Ec.

Let us suppose that A, the decomposition probability per
unit power density per cycle, is proportional to tem, which is
proportional to 1/ f . Since f1=30 kHz and f2=1.7 mHz in
their experiments, considering A1f1=A2f2, we have A2 /A1
= f1 / f2=1.76�107. Taking A1=10−9, we have A2=1.76
�10−2. The A dependence of Pr�N� according to Eq. �19� has
been plotted in Fig. 5, where Pr=20, �i=45, D=0.9, and
F=0.1. Note that Fig. 5 shows a marked similarity to Fig. 2
in the work of Colla et al.11 In particular, 7 orders of mag-
nitude decrease of the fatigue endurance is predicted for
1.7 mHz compared with 30 kHz by our model, which was
exactly what Colla et al. observed in this work. Note that the
frequency-dependent fatigue data of Colla et al. have also
been successfully modeled by Dawber and Scott.4

3. Temperature dependence

It is clear from our above argument that there are at least
three temperatures involved in a fatigue experiment: the am-
bient temperature at which the experiment is conducted �e.g.,
20 °C�, the average sample temperature as measured by
Lente and Eiras ��100 °C�, and the local temperature which
eventually induces the local decomposition ��700 °C,

FIG. 4. �Color online� Plots of Pr�N� as function of cycle num-
ber N, according to Eq. �19�, where Pr=10, 15, 18, and 20, respec-
tively. Here we take �i=40, D=0.9, F=0.1, and A=10−9.

FIG. 5. �Color online� Plots of Pr�N� as function of cycle num-
ber N, according to Eq. �19�, where A1=10−9 for f1=30 kHz and
A2=1.76�10−2 for f2=1.7 mHz. Here we take Pr=20, �i=45,
D=0.9, and F=0.1. Note that it shows a remarkably similar feature
to Fig. 2 of the work of Colla et al. �Ref. 11�.
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which is yet unknown�. Therefore, great care should be taken
when data on T dependence are interpreted. An activation
energy as low as 0.051 eV has been reported by Mihara et al.
for PZT, which suggests that the fatigue mechanism is not
influenced directly by the total amount of carriers or the ther-
mal activation process over the trapping levels of defects.18

From our model’s point of view, this complexity can also
be understood. Let us take a PZT thin film fatigued at room
temperature and higher temperatures as an example. The film
fatigued at higher temperatures �e.g., 150 °C� has a lower Pr,
which increases fatigue resistivity, but higher T may favor
the local phase degradation by modifying the decomposition
probability A�T� in Eq. �19� and therefore, decrease fatigue
resistivity. So the resultant Pr�N��N profile may be very
independent of temperature, as observed by Mihara et al.
Alternatively, it may be determined by the dominant factor.

Suppose, however, that Pr�T� does play a dominant role.
In this case, temperature can be involved in fatigue by
changing Pr via Pr��Tc−T�� near the transition point. For
second-order phase transitions in mean-field theory, �=1/2.

The complexity of the T dependence explained above
even makes any qualitative interpretation extremely difficult,
if not impossible. Indeed both improvement18,42,43 and
deterioration44,45 of fatigue endurance at higher temperatures
have been reported in the literature.

4. Fatigue anisotropy

From Eq. �4�, Ebc is proportional to Pr. The latter is
strongly orientation dependent. According to Fig. 4, the ori-
entation with larger Pr should show faster fatigue rate than
those with lower Pr. This has been confirmed by Takemura et
al.30 �Fig. 12�a� in their paper on single-crystal
Pb�Zn1/3Nb2/3�O3-PbTiO3�

D. Formation of oxygen-deficient layer and fatigue

Our model shows that the decomposed interface layer
may be “pyrochlorelike,” and is oxygen- �and probably
lead-� deficient at the Pt/PPZT interface, which has been
quantitatively confirmed by work from Scott et al.46 and Mi-
hara et al.25 In both experiments, a significant decrease of
oxygen concentration at the Pt/PZT interface has been ob-
served in the seriously fatigued sample compared with the
virgin one. Note that the depth profile of Pb ions was not
monitored in these measurements.

The data of Pan et al.,47 which imply oxygen leaving a
PZT sample during fatigue, are consistent with the observa-
tions of Scott et al. and Mihara et al. within our model.

E. Optical, thermal fatigue, and rejuvenation by a high
field

We believe that although standard electrical fatigue, i.e.,
suppression of remanent polarization by applying bipolar
electrical cycles, seems to be induced directly by local phase
decomposition from the present work, fatigue, in a general
sense, can also be induced by specially designed methods
such as optical, thermal, and even reducing processes, as
nicely shown in a series of papers by Warren and

co-workers.6,48–55 Whether or not a local degraded phase is
also formed at the nucleation sites in these processes is cur-
rently unknown and warrants further exploration, but an in-
teresting point about this work is that both optical fatigue
and thermal fatigue are maximized by illuminating the ma-
terial with band-gap light in case of optical fatigue �or heat-
ing it to �100 °C in case of thermal fatigue� in combination
with biasing the ferroelectric near the switching threshold
�below the coercive field�. The importance of the switching
threshold field on fatigue has been extensively discussed in
the previous section, particularly regarding the extremely
low frequency �subhertz� fatigue data of Colla et al. Our
model shows that the probability of failure of the nucleation
site at the switching threshold field increases dramatically.
Therefore, the data by Warren et al. may be compatible with
our model, and a generalized version of our model might
also be able to interpret optical and/or thermal fatigue quan-
titatively. In these processes, coefficient A in Eq. �19�
strongly depends on time �or frequency� in the work of Colla
et al., power and illuminating time of band-gap light �for
optical fatigue�, and temperature and heating time �for ther-
mal fatigue� in the work of Warren and co-workers. It will
eventually determine the profile of the Pr�N��N plot. From
the physical point of view, the photoelectrons produced by
illuminating UV light �or thermally excited electrons pro-
duced by heating� will either help “destroy” the existing nu-
clei when a threshold positive voltage, i.e., +2 V in the work
of Warren and co-workers, is applied, or help “create” new
nuclei when a saturating negative bias voltage, i.e., −15 V in
the work of Warren and co-workers, is applied. Therefore,
this is indeed compatible with our model. However, unlike
the data of Colla et al., these optical and/or thermal fatigue
experiments were conducted in a rather qualitative way.
Therefore we will not develop a quantitative description for
them until further experiments are carried out.

Although its effect in rejuvenating the remanent polariza-
tion is maximized in combination with UV light, a pure high
dc and/or ac field itself may also be able to create some new
nucleation sites, without affecting the fatigue-induced de-
graded sites. Depending on the efficiency of this field in
doing so, different degrees of the refreshment of the fatigued
sample have been reported, such as no or little recovery as
observed in the literature and this work �not shown here�,
partially recovery,56 and full recovery.57

However, it should be noted that even though the rejuve-
nation is almost complete in terms of the remnant polariza-
tion, it can never refresh the fatigued film to its initial state.
An increase in the width of the hysteresis loop �i.e., 2Vc,
coercive voltage� was usually reported.6 Furthermore, the re-
juvenated fatigued film by either UV and/or saturating bias
combination6 or pure high electric pulse57 always refatigues
more rapidly, confirming that the rejuvenation is incomplete.
This indicates that some irreversible damage has occurred
that could not be removed by the restore methods, which is
also in accordance with our model, because the decomposed
phase cannot be simply recovered by applying an electrical
restore field �or combined with UV light�.

F. Unipolar and bipolar fatigue

It is well known that unipolar pulses lead to much less
fatigue on the same sample compared with bipolar ones.58
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That is very obvious from our model. Without the processes
of nucleation and subsequent needle domain growth �Fig. 1�,
there is no large depolarization field experienced by the
sample and so no decomposition takes place in unipolar cy-
cling; therefore, it results in little or no fatigue.

This is also consistent with the well-accepted view that
applying an electric field which is larger than the coercive
field is a necessary condition for inducing bipolar fatigue.
Additionally, from our model, it is also understandable why
applying a small field �less than Ec� often results in a
“fatigue-free” Pt/PZT/Pt structure as shown in some careless
publication.

G. Microcracks and fatigue

Microcracks can be easily deduced by the strain after lo-
cal phase decomposition during fatigue. Therefore microc-
racks �or cracks in fatigued ceramics� are the result instead of
the cause of fatigue, as already suspected by many research-
ers. The formation of microcracks �or cracks� is another
strong evidence for our model, since most of the other fa-
tigue models fail to explain this phenomenon.

H. Porosity, grain size, and fatigue

This model indicates that more porous ceramics or
samples with larger grain size should show faster fatigue
rates because of the larger mean free path and higher kinetic

energy of the injected energetic electrons flying through the
pores and/or the voids within the nucleation site at the inter-
face, which has been confirmed by Jiang et al.59,60

IV. CONCLUSIONS

A different fatigue model has been established by taking
into consideration the extremely high unscreened field that
the head-to-head bound charges produced during switching
at the near-electrode regions. This field produces an intensive
injected current, which eventually cause local phase decom-
position at the nucleation sites, and consequently, fatigue.
The relationship Pr�N� / Pr�0��exp�−N /�� derived from our
model interprets the statistical origin of the universality of
the logarithmic feature in Pr�N��N plots in the literature for
various ferroelectric materials. Furthermore, the size effect/
fatigue coupling, the fatigue-free phenomenon for low-Pr
samples, as well as the “artificial” fatigue data of Colla et al.
performed at an extremely low frequency are all compatible
with our model. The consistency of this model with the ex-
perimental data previously published has been discussed, and
a systematic picture of fatigue is built up.
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