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We present an ab initio analysis of durene in its gas phase as well as in its crystalline phase by means of
density-functional theory. The structural ground-state parameters are determined for three exchange and cor-
relation functionals and compared with experimental data. The crystalline phase is found to be influenced not
only by van der Waals bonds but also by weak intermolecular C-H¯� hydrogen bonds. The vibrational
frequencies and eigenmodes are calculated within the local-density approximation and a one-to-one compari-
son between both phases is presented. Supplemented by a group-theoretical analysis, we identify infrared-
active as well as Raman-active modes and calculate the corresponding IR spectra. The electronic energy levels
of durene molecules, as well as the band structure of durene crystals, are calculated from the Kohn-Sham
approach. Special emphasis is put on the origin of the large bandwidths and dispersion anisotropy in durene
crystals. Possible consequences for the charge-carrier mobilities are discussed.
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I. INTRODUCTION

In recent years, organic semiconductors have attracted
strong interest as promising materials for future electronic
and optoelectronic devices including organic field-effect
transistors �OFETs�,1–5 organic light-emitting diodes,6,7 and
organic solar cells.8,9 Apart from �-conjugated polymers, an
important class of such materials is crystals that are built up
from small organic molecules. These organic molecular crys-
tals can be vapor grown with very high purity which results
in charge-carrier mobilities that are orders of magnitudes
larger than those of disordered polymers.5 Prototypical ex-
amples of organic molecular crystals with high electron
and/or hole mobilities are oligoacene crystals, i.e.,
naphthalene,10,11 anthracene,12,13 tetracene,14,15 and penta-
cene crystals.16–20 More recently, OFET measurements on
rubrene crystals have been reported to show extremely high
room-temperature mobilities.21,22 The search for other or-
ganic materials with similar or even better transport proper-
ties is ongoing.5

Organic molecular crystals are bound typically by weak
intermolecular interactions. Therefore, the charge transport
through these crystals is mainly facilitated by � stacking of
the individual molecules along certain crystallographic direc-
tions. For example, the high mobilities in oligoacene crystals
are a direct consequence of the so-called herringbone stack-
ing. Another material that exhibits this particular arrange-
ment of its molecular constituents is crystalline durene.
While durene crystals are commonly used as host crystals for
high-resolution optical spectroscopy of various guest
molecules,23 it has remained relatively unknown to the field
of organic electronics. On the other hand, there are indica-
tions that high-quality crystals of durene may show promis-
ing charge-carrier mobilities as well.24,25

The durene molecule �1,2,4,5-tetramethylbenzene� is de-
rived from the benzene molecule by substitution of four hy-
drogen atoms with four methyl groups. It exhibits D2h point
group symmetry. The crystalline phase of durene belongs to

the space group P21/c �C2h
5 � with two molecules in a mono-

clinic unit cell �cf. Fig. 1�. The herringbone stacking of the
durene molecules is visible by viewing along the a* direc-
tion, which is perpendicular to the bc plane �see Fig. 2�.

In the 1970s, the crystal structure of deuterated durene has
been determined by means of x-ray analysis26 and neutron
diffraction.27 More recently, inelastic-neutron-scattering
�INS� experiments have been performed by Plazanet et al.,
and a comparison with computed spectra has been made.28

Early studies of the vibrational properties of durene crystals
were done by Raman spectroscopy, mostly in the broader
context of analyzing dephasing effects in solids.29,30 In a
very recent study, INS, Raman, and infrared �IR� spectra
have been recorded.31 The theoretical analog to vibrational
spectroscopy is computational spectroscopy. Simulating vi-
brational spectra is a valuable tool for the interpretation of
the experimental ones. For example, in Ref. 31, the experi-
mental data were supplemented by density-functional theory
�DFT� calculations for intramolecular vibrational modes by
employing the B3LYP functional.

FIG. 1. �Color online� Nomenclature for carbon �C� and hydro-
gen �H� atoms. The lattice vectors a, b, and c define the monoclinic
cell of a durene crystal.
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In the present paper, we perform a theoretical analysis of
the structural, vibrational, and electronic properties of du-
rene. In order to gain deeper insight into the various material
properties, we perform all studies for a single durene mol-
ecule as well as crystalline durene. We provide a complete
description of all phonon modes including a group-
theoretical analysis. Moreover, we present ab initio IR spec-
tra not only for the crystalline phase of durene but also for its
gas phase. The comparison of the frequencies and atomic
movements of the intramolecular vibrations for gas-phase
species vs molecules in a crystal is used to study the strength
and origin of the intermolecular interaction within the crys-
tal. While organic molecular crystals are usually considered
as purely van der Waals bonded, there are hints in the recent
literature31 that in durene crystals, significant contributions to
the binding energy may come from weak intermolecular hy-
drogen bonds of the C-H¯� type. Since the frequencies of
the corresponding C-H stretching modes may significantly
change upon crystallization of the molecules,32,33 computa-
tional spectroscopy is used to detect such hydrogen bonds.

From a theoretical point of view, molecular crystals are
one of the most difficult systems to simulate with ab initio
methods. This is due to the delicate balance of equal accu-
racy for different strengths of bonding types, which has to be
found at acceptable costs. This holds in particular for the
interplay between strong intramolecular covalent bonds vs
much weaker intermolecular van der Waals and possibly hy-
drogen bonds. An appropriate method to describe these com-
plex materials is the DFT in conjunction with a plane-wave
basis set. Moreover, the same computational apparatus can
also be used to calculate accurately the properties of single
molecules, i.e., the gas-phase properties, as has been recently
demonstrated for other organic molecules.32,34 Here, we will
use the DFT approach to describe both phases of durene.

The paper is organized as follows. After this introduction,
we describe in Sec. II the theoretical concepts and computa-
tional methods used in the present work. In Sec. III, we
present and discuss our findings for the structural, vibra-
tional, and electronic properties of durene. All calculations
are performed for both the gas phase as well as the crystal-
line phase. We conclude the paper by a short summary in
Sec. IV.

II. COMPUTATIONAL METHODS

A. Structural relaxation and total energy

When comparing molecular properties in different phases
by theoretical means, the concepts applied for the modeling

of each phase are important. Different methods may lead to
deviations among the phases not caused by the characteris-
tics of the structures but by inherent specifics of the compu-
tational methods. In our studies, we treat both phases of du-
rene equally, applying the exact same concepts in order to
avoid such artificial traces of the methods.

In order to determine the total energy and its minimum
with respect to the atomic coordinates, we apply the DFT
code Vienna ab initio simulation package35,36 �VASP� using
the projector augmented wave method37 for the description
of the electron-ion interaction for both the crystalline phase
and the gas phase. The geometry optimization is achieved
through a conjugate gradient algorithm minimizing the
Hellmann-Feynman forces. Thereby residual forces are re-
laxed below 0.1 meV/Å. The wave functions in the intersti-
tial region between the cores are smooth and can be ex-
panded into a plane-wave basis set with an energy cutoff of
37 Ry. This value has been proven previously to give con-
verged results for a variety of organic molecules.32,34,38 Fur-
thermore, for the calculations of crystalline durene, we have
also checked the convergence of the stress tensor with re-
spect to the energy cutoff. For test purposes, we increased
the cutoff to 66 Ry where we observed small changes in the
lattice constants as one might expect for soft matter, but the
changes were of only minor importance.

The unit cell parameters of crystalline durene, as obtained
from neutron-diffraction measurements,28 serve us as initial
coordinates for the structural relaxation. During this process,
both the lattice parameters and the atomic basis are opti-
mized. The symmetry is kept fix as space group P21/c �C2h

5 �.
The Brillouin-zone sampling is performed using the
Monkhorst-Pack scheme39 with grid dimensions of 8�8
�4.

In order to simulate the gas phase, i.e., a single durene
molecule, within our framework we employ a supercell ap-
proach. Thereby the molecule is placed in an orthorhombic
supercell and oriented perpendicular to the cell axes in cor-
respondence to its D2h symmetry. In order to model the gas
phase accurately, we have to avoid artificial interactions with
neighboring cells. Since the size of the supercell determines
the vacuum region between a molecule and its images, we
use a rather large cell with dimensions of 24�22�18 Å3.
For such large cells, the dispersion of the energy levels in the
Brillouin zone is negligible and the k-space integration can
be restricted to the � point.

B. Treatment of exchange and correlation effects

In order to compare the molecular and crystal properties
of durene, we have to model both the intramolecular and

FIG. 2. �Color online� Unit
cell of the durene crystal with
atomic basis in a view along the
vectors b �left� and a* �right�.
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intermolecular interactions with equally high accuracy. This
puts a high demand on the approximation of the exchange-
correlation �XC� functional. Currently, there is no functional
that meets this condition at acceptable computational costs.
Many density functionals have been developed in the past
years, each of which has its own characteristics. Here, we
apply the local density approximation �LDA�, the general-
ized gradient approximation �GGA�, and a semiempirical
van der Waals corrected GGA �GGA+vdW�.

For the LDA calculations, we use the parametrization of
Perdew and Zunger.40 For the GGA calculations, we employ
the PW91 functional41 in order to estimate the influence of
the density gradient contributions to the XC energy which
are not present in LDA. Improvements over LDA are known
for the simulation of strong hydrogen bonds42 and a variety
of quantities such as cohesive energies.43 However, it is also
known that the GGA approach shows deficiencies for van der
Waals �vdW� bonded systems such as graphite,44,45 which is
much better described in LDA. In particular, for interacting
molecules, the semilocal approximations for XC �such as
GGA� fail to correctly account for the long-range attraction
by vdW forces. Even if the impact on the intramolecular
geometry or the electronic structure is weak, this directly
affects the structure and energy of such systems in the com-
putations. It was shown that a semiempirical correction to
GGA can simulate this part of the correlation energy from
strongly corrugated charge-density profiles.44,45 This GGA
+vdW approach is based on additional atom-atom potentials
that vanish for covalent bonding distances. We tested GGA
+vdW also for the durene crystals under study here since it
gave improved results for some typical van der Waals
bonded systems.44,45

C. Vibrational properties and IR spectra

The determination of the vibrations is based on the har-
monic approximation of the nuclear potential with respect to
the deviation from the ground-state geometry. This approach
is justified since we are not interested in anharmonic effects
such as temperature dependence of the elastic constants.
Without explicit symmetry considerations, each nuclear co-
ordinate is displaced along each positive and negative Carte-
sian direction by a length �. In the spirit of the adiabatic
approximation, repelling forces are calculated as Hellmann-
Feynman forces linearly in �. The resulting force constant
matrix is derived from a central difference scheme in accor-
dance with the harmonic approximation. This yields a gen-
eralized eigenvalue problem of dimension 3N �N number of
atoms�. For the crystalline �gas phase� durene with two �one�
molecules per unit cell, this leads to 144 �72� phonon modes
at the � point. As a solution, one obtains 3N eigenvectors
representing intermolecular and/or intramolecular vibrations
and 3N eigenvalues representing the corresponding frequen-
cies. We stress that, for the crystalline case, the intramolecu-
lar and intermolecular vibrations result from one and the
same calculation.

We optimize the displacement parameter � to ensure har-
monic motion on the one hand and to minimize numerical
inaccuracies on the other hand for both the gas phase and the

crystalline phase. An important criterion for the quality of
our simulations is the characteristics of the acoustic phonons
at the � point, which are lattice translations with zero fre-
quencies. The deviation from zero, which has been used as a
target quantity for the determination of �, is approximately
1 cm−1. The resulting value of �=0.05 Å is in accordance
with earlier findings for other molecular systems.46 In the
case of modes that are numerically degenerate, the symmetry
of the vibrations has been properly accounted for by means
of an additional symmetrization procedure.

The calculated phonon modes and frequencies are also
important ingredients for the calculation of IR spectra. Given
the normal modes in the harmonic approximation, the inten-
sity of the ith normal mode in an IR spectrum is obtained
from the relation47

Ii � � ��

�qi
�2

. �1�

The intensities are proportional to the squares of the dynami-
cal dipoles, i.e., the changes of the dipole moment � with
respect to the deflection coordinates qi of the corresponding
modes.46 We omit all prefactors since we are interested only
in the relative intensities.

D. Electronic structure

Among the most important quantities of the electronic
structure of organic molecular crystals are the bandwidths of
the valence and conduction bands. These quantities or, in the
language of tight-binding approximation,48 the correspond-
ing transfer integrals are highly relevant measures for the
charge-carrier mobilities and contain information about their
directional dependences, as well as overall values.49,50 An-
other important quantity that can be obtained from band-
structure calculations is the fundamental band gap �also
known as the transport gap�. Additionally, the optical gap,
which differs from the transport gap due to excitonic effects,
is of interest for absorption spectra.

The fundamental band gap Eg is defined as51

Eg = IP − EA, �2�

where the ionization potential �IP� and the electron affinity
�EA� are the changes in the total energy upon electron re-
moval or electron addition, respectively,

IP = E�N − 1� − E�N� , �3�

EA = E�N� − E�N + 1� . �4�

Here, E�N� denotes the total energy of the N-electron system.
This approach is called the “delta self-consistent field”
��SCF� scheme, since it is based on three self-consistent
calculations of electronic ground states. The �SCF approach
works very well for single-particle and two-particle excita-
tion energies of localized electronic systems, such as
molecules.34,38

It is important to stress that the quantity Eg, as defined in
Eq. �2�, is not directly related to any single-particle eigen-
value of the Kohn-Sham �KS� equations52,53 because ground-
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state DFT calculations do not take into account quasiparticle
effects. Nonetheless, for simplicity, the KS eigenvalues are
often used for the discussion of the electronic structure of the
systems under study. The energetic difference between the
KS eigenvalues of the highest occupied molecular orbital
�HOMO� and the lowest unoccupied molecular orbital
�LUMO� defines the fundamental KS gap Eg

KS, which is usu-
ally smaller than the gap defined by Eq. �2�. For crystalline
solids, the KS eigenvalues are frequently used to discuss the
band structure, motivated by the a posteriori observation that
the wave-vector dispersion of the individual KS bands is
often more or less in agreement with experimental measure-
ments. Here, we also use the KS bands to estimate the elec-
tronic bandwidths in durene crystals. The possible narrowing
of the bandwidths due to electron-phonon coupling49 will be
treated elsewhere.54

In contrast to the bandwidths, the interpretation of the
Kohn-Sham gap Eg

KS is more problematic as it is often about
50% smaller than the corresponding experimental band gap
for many semiconductors. Nonetheless, for convenience, the
KS eigenvalues is used as a starting point for the discussion
of the band gaps and as a starting point for more sophisti-
cated band-gap computations. One of those methods is the
Green function formalism, where the refinements to the KS
system are expressed as self-energy corrections.55–57 Within
the GW approximation, i.e., the linear expansion of the self-
energy in the screened Coulomb interaction W �G is the
single-particle Green function�,55 the resulting quasiparticle
shifts usually increase the calculated band gap significantly
toward the experimental value.58,59 In the present work, we
avoid the computationally demanding GW calculations and
obtain the transport gap of durene crystals according to the
following strategy. First, we calculate both the Kohn-Sham
gap Eg

KS and the �SCF gap Eg for the durene molecule. The
difference between these two gaps ��Eg=Eg−Eg

KS� gives us a
value for the quasiparticle gap opening in durene molecules.
Then, we calculate the band structure of the durene crystal
on the KS level. Finally, according to the scissors-operator
approximation,60 we rigidly shift all conduction bands by the
above amount �Eg and identify the resulting fundamental
gap with the transport gap of the durene crystal. Technically
speaking, we apply the scissors operator with the quasiparti-
cle shift obtained from the molecular calculation.

For the description of absorption experiments, where neu-
tral excitations �electron-hole pairs� are relevant, neither the
KS bands nor the GW eigenvalues can be used directly. Both
approaches neglect excitonic effects which are known to be
important for organic crystals where the lowest-lying pair
excitation �also known as the optical gap� can be several
hundreds of meV smaller than the transport gap.61 One ap-
proach often used in order to describe such two-particle ex-
citations is the Bethe-Salpeter equation62,63 based on the
Green function method. An alternative approach to estimate
the exciton binding energy �at least for molecules� at much
lower computational costs is based on an occupation con-
strained DFT within the �SCF scheme. Thereby the quantity

Eg
ex = E�N;e + h� − E�N� �5�

defines the lowest pair excitation energy. E�N ;e+h� is cal-
culated relaxing the electronic states with the restriction to an

occupation according to an electron-hole pair in the HOMO-
LUMO. Here, we will use this approach for the calculation
of the exciton binding energy in durene molecules. We note
that, in contrast to the quasiparticle shifts, the molecular ex-
citon binding energy cannot be as easily applied to the crys-
tal excitons since the nature of the exciton may be drastically
different in the crystal. This is mainly a consequence of the
increased screening in a crystal compared to a single mol-
ecule. The exciton radius can be expected to be much larger
in the crystal resulting in a significantly smaller exciton bind-
ing energy.

III. RESULTS AND DISCUSSION

A. Atomic geometry and energetics

In Tables I–III we present structural results for crystalline
durene using three different XC approximations �LDA,
GGA, and GGA+vdW�. In agreement with previous
studies,44,45 the intermolecular interaction is not equally well
accounted for within the three approximations for XC. As a
consequence, we find some differences in the lattice param-
eters for durene. This can be seen from Table I which lists
our calculated values for the three lattice constants a, b, and

TABLE I. Lattice constants a, b, and c �Å� and monoclinic
angle � �deg� for the durene crystal in different approximations for
XC. Experimental reference data are from Plazanet et al. �Ref. 28�.

Expt. LDA GGA GGA+vdW

a 6.817 6.432 7.497 5.765

b 5.578 5.258 6.000 4.316

c 11.505 11.200 12.790 11.614

� 112.9 111.5 113.1 111.0

TABLE II. Intramolecular bond lengths �Å� for the durene crys-
tal. Root mean square �rms� value with respect to experimental
reference data �Ref. 28�.

Expt. LDA GGA GGA+vdW

C1–C2 1.508 1.484 1.506 1.476

C2–C3 1.399 1.391 1.400 1.393

C3–C4 1.401 1.391 1.400 1.389

C4–C5 1.508 1.484 1.506 1.479

C4–C12 1.409 1.400 1.410 1.400

C1–H1 1.092 1.107 1.100 1.082

C1–H2 1.096 1.110 1.101 1.081

C1–H3 1.088 1.102 1.097 1.077

C5–H7 1.093 1.103 1.097 1.086

C5–H6 1.095 1.109 1.101 1.086

C5–H5 1.092 1.108 1.100 1.092

C3–H4 1.090 1.100 1.093 1.094

rms rms rms

0.016 0.004 0.010
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c and the monoclinic angle �. While for the latter we find
deviations on the order of only 1°–2°, the former vary over a
range of 20%. Noteworthy, the LDA lattice constants are
only 2%–6% smaller than those found in the experiments.28

This good accordance of theoretical and experimental lattice
parameters is lost to some extent when taking gradient cor-
rections for XC into account. In GGA, the lattice constants
are overestimated by 7%–10%. Like for typical van der
Waals bonded systems, the underestimation of long-range
electron correlations in GGA yields incorrect lattice param-
eters but the effect is much less pronounced than one might
have expected. This indicates that even though van der Waals
interaction is very important for the occurence of a stable
crystal, there are likely additional effects contributing to the
bonding between the molecules. Otherwise, the GGA lattice
constants would compare worse to the experimental values.

We mention that the GGA+vdW approach, which we
have used successfully for graphitic systems,44 is not able to
improve GGA lattice parameters for durene but, in fact, leads
to a strong underestimation of the lattice constants a and b
by more than 15%. In our GGA+vdW simulations, the two
molecules in each unit cell tend to arrange in a more parallel
fashion compared to the GGA calculations. This enlarges the
effective stacking area of � orbitals in the b direction �see
Fig. 1� and, simultaneously, increases the spatial extent of the

molecules in the c direction. Hence, the c lattice constant in
GGA+vdW is not as severely underestimated as the a and b
lattice constants but is actually very similar to the experi-
mental one. The shortcoming of the GGA with respect to the
dispersive forces appears less serious for durene than for the
systems studied in the original paper. Therefore, the van der
Waals forces are probably overestimated resulting in an un-
derestimation of the lattice constants here. The reason might
be that the durene crystal is not exclusively bonded by vdW
forces but, as discussed below in more detail, also hydrogen
bonds contribute. For such systems, the results may be im-
proved upon modification of the semiempirical vdW correc-
tion.

In conclusion, from our findings in Table I, we state that
the lattice parameters and, hence, the intermolecular interac-
tions in durene crystals are described most reliably in LDA.

We proceed with the discussion of the intramolecular
bond lengths and bond angles for crystalline durene, which
are given in Tables II and III, respectively. The overall agree-
ment between the different levels of theory and experiment is
characterized by root mean square �rms� deviations with re-
spect to the experimental data.28 Comparing the experimental
data with our theoretical results, one finds that each of the
XC functionals is able to reproduce bonding distances and
angles for durene correctly. For example, in LDA, the C–C
�C-H� bond lengths are shorter �longer� only by approxi-
mately 1.5%. The slight underestimation �overestimation� of
the C–C �C-H� bond lengths in LDA is cured by taking gra-
dient corrections for XC into account. From the rms value in
Table II, it follows that intramolecular bond lengths come out
best in GGA. As expected, for purely intramolecular proper-
ties, the vdW correction gives rise to only minor changes in
the GGA values. The somewhat larger deviations in the
bonding angles are probably related to the change of the
lattice geometry in GGA+vdW, as described above. Yet, the
rms value quantifies the deviations from the experimental
bonding angles to less than 3°. As for the bonding distances,
the bonding angles found in GGA and LDA are in agreement
with the experiment.

From Tables II and III, we conclude that the best values
for the intramolecular geometry are obtained within GGA
but actually all three approximations yield very similar re-
sults. This also means that since the size of the molecules is
virtually independent of the treatment of XC effects, the dra-
matic difference in the lattice constants �see Table I� must be
attributed solely to intermolecular interactions.

After having discussed the intermolecular and intramo-
lecular properties of durene crystals separately, we turn the
discussion to the influence of the intermolecular interactions
on the intramolecular bonds. For this reason, we compare in
Table IV the covalent bond lengths and bond angles for gas
phase durene vs crystalline durene. The comparison is done
in LDA because it describes the influence of the intermolecu-
lar interactions more accurately than GGA and GGA+vdW,
as demonstrated above �cf. lattice constants in Table I�.

The total binding energy per durene molecule in the crys-
tal with respect to its gas-phase state is 0.87 eV. This value
results from LDA calculation without zero-point vibrational
energies. From our experience with mainly vdW bonded sys-
tems in LDA, we expect this value to be a lower bound for

TABLE III. Intramolecular bonding angles �deg� for the durene
crystal. Root mean square �rms� value with respect to experimental
reference data �Ref. 28�.

Expt. LDA GGA GGA+vdW

H1–C1–H2 106.9 106.0 106.5 104.8

H2–C1–H3 108.3 107.9 107.9 106.4

H3–C1–H1 108.3 108.3 107.9 105.1

C2–C1–H1 111.4 111.8 111.7 112.5

C2–C1–H2 110.8 110.9 111.5 113.5

C2–C1–H3 111.0 111.7 111.2 113.8

C1–C2–C3 120.6 121.0 120.5 122.3

C1–C2–C14 120.8 120.4 121.0 118.2

C14–C2–C3 118.6 118.5 118.5 119.5

C2–C3–H4 118.7 118.6 118.5 120.1

C2–C3–C4 122.8 122.9 123.1 120.9

H4–C3–C4 118.5 118.5 118.5 119.0

C3–C4–C5 120.6 121.0 120.5 122.5

C3–C4–C12 118.5 118.6 118.5 119.6

C12–C4–C5 120.8 120.4 121.1 117.9

C4–C5–H7 110.9 111.6 111.1 116.3

C4–C5–H6 111.2 111.0 111.5 114.0

C4–C5–H5 111.6 112.2 111.8 111.8

H7–C5–H6 108.1 107.6 107.8 106.9

H6–C5–H5 106.8 106.1 106.5 102.6

H5–C5–H7 108.2 108.1 107.9 104.0

rms rms rms

0.4 0.3 2.6
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the experimental binding energy. Several bonding effects
might contribute to this energy. Among them are van der
Waals interaction, electrostatic interaction due to nonvanish-
ing quadrupole moments, and hydrogen bonding of the weak
C-H¯� type. Here, we focus our discussion on the latter
interaction. From the literature, we anticipate for a single
C-H¯� bond a binding energy on the order of 40 meV.64

Since the maximum contribution is obtained when all eight
bonds have the same strength, we estimate an upper bound of
approximately 0.3 eV for the binding energy due to the
C-H¯� bonds. As the weak C-H¯� bridges may contrib-
ute significantly �up to 30%� to the total binding energy in
durene crystals, one should find additional hints for the ex-
istence of these bonds. In particular, one can expect an effect
on the C-H bonds, namely, a stretching due to the attraction
of the proton to the phenyl ring.33 Therefore, we examine in
the following how the C-H bonds change upon crystalliza-
tion of durene.

In the gas-phase durene molecule, the four out-of-plane
hydrogens �H1, H2, H5, and H6� are equivalent. This is no
longer the case for the crystalline phase. As seen from Table
IV, the respective C-H bond lengths are clearly stretched
when the molecules build up the crystal. C-H bond elonga-
tion also appears but on a smaller scale for the other hydro-
gens �H3, H4, and H7�, which are not directly involved in
any hydrogen bond. For the out-of-plane hydrogens, the ef-
fect amounts to up to 0.005 Å. Each of these four hydrogens
has a different environment more or less influenced by an
adjacent phenyl ring resulting in different bond lengths. The
distances to a neighboring phenyl ring may either be defined
as the distance between the hydrogen atom and the center of
the ring or between the hydrogen atom and the nearest car-
bon atom in the ring.33 Independent of the actual definition,
the shortest distance to a phenyl ring is found for H6,

whereas H1 has the largest one. Taking also the possible
bonding angle into consideration, it is plausible that the
modifications of the bond lengths of C1–H1 and C5–H5 are
weaker than those of C1–H2 and C5–H6. This ordering of
the bond lengthening among the four discussed C-H bonds is
in agreement with the experiments,28 and also the measured
differences between them are very similar to our theoretical
findings. This shows that even though LDA has some diffi-
culties describing strong hydrogen bonds,42 it is very suc-
cessful in the case of the weak C-H¯� bond. No overbind-
ing effects as for water42 or for amino acids38 have been
found in our studies here.

In conclusion of this section, we have seen that simula-
tions within LDA are able to give parameters for intramo-
lecular, as well as intermolecular bonds in good accordance
to the experiment. Though the intramolecular properties
come out slightly better in GGA, we emphasize that due to
its accurate lattice parameters, the LDA calculations give the
best overall description of durene crystals. Hence, for all
further calculations and, in particular, the calculations of the
vibrational modes, we proceed using only the LDA for the
XC functional.

B. Vibrational properties

In Table V, we provide a complete compilation of the
frequencies, symmetries, IR intensities, and mode descrip-
tions of the vibrations of a single durene molecule �left col-
umns� and of the intramolecular and intermolecular � point
phonons in durene crystals �right columns�. The symmetry
classification has been carried out by an analysis of the
modes by means of group theory. For the durene crystal,
neglecting the three zero-frequency acoustic modes, the 141
optical modes can be represented as

�vib
cryst = 36Ag + 36Bg + 35Au + 34Bu. �6�

Analogously, for the durene molecule, the 66 genuine vibra-
tions, i.e., without the three rotations and three translations,
are given as

�vib
mol = 11Ag + 10B1g + 5B2g + 7B3g + 6Au + 7B1u + 10B2u

+ 10B3u. �7�

Here, the index g �u� means even �odd� symmetry. Since the
ground state has even symmetry, only vibrations with odd
symmetry may contribute to the IR signal according to Eq.
�1�, whereas only vibrations with even symmetry contribute
to the Raman spectra. For the mode descriptions in Table V,
the usual notation for stretching �str�, bending �bend�, um-
brella �umbr�, wagging �wagg�, rocking �rock�, and torsion
�tors� is used.

In both phases, we observe virtually the same ordering of
the vibrations: starting with C-H stretching modes in the
high-frequency region �2900–3100 cm−1�, then an interme-
diate region without any modes �1650–2900 cm−1�, and
finally a vibration-rich low-frequency region �below
1600 cm−1� down to the methyl group rotations �CH3 tors�
and out-of-plane bending vibrations �below 200 cm−1�. In the
crystalline phase, we additionally obtain the nine intermo-

TABLE IV. Comparison of intramolecular bond lengths �Å� and
bonding angles �deg� for gas phase and crystalline durene as calcu-
lated in LDA.

Gas phase Crystal

C1–C2 1.486 1.484

C2–C3 1.388 1.391

C4–C12 1.398 1.400

C1–H1 1.105 1.107

C1–H2 1.105 1.110

C5–H6 1.105 1.109

C5–H5 1.105 1.108

C1–H3 1.101 1.102

C5–H7 1.101 1.103

C3–H4 1.098 1.100

H1–C1–H2 105.9 106.0

H2–C1–H3 108.0 107.9

C2–C1–H1 111.6 111.8

C2–C1–H3 111.4 111.7

C1–C2–C3 121.1 121.0

C2–C3–C4 122.6 122.9
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TABLE V. Phonon modes for the durene gas phase molecule and the durene crystal with frequencies �in
cm−1�, symmetry classification, and relative IR intensities. The intensity of the peak maximum is set to 1000.
Mode descriptions hold for all subsequent empty lines. For abbreviations, see main text.

Gas phase Crystal

Mode descriptionFrequency Symmetry Intensity Frequency Symmetry Intensity

3069.3 Ag 0 3057.5 Ag 0 C–H str �CH�
3066.7 B2u 356 3057.0 Bg 0

3053.7 Au 10

3053.1 Bu 9

3051.5 Ag 0 3037.1 Ag 0 C–H str �CH3�
3051.4 B2u 437 3036.6 Au 11

3051.4 B3u 6 3034.7 Bg 0

3051.3 B1g 0 3034.3 Bu 12

3027.6 Bg 0

3027.3 Ag 0

3025.1 Bu 15

3024.9 Au 17

2992.1 B3g 1 2974.3 Ag 0 C–H asym str �CH3�
2992.1 Au 1 2973.7 Bg 0

2982.3 B1u 377 2973.5 Au 12

2982.1 B2g 0 2973.1 Bu 18

2963.2 Ag 0

2963.0 Bg 0

2963.0 Au 97

2962.6 Bu 120

2942.1 B2u 138 2920.2 Bu 69 C–H3 symm str

2941.8 B1g 0 2919.4 Bg 0

2937.6 Ag 0 2918.9 Au 102

2936.7 B3u 1000 2918.5 Ag 0

2912.5 Bg 0

2911.9 Ag 1

2911.3 Au 235

2911.1 Bu 271

1646.2 B1g 0 1630.9 Ag 0 C–C str �ring def.�, C–H bend in plane

1630.0 Bg 0

1587.8 Ag 0 1580.3 Bg 0 C–C str �ring def.�
1578.4 Ag 0

1509.4 B3u 347 1503.2 Au 48 C–C str �ring def.�, C–H bend in plane

1501.6 Bu 34

1456.7 B2u 377 1447.8 Au 23 C–C str �ring def.�, CH3 bend

1445.0 Bu 26

1419.4 B3u 34 1422.2 Bu 4 C–H3 bend

1407.4 Ag 0 1417.5 Bg 0

1402.9 B1u 442 1406.6 Au 44

1401.6 B2g 0 1402.7 Ag 0

1389.9 B1g 0 1393.5 Bg 0

1387.0 B3g 0 1392.7 Ag 0

1386.8 Au 0 1391.1 Bu 9

1390.9 Bg 0

1385.0 Ag 0
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TABLE V. �Continued.�

Gas phase Crystal

Mode descriptionFrequency Symmetry Intensity Frequency Symmetry Intensity

1379.9 Au 12

1376.9 Bu 10

1376.7 Bg 0

1374.2 Au 0

1371.5 Ag 0

1368.9 Au 28

1367.6 B3u 26 1364.1 Bu 151 C–C str �ring def.�, CH3 bend

1359.9 Au 40

1365.3 B2u 124 1354.4 Bu 30 CH3 bend, C–C str �ring def.�
1338.6 Ag 0 1344.3 Bg 0 CH3 umbr

1326.7 B3u 132 1332.4 Bu 60

1322.9 B1g 0 1320.6 Ag 0

1322.9 B2u 97 1319.2 Bu 111

1319.0 Ag 0

1317.6 Au 1

1311.8 Bg 0

1303.4 Au 22

1297.2 Ag 0 1292.0 Bg 0 C–C str �ring breath.�, CH3 umbr,
C–CH3 str

1290.3 Ag 0

1232.2 B1g 0 1233.9 Bg 0 C–H bend in plane

1232.4 Ag 0

1195.9 B2u 1 1201.9 Bu 265 C–CH3 str, C–C bend in plane �ring
def.�

1201.3 Au 3

1176.3 B3u 0 1175.7 Au 225 C–H bend in plane

1174.1 Bu 43

1093.4 B1g 0 1093.5 Ag 0 C–CH3 str, C–C bend in plane �ring
def.�

1092.1 Bg 0

1013.8 Au 0 1019.5 Ag 0 C–H3 wagg

1013.5 B3g 0 1017.4 Au 23

1016.8 Bg 0

1014.7 Bu 26

1002.8 B1g 0 1005.4 Bg 0 C–H3 rock

1004.6 Ag 0

989.5 B1u 128 991.5 Bu 102 C–H3 wagg

973.7 B2g 0 990.9 Au 36

983.1 Bg 0

981.8 Ag 0

973.7 B3u 287 975.0 Au 54 C–H3 rock

954.4 Ag 0 974.3 Bu 262

950.8 B2u 8 958.9 Bg 0

957.9 Ag 0

953.6 Bu 31

952.0 Au 20

860.1 B3g 0 876.1 Bg 0 C–H wagg
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TABLE V. �Continued.�

Gas phase Crystal

Mode descriptionFrequency Symmetry Intensity Frequency Symmetry Intensity

846.6 B1u 112 874.5 Ag 0

849.9 Au 140

844.5 Bu 52

818.5 B3u 5 820.8 Bu 553 C–CH3 str, C–C str

814.9 Au 164

748.3 Ag 0 751.1 Ag 0 C–C bend �ring def.�
747.7 Bg 0

711.9 B3g 0 714.4 Bg 0 C–C bend out of plane

712.7 Ag 0

668.9 B2u 6 674.2 Bu 56 C–CH3 str, C–C bend

673.3 Au 62

580.7 Au 0 584.7 Bu 30 C–C bend out of plane

582.3 Au 37

515.8 Bg 0 C–C bend �ring def.�
509.5 B1g 0 514.9 Ag 0 C–CH3 bend

513.9 Bg 0

507.6 Ag 0 510.8 Ag 0 C–C bend �ring def.�
443.8 B1u 59 444.3 Au 204 C–C bend out of plane

443.1 Bu 304

425.2 B1g 0 431.9 Bg 0 C–C bend �ring def.�
428.8 Ag 0

328.9 B2g 0 345.8 Ag 0 C–CH3 wagg

341.8 Bg 0

296.0 B3u 5 316.2 Au 2 C–CH3 bend

285.1 B2u 7 314.5 Bu 62

277.0 Ag 0

264.7 B3g 0 304.6 Bg 0 C–CH3 wagg

301.7 Ag 0

294.9 Ag 0 C–CH3 bend

294.9 Au 5

293.1 Bu 23

290.5 Bg 0

181.0 B1u 13 CH3 tors, C–CH3 wagg

224.8 Au 262 Butterfly

141.9 B2g 0 219.0 Ag 0 CH3 tors

218.2 Bg 0

214.3 Bu 451 Butterfly

122.3 Au 0 201.0 Bu 18 CH3 tors

111.3 B3g 0 193.6 Au 21

186.9 Ag 0

186.4 Au 3

110.6 B1u 45 Butterfly

106.6 Au 0 180.2 Bu 30 C–CH3 wagg, CH3 tors

175.2 Au 5 C–CH3 wagg

173.7 Bg 0 CH3 tors

163.1 Bu 4
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lecular vibrations �below 150 cm−1�, classified as three trans-
lations �T� basically along the lattice vectors a ,b, and c and
six librations, i.e., molecule rotations �R� about the axes cor-
responding to the principal moments of inertia. The rotating
axis related to the R6 rotation is perpendicular to the plane of
the phenyl ring, whereas the axis corresponding to RL �RCH�
lies in the plane and is the long �short� axis of the molecule.
More precisely, the RCH axis points in the direction of the
C3–H4 bond �cf. Fig. 1� and the RL axis is perpendicular to
it. The six librational normal modes have even symmetry,
i.e., they are not IR active, whereas the three translational
modes belong to u representations and should have more or
less strong transition dipole moments.65

The IR intensities in Table V are calculated according to
Eq. �1� and normalized to a peak maximum of 1000, sepa-
rately for the gas phase and the crystal. The normalized IR

intensities are subsequently converted into IR spectra apply-
ing a line broadening of 5 cm−1. The resulting IR spectra are
plotted in Fig. 3 for gas-phase molecules �top panels� and for
crystals �bottom panels�. We note that, in agreement with the
above symmetry arguments, only the modes with odd sym-
metry are visible in our calculated IR spectra. In fact, the few
nonvanishing but extremely small intensities for even modes
�e.g., B3g, 2992.1 cm−1, intensity of 0.7� can be regarded as
residual transition dipole moments and are a measure for the
high accuracy of our method.

First, we discuss the similarities and differences in the IR
spectra of both phases. Concerning the overall intensities, we
observe a considerable redistribution of spectral weights
when durene condenses, albeit the bonding in the crystal has
no ionic or covalent contribution. For the molecule, the larg-
est IR intensities are seen for C-H and C-H3 stretching

TABLE V. �Continued.�

Gas phase Crystal

Mode descriptionFrequency Symmetry Intensity Frequency Symmetry Intensity

140.2 Ag 0 RCH

140.2 Bg 0

120.7 Ag 0 RL

113.2 Bg 0

102.4 Au 1000 Tc

84.0 Bu 10 Tb

61.7 Ag 0 R6

53.2 Au 0 Ta

51.5 Bg 0 R6

FIG. 3. Infrared spectra of durene gas phase molecule �upper panel� and durene single crystal �lower panel� normalized to the respective
peak maxima. Experimental low-frequency intramolecular �dashed lines� and intermolecular modes �dotted lines� as taken from Refs. 31 and
65, respectively, are indicated.
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modes in the high-frequency region, whereas for the crystal-
line phase, the strongest peaks appear in the lower part of the
spectrum. In solid durene, the most pronounced IR peak be-
longs to an intermolecular translational vibration �Tc� that
has no counterpart in the molecular spectrum. Next to it, we
observe a second strong feature of the durene crystal,
namely, a double peak that originates from a butterfly mode
�with dominating C-CH3 out-of-plane wagging contribution�
split into an Au mode at 225 cm−1 and a Bu mode at
214 cm−1. For the molecule, however, this mode appears at
111 cm−1, i.e., at about half the wave number in comparison
to crystalline durene. This effect caused by the intermolecu-
lar interaction is also observed for other phonon modes in the
low-frequency region where the wave numbers are generally
blueshifted with respect to their counterparts for the corre-
sponding modes in the molecule. This is not astonishing,
since the strength of intermolecular interactions becomes
more important for modes with smaller force constants or
larger effective masses. As a consequence, the shape of the
nuclear potential in the presence of adjacent molecules in the
crystal environment is changed yielding different normal
modes and shifted frequencies. In contrast, higher-frequency
modes are much less affected and, in fact, above 400 cm−1

the vibrational frequencies of both durene phases become
very similar, with the differences being a few cm−1 for most
of the modes and rarely above 20 cm−1.

In recent experimental IR studies on the vibrational prop-
erties of durene, the low-frequency region has been investi-
gated at up to 600 cm−1.31 The spectrum exhibits three peaks
originating from intramolecular phonons which are indicated
as dashed lines at the respective energies in Fig. 3�b�. The
main peak is at 447 cm−1 and another peak with nearly equal
height but larger linewidth is seen at 191 cm−1. A smaller
peak appears at 294 cm−1. Each of the peaks mentioned can
be seen in our calculations as well. The first one corresponds
to C-C out-of-plane bending vibrations related to a nearly
degenerate pair of modes at around 444 cm−1. The second
peak comes from the above-mentioned butterfly modes. Due
to the splitting of 11 cm−1, this feature is smaller in the IR
spectrum than the first peak �see Fig. 3�b�� though larger
transition dipole moments are involved. This explains the
larger linewidth seen in the experimental spectrum. The third
and smallest experimental peak at 294 cm−1 reappears in our
calculated spectrum with a low relative intensity at
315 cm−1. Hence, for this spectral range, measurements and
theoretical predictions agree very well.

Besides the aforementioned spectral features, we see a
very pronounced peak at 102 cm−1 in the region of the inter-
molecular phonons. This peak is not seen in IR spectra from
suspension31 but the translational modes are seen in the spec-
tra of single crystals.65 We note that in the latter experiments
the peak positions change upon cooling the crystals from
room temperature down to 80 K. In Fig. 3�b�, we have plot-
ted the experimental frequencies at 80 K as dotted lines. At
that temperature, the Tb �Ta� translation is found at
70�45� cm−1 which is in surprisingly good accordance with
our findings of 84�53� cm−1. Even for the Tc mode, the value
of 102 cm−1 accords reasonably well with the experimental
wave number of 74 cm−1.

From Table V, a direct comparison of the high-frequency
vibrational modes of both phases is possible and allows us to

further elaborate on our discussion of a possible C-H¯�
bond. This can be done by comparing the C-H stretch mo-
tions of aromatic C-H bonds and methyl group C-H stretch-
ing vibrations. In general, the frequency lowering upon con-
densation is observed in the range of 10–25 cm−1. This is a
very small wave-vector shift even for a weak hydrogen
bond,33 and it shows that we are possibly dealing with the
weakest form of such a bond. The aromatic C-H groups give
rise to the smallest shifts of approximately 10 cm−1, whereas
the methyl C-H stretching vibrations are more affected, thus
indicating a hydrogen donor. For the latter modes, which are
under suspicion of an influence of a weak C-H¯� bond, the
average redshift amounts to about 20 cm−1. This is neither a
strong argument for the hydrogen bond nor against it, but at
least it is an indication of such a bond. To our knowledge,
unfortunately, there is no experimental data for comparison
on that point. There are data for polycrystalline samples,30

but the deviations between theory and experiment clearly
exceed the relevant energy range.

Finally, we turn our attention to the modes with g sym-
metry which are not visible in the IR signal but in Raman
measurements. The Raman spectrum of powder samples of
durene31 shows a major contribution from the spectral region
below 150 cm−1 Correspondingly, in our calculations from
Table V, we find such modes between 110 and 140 cm−1

associated with librations. Furthermore, the experimental Ra-
man frequencies31 in the range of 250-1650 cm−1 are also
well reproduced by the calculations.

C. Electronic properties

In Fig. 4, we have plotted the band structure of durene
crystals �left� in comparison to the energy levels in durene
molecules �right�. All values were obtained as eigenvalues of
the Kohn-Sham equation, as discussed in Sec. II D. We use
the notation of high-symmetry points, as depicted in the
sketch of the irreducible part of the Brillouin zone in Fig. 5.
The most important high-symmetry lines are �B along the a*

direction, �Y along the b direction, and �Z along the c*

direction �the latter is defined as being perpendicular to the
ab plane �see Fig. 2��. Figure 4 also shows isodensity plots
of crystal and molecular orbitals for the highest occupied
crystal orbital �HOCO� and the HOMO, respectively.

The bands are formed by delocalized � orbitals of the
molecule. Since the crystal unit cell contains two molecules,
there are twice the number of states per unit cell in compari-
son to the gas phase species. At �, the HOCO and the
HOCO-1 are similar to the HOMO as seen from the insets in
Fig. 4. The same analogy holds for the states below, namely,
the HOCO-2 and HOCO-3 which are formed from the
HOMO-1. The identification of the hole states with former
molecular orbitals is justified by visual identification on the
one hand and the correspondence of the energy levels on the
other hand. From Fig. 4, it is obvious that the energetic po-
sitions of molecular orbitals experience changes below 1 eV
when transforming into Bloch states in the crystal; thus, the
energetic ordering is comparable to the energy structure in
the molecule. Of course, a rather strong band dispersion oc-
curs due to the intermolecular interaction. Investigating the
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states in the conduction band, a correspondence between mo-
lecular orbitals and crystal orbitals, established by their char-
acteristic shapes �not shown in Fig. 4�, can be obtained as
well.

For the valence bands, i.e., for the holes, we find a rather
strong wave-number dispersion for the HOCO/HOCO-1 re-
sulting in a large bandwidth. The bandwidth can be quanti-
fied by the band splitting at �, which is mainly due to the
interaction of both molecules in a crystal unit cell. The split-
ting amounts to 0.92 eV yielding a large transfer integral.
Similarly, the HOCO-2/HOCO-3 exhibits a strong dispersion
with a splitting of 0.38 eV at �. The total splitting at �
�HOCO/HOCO-3� amounts to 1.69 eV. These values give
rise to bandwidths that are unusually large for an organic
molecular crystal and indicate potentially high hole mobili-
ties in durene crystals.

The valence-band dispersion, however, is extremely an-
isotropic. We find a very strong dispersion in the b ��Y�
direction and in the c* ��Z� direction for the HOCO/
HOCO-1, as well as for the HOCO-2/HOCO-3. This is easily
understood since there is a strong wave-function overlap
from the two molecules in the unit cell within the bc plane
and of adjacent molecules belonging to different unit cells in
the b direction �see Fig. 2�. The overlap is directly influenced
by the spatial extent of the molecular orbitals. This extent is
maximized in two directions: along the R6 axis and along the
long axis RL of the molecule both of which are within the bc
plane. In the insets of Fig. 4, this is visible for the bonds to
the out-of-plane hydrogens carrying charge density from the

HOMO �HOCO�. As a direct consequence, large transfer in-
tegrals occur in the bc plane. Smaller transfer integrals and,
hence, smaller dispersion are observed in the a* ��B� direc-
tion. This anisotropic behavior becomes evident from the
geometry in Fig. 2. The a* direction is perpendicular to the
bc plane and parallel to the planes of the aromatic rings of
both molecules; e.g., the herringbone fashion is visible along
the vector a*. In that direction, the �-orbital overlap of ad-
jacent molecules is minimized, whereas along b or c*, a band
can be formed effectively. This is similar to another group of
herringbone stacked organic molecular crystals, namely, the
polyacenes. From these findings, we expect very anisotropic
hole mobilities.49,50 The hole mobility should be minimal in
the a* direction, whereas high mobilities are expected to oc-
cur within the bc plane.

For the conduction bands, i.e., the electron states, similar
effects are observed. The bands formed from the two lowest
unoccupied molecular orbitals �LUMO and LUMO+1� over-
lap since the dispersion is much larger than the energy dif-
ference of 0.1 eV between LUMO and LUMO+1. The cor-
responding total splitting �LUCO-LUCO+3� at � is 1.05 eV,
which also indicates possibly high electron mobilities in du-
rene crystals. Furthermore, Fig. 4 exhibits the same charac-
teristic anisotropy for the electrons as found for the holes.

Crystalline durene represents an indirect semiconductor.
The maximum of the occupied bands occurs at �, whereas
the minimum of the empty bands is situated at A�. The KS
gap, as calculated in Fig. 4, amounts to 3.3 eV and is re-
duced considerably compared to the HOMO-LUMO gap of
4.5 eV in the molecule. This reduction is mainly due to the
formation of bands with relatively strong dispersion. The di-
rect KS gap in the crystal is found at � and amounts to
3.5 eV.

As discussed in Sec. II, the Kohn-Sham �HOMO-LUMO�
gap presented here may not be directly identified with the
energy of the lowest electronic pair excitation of the system.
In order to give energies which can be compared to experi-
mental transport gaps, we augment the KS values with a
quasiparticle shift according to the method described above.
From gas-phase calculations, the quasiparticle gap according
to Eq. �2� is determined to be 7.9 eV, resulting in a quasi-
particle shift of 7.9−4.5=3.4 eV. Hence, the indirect gap of
the durene crystal including this shift is estimated to be 3.3
+3.4=6.7 eV.

Finally, we have calculated the optical gap Eg
ex according

to Eq. �5� and found a value of 4.6 eV for the single mol-

FIG. 4. �Color online� Band structure of du-
rene along special lines in the Brillouin zone
�left� in comparison to molecular energy levels
�right�. The valence-band maximum is set to zero.
For the definition of the high-symmetry points,
see Fig. 5. The absolute squares of the wave func-
tions of the HOCO and the HOMO are depicted
in the insets.

FIG. 5. Irreducible wedge of the Brillouin zone of a durene
crystal. Important high-symmetry lines: �B along a*, �Y along b,
and �Z along c*.
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ecule. This corresponds to a large exciton binding energy of
7.9−4.6=3.3 eV. As explained in Sec. II D, this value cannot
be directly applied to crystal excitons. Instead, a solution of
the Bethe-Salpeter equation similar to Ref. 57 would be nec-
essary to calculate excitonic effects in durene crystals. This,
however, is beyond the scope of the present paper.

IV. SUMMARY

We have investigated various material properties of du-
rene molecules and durene crystals by means of density-
functional theory. Both phases of durene have been treated
on equal footing using a projector-augmented wave scheme
in conjunction with a plane-wave basis set and periodic
boundary conditions. This approach has allowed us to model
both the intramolecular and intermolecular interactions
equally well and made a detailed comparison of the molecu-
lar and crystal properties of durene feasible.

First, we have calculated the atomic equilibrium geom-
etries using several exchange and correlation functionals
�LDA, GGA, and GGA+vdW�. From a comparison with ex-
perimental data, we conclude that the intermolecular interac-
tions in durene crystals are described most reliably in LDA
which underestimates the experimental lattice constants by
only 2%–6%. The intramolecular geometries are found to be
very similar in all three approximations and the overall
agreement with experiment is very good; e.g., the deviations
in LDA are about 1.5% for bond lengths and less than 0.5%
for bond angles. Furthermore, from the comparison of the
covalent bonds in gas phase durene vs crystalline durene, we
have found indications that not only van der Waals interac-
tions but also weak C-H¯� hydrogen bonds stabilize the
crystalline phase.

In a second step, we have determined the vibrational fre-
quencies and eigenmodes of both phases. A symmetry clas-

sification by means of group theory has been performed in
order to identify IR-active and Raman-active modes. Addi-
tionally, complete IR spectra have been calculated for iso-
lated molecules as well as crystals of durene. For those pho-
non modes where experimental data are available, we have
observed a good correspondence between measured IR sig-
nals and our LDA calculations.

Finally, we have calculated the electronic properties, i.e.,
the band structure of durene crystals and the corresponding
energy levels in gas-phase durene molecules. Even though
the intermolecular forces are relatively weak, there are con-
siderable changes in the electronic structure upon crystalli-
zation. We observe a rather strong dispersion of the highest
valence bands, as well as the lowest conduction bands. The
corresponding splittings at the � point which is indicative of
the bandwidths are found to be 1.69 and 1.05 eV, respec-
tively. However, the band dispersions are found to be ex-
tremely anisotropic with large transfer integrals for the b and
c directions and rather small dispersions along the a* direc-
tion. We have traced back this behavior to the fact that there
is a large wave-function overlap �� stacking� from neighbor-
ing molecules within the bc plane, whereas the �-orbital
overlap is minimized along the a* direction. From our find-
ings, we expect rather large but highly anisotropic charge-
carrier mobilities in durene crystals.
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