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This work focuses on the intrinsic electron transport in stoichiometric TiO2. Electron hopping is described
by a polaron model, whereby a negative polaron is localized at a Ti3+ site and hops to an adjacent Ti4+ site.
Polaron hopping is described via Marcus theory formulated for polaronic systems and quasiequivalent to the
Emin-Holstein-Austin-Mott theory. We obtain the relevant parameters in the theory �namely, the activation
energy �G*, the reorganization energy �, and the electronic coupling matrix elements VAB� for selected
crystallographic directions in rutile and anatase, using periodic density functional theory �DFT�+U and
Hartree-Fock cluster calculations. The DFT+U method was required to correct the well-known electron self-
interaction error in DFT for the calculation of polaronic wave functions. Our results give nonadiabatic activa-
tion energies of similar magnitude in rutile and anatase, all near �0.3 eV. The electronic coupling matrix
element VAB was determined to be largest for polaron hopping parallel to the c direction in rutile and indicative
of adiabatic transfer �thermal hopping mechanism� with a value of 0.20 eV, while the other directions inves-
tigated in both rutile and anatase gave VAB values of about one order of magnitude smaller and indicative of
diabatic transfer �tunneling mechanism� in anatase.
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I. INTRODUCTION

Titania, TiO2, is one of the most studied photoactive ma-
terials and has been used for a large variety of purposes,
including pollutant degradation1,2 and solar energy
production.3 Efficient utilization of solar energy for both
catalytic purposes and energy production is a promising area
of research to contribute to meeting the energy needs of to-
morrow. Toward this goal, better understanding and design
of photoactive compounds are needed, including understand-
ing the transport of e− /h+ in semiconductor materials. Addi-
tionally, electrons and holes typically interact with surface-
adsorbed species and perform a vital role in photocatalysis.

TiO2 is able to adsorb photons, leading to excitation of
valence electrons to conduction states. In the process, posi-
tively charged holes are also created. These electrons and
holes can migrate through the crystal to react with surface-
adsorbed species to become trapped at defect sites, to travel
through an electric circuit to create electricity, or to recom-
bine to form ground-state structures. The excited conduction
electrons in TiO2 have historically been described by several
authors4–6 using a small-polaron model. Recent experimental
work7,8 as well as theoretical work9,10 also add validity to the
polaron model. In the polaron model, a conduction electron
localizes at a site, or atom, in the system and causes a lattice
distortion which stabilizes �traps� the localized electron. This
electron migrates from site to site via a hopping mechanism,
primarily through thermal motion. In the case of TiO2, elec-
trons localize at Ti4+ sites to form Ti3+.

The common forms of titania, rutile and anatase, are both
photocatalytically active with anatase often more catalyti-
cally active of the two.11–14 The electron mobility of anatase
is also much greater than the mobility of rutile.15,16 It is
known that defects and disorder16–18 are important for elec-
tron mobility �reduced TiO2 is an n-type conductor�. An in-
teresting observation is that a mixture of the two phases is
more active for several reactions than the individual

phases.12,13,19,20 One proposed explanation for this increased
catalytic behavior is that electrons selectively migrate from
anatase to rutile, leading to an excess of holes on anatase.21

The excess holes react with surface-adsorbed species, and a
net increase in reaction rate is seen compared to anatase
alone. Another theory proposes the opposite: electrons selec-
tively migrate to anatase with a similar reaction increase on
rutile.22 Understanding the rate processes of electron mobil-
ity is thus important for quantifying and comparing the elec-
trochemical activity of these phases.

As a long-term objective, we aim to obtain a comprehen-
sive computational characterization of charge transport in ti-
tania that accounts for the varied crystalline structures, the
role of crystalline defects, and the role of surfaces and inter-
faces. As a base line, it is important to validate the funda-
mental aspects of our theoretical characterization. The
present work is the first step in this effort. It is completely
focused on the determination of the intrinsic charge transport
rates in perfect crystalline structures. As we will see below,
the calculated rates obtained with our well established and
benchmarked theoretical methodology are not in accord with
the electron mobilities determined experimentally for rutile
and anatase, in that we predict that the intrinsic polaron mo-
bility in rutile is larger than the intrinsic polaron mobility in
anatase. Our success in applying our computational method-
ology to hematite23 and chromia24 and in obtaining near
quantitative agreement with experiment for these materials
gives credence to our prediction for titania. This finding un-
derscores the role of impurities, defects, phonons, surfaces,
and interfaces in charge transport within titania, especially
when comparing modeling results for this material with ex-
perimental data. In any case, our present work offers a firmly
founded base line, and future work, to be undertaken and
reported, will account for these factors one at a time.

We present in this work a computational characterization
of negative polaron structures and intrinsic polaron hopping
in both perfect bulk rutile and anatase. Dupuis and co-
workers previously successfully modeled electron and hole
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transport in chromia ��-Cr2O3�,24 hematite ��-Fe2O3�,23 and
iron oxide25 using a similar methodology to the one con-
tained herein. Marcus theory26,27 applied in the context of
polaronic systems, such as metal-oxide solids, leads us to
calculate activation energies and electronic coupling for po-
laron hopping, and thus polaron hopping rates and polaron
mobility.

Emin4�a� and Holstein4�b� and Austin and Mott4�c� have
given theoretical formulations for the description of polaron
movement in solids. We note that several concepts in the
Emin-Holstein-Austin-Mott theory �EHAM� and in Marcus
theory bear resemblance in spite of their different terminol-
ogy. In the review by Austin and Mott, it is notable that the
diagram of the potential-energy surfaces for the initial and
final states that enter the EHAM polaron hopping theory is
identical to the Marcus diagram for electron transfer repro-
duced below. Both EHAM and Marcus consider the elec-
tronic states as residing in parabolic energy surfaces �see Fig.
2 of the text by Austin and Mott�. Electronic coupling J in
EHAM’s theory is denoted by VAB in Marcus’ theory, and the
activation energy is termed WH in EHAM’s theory rather
than �G* in Marcus’ theory. While our starting point was
Marcus theory, it is clear that, in the context of the present
application and approximation, Marcus theory for polarons
and the EHAM model are equivalent.

An overview of the formulation of Marcus theory used
herein to characterize polaron hopping is given in Sec. II.
Section III gives the details of our computational approach.
Section IV gathers our results which allow a comparison of
electron transport through rutile and anatase and further our
understanding of the electrochemical differences between the
two phases.

II. MODEL BACKGROUND

In what follows, negative polaron transfer is described as
an alternation of cations in oxidation states 3 and 4. A sche-
matic representation of the electronic structure of the states
involved in a basic polaron transfer process is depicted in
Fig. 1, which shows three relevant states. In equilibrium con-
figuration qA, the extra electron is localized on one particular
Ti site and �A represents state Ti3+-Ti4+, while in configura-
tion qB, the electron has moved to an adjacent site and �B
represents state Ti4+-Ti3+. The “transition” state between the
two is designated as qC. The labels qA, qB, and qC are short-
hand notations representing the polaronic configurations. An
important element in Fig. 1 is the different sizes of the dots
that represent the Ti atoms involved in the process. A larger
dot is assigned to the metal atom carrying the extra electron
and longer bonds are shown between the metal atom and the
oxygen atoms bound to it, to reflect the “larger size” of the
metal atom in the reduced oxidation state, as is commonly
observed. Polaron transfer from state A to state C thus in-
volves an antiphase �antisymmetric� breathing vibration
mode around the reduced and oxidized sites. A linearized
mathematical model of this polaronic distortion will be used
below as a definition of the polaron transfer coordinate. To
describe the transfer process, we make use of the EHAM
theory or, in our case, the quasiequivalent Marcus theory, of
which several reviews exist.26,27

Within these two theories, there are three important pa-
rameters: the reorganization energy �, the diabatic activation
energy �G*, and the electronic coupling element VAB. These
parameters and the general features of the theories are illus-
trated in Fig. 2.

Under the Marcus-Emin-Holstein-Austin-Mott theories,
the initial and final states are considered to be individual
states that fluctuate about their equilibrium structures. The
energy curves are assumed parabolic in shape. If an initial
state has enough energy to surmount an activation barrier,
then an electron may be transferred to an adjacent site and
lead to the final state. The activation barrier depends strongly
on the interaction between the initial and final states, which
is quantified by the electronic coupling VAB. In the absence
of significant interaction between the initial and final states at
qC �small VAB� the activation free energy is simply �G*. This

FIG. 1. Schematic diagram of polaron e− transfer. In the initial
state �A with structure qA, the electron is localized on the left Ti
ion, while in the final state �B with structure qB, the electron is
localized on the right Ti ion. At the transition state �C with struc-
ture qC �a thermal transfer regime�, the electron is shared between
the two Ti ions.

FIG. 2. General features of Marcus-Emin-Holstein-Austin-Mott
theory for symmetric polaron transfer. The potential-energy surfaces
of the initial state �A and final state �B are shown with equilibrium
structures qA and qB. In our case, the initial state is Ti3+-Ti4+ and
the final state is Ti4+-Ti3+. The coincidence state, or transition state,
between the two states is shown as qC. The reorganization energy �
corresponds to the energy of the final state �B at the geometric
configuration qA. The diabatic activation energy is shown as �G*.
The adiabatic energy curves are shown as dashed lines, with the
electronic coupling matrix element VAB given as twice the energy
difference between the two adiabatic states.
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is known as a nonadiabatic or diabatic transfer, and the main
mechanism for electron transfer occurs via quantum tunnel-
ing. If there is strong coupling �large VAB�, the activation
barrier is lowered by the amount VAB. This is the adiabatic
case, and the main hopping mechanism occurs via thermal
hopping. The other parameter, �, is the reorganization energy
and corresponds to the energy required to move, or reorga-
nize, the electron to the site of the final state while retaining
the initial state geometry. In the diabatic limit, the reorgani-
zation energy is 4�G*.

Whether the polaron transfer is treated as adiabatic or
diabatic is determined by the transmission probability �. This
transmission coefficient gives the probability of transfer from
the initial state to the final state and is given by28

� =
2P12

o

�1 + P12
o �

. �1�

The probability of conversion to the final state per passage
through the intersection, P12

o , is given below for the self-
exchange process,29 based on the work of Landau30 and
Zener,31,32

P12
o = 1 − exp�− �VAB

2 /h�n���3/�kBT�1/2� . �2�

In the above equation, �n is a typical frequency for nuclear
motion. We used longitudinal optic-mode phonon frequen-
cies for both rutile33 and anatase,34 giving h�n values of 0.10
and 0.11 eV for rutile and anatase, respectively. The specific
phonon mode of interest here is the antiphase breathing
mode of the oxygen atoms bound to the polaron’s reduced
site and of the oxygen atoms bound to the oxidized site to
which the polaron transfers. When the two sites involved in
the polaron transfer share bridging oxygen atoms, the pho-
non or vibration mode that corresponds to the transfer exhib-
its an asymmetric displacement of the bridging atoms. This is
the mode that is captured in a linearized approximation of
the polaron transfer coordinate, as described later. In any
case, a value near 1 for � indicates adiabatic transfer.

In the adiabatic case, the rate of polaron transfer is given
as29

ket = �n exp�− �Gad
*

kBT
� . �3�

The adiabatic activation energy is

�Gad
* =

�

4
− VAB. �4�

In contrast, the diabatic transfer rate is given by26

ket =
2�

�
�VAB�2

1
	4��kBT

exp�−
��Go + ��2

4�kBT
� . �5�

For this work, all Ti sites are equivalent, so �Go is zero.
Beyond calculating the transfer rates, we can calculate the
polaron mobility 	 from the Einstein relation35

	 =
eD

kBT
. �6�

The diffusion coefficient D is calculated from36,37

D = R2nket. �7�

R in the above equation is the distance between transfer sites
and n is the number of neighboring electronic accepting
sites. In Sec. III below, we give the details of the calculations
that we carried out to determine the parameters of the theory,
mainly, the reorganization energy and the electronic coupling
element.

III. COMPUTATIONAL METHODOLOGY

Spin-polarized density functional theory �DFT� with a
plane-wave basis set, as implemented in the Vienna ab initio
software package �VASP�,38–41 allowed the accurate modeling
of polarons in bulk TiO2. We described the core electrons
using the projector augmented-wave method.42 Two valence
electron schemes for Ti were considered: 4s23d2 �large core�
and 3p64s23d2 �small core�. Preliminary calculations deter-
mined that the former �large core� scheme was insufficient
for obtaining the correct band gap, but tests showed that this
scheme did give similar polaron transfer rates to the small
core model. Nonetheless, we used the 3p64s23d2 scheme for
our calculations to ensure proper description of valence elec-
trons. The oxygen atoms had valence configurations of
2s22p4. The exchange-correlation functional for this work
was the functional of Perdew et al.43,44

It is important to ensure convergence of simulation pa-
rameters. We therefore tested our k-point meshes �2
2
2
for rutile and 2
2
1 for anatase� and cutoff energies and
found them to be sufficiently converged. We also used
Gaussian smearing to describe the electronic occupation. The
cells that we considered were the rutile �3
3
3� and ana-
tase �3
3
2� supercells. These cells have 162 and 216
atoms, respectively, and are shown in Fig. 3. Our calcula-
tions gave lattice parameters of 4.65 and 2.97 Å for rutile
and 3.81 and 9.73 Å for anatase, all in good agreement with
experiment.45 This leads to simulation box lengths of
14.01 Å and 8.91 Å for the rutile cell and 11.46 Å and
19.42 Å for the anatase cell. We also tested a �4
4
4�
rutile cell and found little effect on the results �for example,
Ti-O distance, Eact, etc.�.

The method for determining the polaron structures in-
volved adding an extra electron to bulk supercells while em-
ploying the DFT+U level of theory, and then allowing the
systems to relax in response to this extra electron. This re-
laxed system effectively modeled the polaron structure.

One problem encountered using DFT is that correlation
effects can lead to errors in the calculations. The underpre-
diction of the band gap in semiconductors is a well-known
difficulty. We also experienced problems with DFT in de-
scribing the polaron structures. The extra electron added to a
system described by DFT became delocalized throughout the
cell and was not confined to any particular Ti ion. This is a
well-known deficiency of DFT, a manifestation of the self-
interaction of unpaired electrons in functionals of the density
in the generalized gradient approximation. Several ap-
proaches in correcting for electron self-interaction have been
proposed, including the definition and inclusion of a self-
interaction correction term, or the ad hoc mixing of a frac-
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tion of the exact Hartree-Fock exchange �a very popular ap-
proach in chemistry�, or, finally, the inclusion of a Hubbard-
like U correction term in the Kohn-Sham operator that
reduces self-interaction errors.

This last method is the DFT+U method of Liechtenstein
et al.,46 and we made use of it for our work. A similar
method was used by Maxisch et al.47 to describe polaron
transfer in LixFePO4. Within this framework, the parameters
U �Coulomb interaction� and J �exchange interaction� be-
come the main determining factors for the magnitude of the
correction. There is of course no universal value of U that
makes DFT+U work equally well for all systems. A com-
mon approach in finding the “optimal” parameters for a
given system is to fix J and vary the U value. Analysis of

properties of interest as a function of the effective U value
�Ueff=U−J� suggests the appropriate parameters. We chose a
J value of 1 eV for our work. We detail our efforts to find an
optimal Ueff under Sec. IV.

Verification of the polaron structure is necessary to vali-
date our simulation technique. We performed Bader’s atoms
in molecule charge analysis48 using the program of Henkel-
man et al.49 The charges in the �3
3
3� rutile cell were
found to be +2.2 for the Ti polaron site, compared to a
charge of +2.6 for the nonpolaron Ti ions. In addition, a plot
of the charge-density difference of the �3
3
3� rutile cell
with and without an extra electron is given in Fig. 4. As can
be seen, the extra electron localizes in a t2g state on the Ti
ion. We also examined the density of states and verified that
the extra added electron filled d states.

The correct localization of electrons allows calculation of
activation energies and reorganization energies according to
the following description. With the electron localized on an
initial and final site, we used a linear interpolation scheme to
calculate the polaron transfer pathway,

q�x� = xqA + �1 − x�qB. �8�

qA, qB, and qC are vectors of the three-dimensional coordi-
nates of all the atoms in the unit cell. In Eq. �8�, x varies
between 0 and 1, 0�x�1. x=1 corresponds to the final
state, x=0 corresponds to the initial state, and x=0.5 corre-
sponds to the transition state that happens to be the midpoint,
owing to the translational equivalence of the final and initial
states. This approach has been shown50 to give a good rep-

FIG. 3. �Color online� Bulk structures of TiO2 relevant to this
study. �a� 3
3
3 rutile supercell. �b� 3
3
2 anatase supercell.
Ti atoms are depicted as gray spheres, while O atoms red spheres.

FIG. 4. �Color online� Charge-density difference plot of polaron
structure in rutile. The charge difference is taken between the cell
with an extra electron and the cell without an extra electron. The
density plot is shown for an isocharge of 0.176 e− /Å3.
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resentation of the polaron transfer coordinates in our earlier
work on other metal oxides. The linearization of the coordi-
nates proved to be acceptable in these earlier cases and we
expect it to work equally well in the present case owing to
the small changes in Ti-O bond distances associated with the
polaron distortion and hopping. As we mentioned earlier, this
linearized coordinate captures the physics of the key phonon
mode associated with the polaron transfer, the antiphase
breathing polaronic expansion around the reduced metal site,
and the contraction around the oxidized metal site. The en-
ergy of the structure at qC is taken as the transition state Eact
or crossing-point free energy, depending on the regime,
nonadiabatic or thermal, of the polaron transfer. We assumed
the enthalpic and entropic changes of the free energy to be
negligible, which is typical for solid-state calculations. We
evaluated the reorganization energy as 4�G*, assuming para-
bolic potential-energy surfaces. That this is indeed the case
will be illustrated later.

Currently, calculation of the coupling element VAB is not
possible with VASP, but such a calculation is feasible with the
molecular code NWCHEM.51,52 NWCHEM contains a module,
based on the method of Farazdel et al.,50 for calculating the
electronic coupling. The formula used for this calculation is

VAB =
�HAB − SAB�HAA + HBB�/2�

1 − SAB
2 , �9�

with HAB= 
�A�H��B� and SAB= 
�A ��B�. We used cluster
models for this work and extracted these clusters from the
converged supercell periodic structures. In these clusters, we
terminated the appropriate oxygen ions with hydrogen atoms
along Ti-O bond lengths to maintain charge neutrality. The
O-H distances were fixed at 0.96 Å when we performed
these static calculations. We considered several cluster sizes,
which we detail in Sec. IV. These calculations were per-
formed at the unrestricted Hartree-Fock level with 6-311G
basis sets53 for O and H and the Ahlrichs VTZ basis set54 for
Ti.

IV. RESULTS AND DISCUSSION

A. Nonadiabatic activation energies from periodic calculations

Determination of an appropriate U parameter is necessary
for DFT+U calculations in order to correct the electron self-
interaction in DFT. There is no universal U value that works
equally well for all materials or for all properties of interest.
For example, recent papers show how the choice of U affects
various properties of CeO2.55,56 A typical approach is to ex-
amine how U affects a property of interest, such as defect
formation energy or band-gap energy, and use these results
as a guide for careful choice of U. We therefore first chose to
examine how the band gap was affected by our choice of U.
Experimentally, the band gap has been found to be near
3.0 eV for rutile57 and near 3.2 eV for anatase.58 Our results,
summarized in Fig. 5, show that a Ueff value near 10.0 eV
gives band gaps in satisfactory accord with experiment. A
similar value of U was obtained by Persson and da Silva,59

adding credence to this value. We further examined how Ueff
affects the activation energy of polaron transfer before final-
izing a Ueff value for our work.

A scheme must be developed to describe the different
negative polaron transfer possibilities. Every Ti atom in per-
fect bulk rutile and anatase is symmetrically equivalent, so
we only considered polaron transfer from one particular Ti
atom per supercell. We localized the polaron at the origin of
the cell �0,0,0� and then transferred it to an adjacent site. Any
originating site could be considered and would give the same
results. In rutile, we studied two different polaron transfer
directions, both toward the two closest neighboring Ti atoms.
Similarly, there are two different closest Ti neighbors in ana-
tase leading to two transfer directions. Figure 6 shows the
possibilities for these transfers. In rutile, the electron may
move along the �001� or �111� direction, while in anatase, the
electron may move along the �100� or �201� direction. The
�001� direction in rutile is parallel to the c direction, while
the �100� direction in anatase is parallel to the a direction.
These directions represent families of directions that can oc-
cur in the bulk. For example, electron transfer along �111� in

rutile would also be representative of transfer along �1̄11�,
�11̄1�, and �111̄�.

With a transfer scheme defined, calculation of the activa-
tion energies for the various processes is now possible. As
mentioned in Sec. III, we considered a linear interpolation
method to define the transfer pathway. Figure 7 shows typi-
cal results of this method along the �001� direction in the
�3
3
3� rutile cell. Both final and initial states have the
same energy, and the transfer pathway is symmetric about
the transition state, or quasidiabatic crossing state. The en-
ergy curve shown in Fig. 7 exhibits a cusp at the midpoint,
and we assign this behavior to a nonadiabatic polaron trans-
fer. The curve is parabolic �R2=1.00 from fitting�, attesting
that Marcus theory is appropriate for this transfer process.
We also tested how Ueff affected the activation energy. Fig-
ure 8 shows these results along the �001� direction in the
�3
3
3� rutile cell. The graph suggests that the crossing-
point energy saturates at a Ueff value near 10 eV, indicating
that we have reached full localization �as opposed to partial
delocalization� in the extra d orbital. All remaining calcula-
tions are therefore performed with the Ueff value of 10 eV.

This value of U seems large, but also highlights the diffi-
culty in choosing an appropriate U value. While methods
exist to predict U values self-consistently, such methods tend
to give U values different than those predicted from property
matching.56 Indeed, the appropriate value of U depends

FIG. 5. Band gap versus Ueff. Closed diamonds represent results
for rutile, while open diamonds represent results for anatase.
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strongly on the property of interest.55,56 Within the DFT+U
framework, there is no way to predict a “correct” value of U
that will match every property. In our case, we are trying to
localize an electron on a 3d transition metal, and to achieve
this, a large U value is needed to overcome the tendency of
the excited electron to delocalize due to self-interaction er-
rors.

The results for the different activation energies and reor-
ganization energies are summarized in Table I. All of the

crossing-point activation energies are near 0.3 eV with reor-
ganization energies near 1.2 eV. The observation of energies
that are similar along different directions was also observed
by Iordanova et al.24 in their work with Cr2O3. We attribute
the similarity in the energies to similar geometries of rutile
and anatase, and the similar phonon structure of rutile and
anatase. In both rutile and anatase, the Ti have octahedral
geometries with similar Ti-O and Ti-Ti distances. Comparing
the phonon structures, rutile has frequencies33 of 811, 806,
500, and 458 cm−1, while anatase has frequencies34 of 876,
755, 435, and 367 cm−1. The similar phonon frequencies are
indicative that the initial states will leave their respective
energy wells at similar rates due to similar energy curvature.
The small differences in energies can be correlated with
Ti-Ti and Ti-O distances. In rutile, the smallest activation
energy is 0.288 eV along the �001� direction, while an acti-
vation energy of 0.307 eV occurs along the �111� direction.
The bulk Ti-Ti distances are 2.970 Å along �001� and
3.610 Å along �111�. The bulk Ti-O distances are 1.963 Å
for transfer along �001� and 2.007 Å along �111�. Shorter
distances between transfer sites therefore correlate with
smaller activation energies. Similar analysis can be applied
and shown for anatase. The effect, however, is very small.

Formation of a polaron causes a reorganization of the lo-
cal geometry around the Ti3+ site. In Table II, we give the
interatomic distances at the Ti site with and without an extra
electron. Figure 9 displays the Ti-O bond length changes
near the polaron relative to the structure without a polaron.
The figure indicates that the geometrical changes are largely
centered near the polaron, indicative of small-polaron forma-
tion. Upon formation of a polaron, the Ti-Ti distances typi-
cally change very little, at most 0.006 Å. Greater changes

FIG. 6. �Color online� Negative polaron transfer directions for
�a� bulk rutile and �b� bulk anatase. The localized electron �polaron�
moves to an adjacent Ti atom in all cases.

FIG. 7. Electron transfer energies along the �001� direction in
bulk rutile for Ueff=10 eV.

FIG. 8. Crossing-point energies versus Ueff. Results are shown
along the �001� direction for rutile.

TABLE I. Nonadiabatic activation energies for polaron
transfer.

Phase Direction
Eact

�eV�
Ereorg

�eV�

Rutile �001� 0.288 1.152

�111� 0.307 1.229

Anatase �100� 0.304 1.214

�201� 0.297 1.188
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can be seen in the Ti-O distances, though most of these
changes are still small, between 0.154 and 0.035 Å. We as-
cribe the increased Ti-O bond lengths to the partial electron-
density filling of antibonding orbitals formed by mixing Ti
and O atomic orbitals. Filling antibonding orbitals decreases
bond stability, which is reflected by the longer Ti-O distances
near the polaron. These results are consistent with the earlier

description of the formation of a polaron involving the
breathing vibrational mode around the reduced site, and of
polaron transfer involving the antiphase breathing mode
around the reduced site and the oxidized sites in the polaron
transfer. We note that analysis of the charges for both rutile
and anatase shows them to be closer than the oxidation states
+3 and +4 would suggest: +2.2 for the Ti3+ site and +2.6 for
the Ti4+ sites. The Ti cations in rutile and anatase are in
similar Oh environments, so they exhibit similar electronic
behavior.

B. Electronic coupling from cluster calculations

We extracted clusters from the converged supercell peri-
odic polaron structures for the calculation of the electronic
couplings VAB at the crossing point. In Fig. 10, we show
typical clusters used for the electronic coupling calculations,
these being for transfer along �100� in rutile. These clusters
range in size from Ti2 to Ti12 clusters. Our results show that
the clusters are generally converged with the Ti4 cluster and
simple dimers were not large enough to obtain VAB values
that are converged with respect to cluster size. We obtained
values of VAB of 0.35 eV for Ti2, 0.22 eV for Ti4 and Ti8,
and 0.20 eV for Ti12. The clusters for transfer along �111�
gave very different results. For the Ti2 and Ti6 clusters, we
obtained VAB values of 0.00 and 0.02 eV, respectively. We
tested a large Ti18 cluster that essentially was a Ti dimer fully
surrounded by Ti atoms and obtained a VAB value of 0.01 eV.
These results indicate that very large clusters are not needed
to reach convergence of the electronic coupling element. We
also calculated the VAB terms for the anatase structures and
obtained values of 0.02 eV along the �100� transfer and

TABLE II. Ti-Ti and Ti-O distances at the polaron site.

Phase Direction
Ti-Ti distance

�Å�

Closest Ti-O
distance

�Å�

Rutile �001� 2.970 1.973

�111� 3.611 1.992

Rutile with polaron �001� 2.966 2.068

�111� 3.611 2.029

Anatase �100� 3.808 1.947

�201� 3.088 2.025/1.947

Anatase with polaron �100� 3.802 1.982

�201� 3.090 2.179/1.982

FIG. 9. �Color online� Geometry changes induced upon polaron
formation in �a� rutile and �b� anatase. All numbers are given in Å.

FIG. 10. �Color online� Clusters for VAB calculations along
�001� in rutile.
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0.03 eV along the �201� transfer. These were calculated from
Ti9 and Ti8 clusters, respectively.

The different VAB results for the different directions and
phases elicit explanation. We attribute the differences in VAB
values to three factors: the Ti-Ti distance, the degree of O
bridging, and orientation of d orbitals. In Fig. 11, we show
the simplest clusters used in these calculations with the Ti-Ti
distances and VAB values indicated. Transfers along the �001�
and �111� directions for rutile involved a Ti-Ti distance of
2.97 Å with two bridging oxygen atoms and a Ti-Ti distance
of 3.61 Å with a single bridging oxygen, respectively. The
�100� and �201� directions in anatase involved a Ti-Ti dis-
tance of 3.80 Å and one bridging oxygen and a Ti-Ti dis-
tance of 3.09 Å with two bridging oxygens, respectively. The
rutile �001� transfer coupling element is the largest at
0.20 eV corresponding to a Ti-Ti distance of 2.97 Å. The
rutile �111� coupling element is much smaller at 0.01 eV
with a Ti-Ti distance of 3.61 Å. These results are consistent
with the well accepted �exponential� decay of the electronic
coupling with distance. Interestingly, for rutile �001� and
anatase �201�, the Ti-Ti distances are rather similar but the

electronic couplings differ by 1 order of magnitude. Bridging
ligand atoms are known to contribute to the magnitude of the
electronic coupling by providing orbitals that assist in the
charge transfer �superexchange mechanism�. The disparities
in distances amongst the rutile directions and amongst the
anatase directions do not allow a differentiation of the super-
exchange contributions of the bridging atoms to the elec-
tronic coupling. Consideration of rutile �001� and anatase
�201� with similar Ti-Ti distances and the same number of
bridging oxygens suggest that other factors contribute
strongly to the electronic coupling. Analysis of the polaronic
wave functions in their initial and final states reveals the
effect due to the atomic states of the polarons.

Analysis of the d orbitals provides additional insight into
the variations in magnitude among the VAB values. Figure 12
shows charge-density difference plots of the rutile and ana-
tase systems with polaron transfer directions shown. As in-
dicated, the polaron orbitals are oriented along the transfer
direction for the rutile �001� transfer. The other three trans-
fers, however, do not have the polaronic orbitals oriented
along the transfer direction. This alignment of orbitals in
rutile �001� contributes to greater overlap of the initial and
final localized states and hence larger VAB.

C. Polaron transfer rates

With the reorganization energy and electronic coupling
parameters, rates of polaron transfer can be calculated using
Eqs. �1�–�7�. These calculations are summarized in Table III.
The calculated � values show that polaron transfer is adia-

FIG. 11. �Color online� Cluster structures for the VAB

calculations.

FIG. 12. �Color online� Orientation of d orbitals in �a� rutile and
�b� anatase. The orbitals are obtained from charge-density differ-
ence analysis of the structures with and without an extra electron.

TABLE III. Electron transfer rates and associated parameters.

Phase Direction
�G*

�eV� K
Transfer

mode
ket

�s−1�
D

�cm2/s�
	

�cm2/V s�

Rutile �001� 0.09 1.00 Adiabatic 7.65
1011 1.35
10−3 5.24
10−2

�111� 0.31 0.02 Nonadiabatic 3.66
106 1.91
10−8 7.42
10−7

Anatase �100� 0.30 0.17 Nonadiabatic 3.68
107 2.71
10−7 1.06
10−5

�201� 0.30 0.45 Nonadiabatic 1.73
108 1.27
10−6 4.96
10−5
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batic along rutile �001� and nonadiabatic along the other di-
rections. Predictably, the results also show that the rate of
transfer and mobilities are largest along rutile �001�, which
results directly from the lower �G* which, in turn, results
from the larger VAB value. The mobility and diffusion con-
stants are correspondingly largest for rutile �001�. We need to
emphasize again here that what we calculated here are intrin-
sic diffusional mobilities for the two crystalline structures of
titania, along specific directions. In contrast, experimentally
measured mobilities are typically drift or Hall mobilities.
Thus, the calculated quantities are not directly comparable to
the experimental values. A more complete model would have
to include several other features, such as effects associated
with the photoexcitation wavelength, structural defects and
disorder, or applied voltage effects. Nevertheless, an activa-
tion energy derived from drift mobility data along rutile
�001� was found to be 0.07 eV,4,5 in satisfactory accord with
our calculated activation energy.

V. CONCLUSIONS

We have calculated several parameters that enter the
Emin-Holstein-Austin-Mott theory and the quasiequivalent
Marcus theory for polaron transfer in rutile and anatase TiO2.
We showed that use of DFT+U yields localization of an
electron at a Ti site, leading to polaron formation. A Ueff
value of 10.0 eV gave band-gap values that agreed well with
experimentally measured band gaps and was used for this
work. Diabatic activation energies for the transfer were cal-
culated to be near 0.3 eV in both rutile and anatase. The fact
that both rutile and anatase have comparable activation en-
ergies is attributed to similar local structures with octahedral
environment of the Ti sites and similar phonon frequencies.
We also calculated the electronic coupling VAB which exhib-
ited a much larger value for transfer in rutile, 0.20 eV, com-
pared to transfer in anatase, 0.03 eV. The results show the
well established effect of the distance dependence of the
electronic coupling. We found no clear differentiation of the

superexchange contribution due to the bridging oxygen at-
oms, one or two, between Ti sites involved in polaron trans-
fer. From our calculations, we have evidence of the effect on
the electronic coupling element of the orientation of the d
atomiclike orbitals in the initial and final states of the po-
laron transfer, with the larger coupling when the d orbitals
have favorable overlap. Our results show the most favorable
polaron transfer to be adiabatic in rutile and diabatic in ana-
tase, with a much larger transfer rate in rutile. An adiabatic
activation energy of 0.09 eV in rutile is in satisfactory agree-
ment with experimental results.

This work has focused on the intrinsic electron transport
properties of rutile and anatase. We have applied a computa-
tional methodology that has proven successful for other ox-
ides. This work predicts that intrinsic electron transport in
bulk titania is faster in rutile than in anatase. This finding is
in contrast with experimental measurements that suggest that
electron transport in anatase is more facile, and we assign
this difference to other effects not accounted for in the
present work: structural defects, applied voltage, or photoex-
citation which are believed to greatly affect polaron mobility
in titania. The present work lays the groundwork for further
development toward an atomic-level characterization of po-
laron transport in titania that would include also hole trans-
port, electron-hole interaction and recombination, and effects
of defects, surfaces, and interfaces.
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