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Transport properties of a periodically driven superconducting single-electron transistor
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We discuss coherent transport of Cooper pairs through a Cooper pair shuttle. We analyze both the dc and ac
Josephson effects in the two limiting cases where the charging energy E is either much larger or much smaller
than the Josephson coupling E;. In the limit £;<<E- we present the detailed behavior of the critical current as
a function of the damping rates and the dynamical phases. The ac effect in this regime is very sensitive to all
dynamical scales present in the problem. The effect of fluctuations of the external periodic driving is discussed
as well. In the opposite regime the system can be mapped onto the quantum kicked rotator, a classically chaotic
system. We investigate the transport properties also in this regime, showing that the underlying classical
chaotic dynamics emerges as an incoherent transfer of Cooper pairs through the shuttle. For an appropriate
choice of the parameters the Cooper pair shuttle can exhibit the phenomenon of dynamical localization. We
discuss in detail the properties of the localized regime as a function of the phase difference between the
superconducting electrodes and the decoherence due to gate voltage fluctuations. Finally we point out how

dynamical localization is reflected in the noise properties of the shuttle.
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I. INTRODUCTION

Soon after the appearance of the microscopic theory of
superconductivity,! Josephson predicted a remarkable mani-
festation of macroscopic quantum coherence’ by showing
that two superconducting electrodes connected by an insulat-
ing barrier can sustain a dissipationless current. Since its
discovery, the Josephson effect has had a tremendous impact
on both pure®* and applied physics.* One of the most recent
and exciting developments in the research based on the Jo-
sephson effect is probably in the implementation of super-
conducting  nanocircuits  for  solid-state = quantum
computation.’

In nanodevices a new energy scale appears, the charging
energy, and new interesting effects show up due to the inter-
play between Josephson coupling and the presence of charg-
ing. The Josephson coupling, leading to phase coherence be-
tween the two superconducting electrodes, can be understood
in terms of the coherent superposition of different charge
states. Coulomb blockade® on the other side tends to localize
the charge, thus destroying phase coherence. The simplest
example of this interplay is provided by the behavior of the
supercurrent through a superconducting single-electron tran-
sistor (SSET).? It consists in a small superconducting island
connected, by tunnel junctions, to two superconducting elec-
trodes.

Additional features emerge if the SSET is coupled to me-
chanical degrees of freedom, thus combining the field of
single-electron effects with the intensively studied area of
nanoelectromechanical systems.” Among the most interesting
devices in this area there is the electron shuttle (for a review
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see Ref. 8). In its essential realization, a shuttle system con-
sists of a small conducting grain, in the Coulomb blockade
regime, oscillating periodically between two electrodes
(source and drain). The essential condition to characterize
the shuttling mechanism is that the grain must be in contact
with a single electrode at any time. Following the original
proposal of a normal shuttle Gorelik et al.® introduced the
Cooper pair shuttle where all devices (electrodes and central
island) are in the superconducting state. Despite the fact that
the central island is never connected to the two supercon-
ductors simultaneously, the Chalmers group has shown that
the system is still capable of establishing a global phase co-
herence and hence supporting a finite Josephson current.’!
The shuttle not only carries charge, as in the normal metal
case, but it also establishes phase coherence between the
superconductors. Differently from the normal metal case, the
Cooper pair shuttle does not need a moving island; it is just
a SSET with time-dependent Josephson couplings and there-
fore it can be realized in the standard SSET with time-
dependent fluxes.!' The properties of the Cooper pair shuttle
crucially depend on the decoherence mechanism which is
also responsible for driving the system toward a steady state.
The presence of dissipation modifies the current phase rela-
tion, but does not (in general) destroy the Josephson
current.!! The effect of gate voltage fluctuations has been
analyzed in Ref. 11 where it has been shown that decoher-
ence can even enhance the Josephson current. Additional
work on the Cooper pair shuttle considered the full counting
statistics of Cooper pair shuttling!> and the possibility of
observing quantum chaotic dynamics.!?
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This present paper extends our previous works on the
subject.'!3 In addition to our previous results we provide
details of the derivation of dc Josephson current in the limit
E;/E-<<1 and consider several extensions which are impor-
tant for a connection with possible experiments. We also ana-
lyze the effect of fluctuations in the external driving and the
effect of an external voltage. Moreover, we discuss the ac
effect and study the interplay of various times scales on the
spectrum of the ac current. In the opposite limit E;/E->1,
which has not been discussed in the literature so far, we
present analytical and numerical results on the dynamical
localization and discuss its signatures on the Josephson cur-
rent fluctuations.

The paper is organized as follows. In Sec. II we present
the model of the Cooper pair shuttle. In Sec. III we analyze
the transport properties of the shuttle in the Coulomb block-
ade regime. We present the details of the formalism to deter-
mine the steady-state density matrix and to derive the steady-
state Josephson current, whose physical features are
discussed in Sec. III C. Sections III D and IIT E are dedi-
cated, respectively, to the effect of fluctuations of the exter-
nal driving on the Josephson current and to the effect of an
applied voltage bias, the ac Josephson effect. The chaotic
regime of the Cooper pair shuttle is the subject of Sec. IV.
We discuss the dynamics of the charge in the central island in
Sec. IV A. A feature which appears as compared to the
kicked rotator is an extra phase shift during the kicks which
is due to the superconducting phase difference of the elec-
trodes. This phase shift plays a key role since it is respon-
sible for time-reversal symmetry (TRS) breaking whose con-
sequences for the dynamics are investigated in Sec. IV B. In
Sec. IV C we develop the necessary formalism to calculate
the full counting statistics in the chaotic regime. The con-
cluding remarks are presented in Sec. V. Several technical
details are given in the Appendixes A—C. Throughout the
paper kz=1.

II. MODEL

The Cooper pair shuttle is schematically shown in Fig. 1.
It consists of a central island connected to two superconduct-
ing electrodes and capacitively coupled to a gate voltage.
The superconducting island is small enough such that charg-
ing effects have to be included. The two leads are macro-
scopic and their phases ¢; p can be treated as classical vari-
ables. The couplings of the island to the leads are time
dependent. This time dependence is given by external means
and can be achieved either by making the island move or by
tuning in time magnetic fluxes and gates. This has to be
contrasted with the case of a single-electron shuttle where for
the implementation of the shuttle a mechanical moving is-
land is necessary.!*!>

The system is described by the Hamiltonian

Ho=Ec[i-n (P~ X EP@)cos(¢- ). (1)
b=L,R

In Eq. (1), 72 is the number of excess Cooper pairs in the
central island and ¢ is its conjugate phase, [7,]=—i.
The charging energy is given by E.(t)=(2¢)*/2Cs () with
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FIG. 1. (Color online) Upper left panel: schematic representa-
tion of the system described by the Hamiltonian, Eq. (1). It consists
of a Cooper pair box coupled through externally switched Joseph-
son junctions to phase-biased superconductors. Upper right panel:
time dependence of the left and right Josephson energies within a
single period. Lower panel: sketch of the Cooper pair shuttle’s
cycle. The three intervals L, C, and R, within the period
T=t;+t_ ,+tg+t_, correspond to the situations (L) E J(L)(t)=EL,
E J(R)(t)=0 (interaction time at left lead); (C) E ,(”(r)=o, E J(R)(t)
=0 (free evolution time in forward and backward directions); and
(R) E J(L)(t)=0, E J(R)(t)zER (interaction time at right lead).

Cs(1)=C,(t)+C (1) + Cg(?) the total capacitance of the SSET
(Cpjgye are the various capacitances indicated in Fig. 1),
E(JL’R)(t) are the Josephson couplings to the left or right lead,
respectively, and n,(1)=C,(1)V,(t)/2e is the gate charge
which can be tuned via the gate voltage V,.

The Hamiltonian in Eq. (1) is nothing other than a SSET
with an external drive contained in the time dependence of
the Josephson energies and of the gate voltage.

If the time dependence of the coefficients is neglected, the
system is a SSET whose physics is known both in the case of
macroscopic junctions (E;>E) and in the presence of
charging effects (E;<E.).> By introducing a time depen-
dence of the coefficients, it is possible to explore different
regimes. A case of adiabatic change of E;h)(t) is that of a
Cooper pair sluice which has been experimentally and theo-
retically discussed in the literature.'®!7 The shuttling mecha-
nism we are interested in is essentially characterized by the
sequence of time lapses during which the grain exchanges
charges with the leads and time intervals during which it is
isolated from the leads. The island is said to be in contact
with one of the leads when the corresponding Josephson cou-
pling is nonzero (with values E; and Ey) (configurations L
and R in Fig. 1). In the intermediate region (configuration C),
E(JL)(t)=E(JR)(t)=O. Note that both Josephson couplings are
never on at the same time. As in Ref. 10 we employ a
sudden approximation (which requires a switching time
At<#h/E; ) and suppose E(JL’R)(t) to be step functions in
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each region (see Fig. 1). In the case of a mechanical realiza-
tion of the Cooper pair shuttle such an approximation is well
justified due to the rapid decay of the Josephson coupling
with the distance between the grain and the lead. For later
convenience we define the functions

0,(1) = 6(t) 61, - 1), 2
Or() = 01— (1, +1_)) 0, + 1 + 1= 1), 3)
in order to write the time-dependent Josephson energies as
EV(t)=E, >, O,(t—nT), bel{LR}. (4)
nelN

The total capacitance Cs(#) is weakly dependent on time at
the contact regions,18 and therefore we assume it to be con-
stant during the intervals L and R [obviously the same holds
for Eo(f)=E]. In the intermediate region (C) it is not nec-
essary to specify the exact time dependence of E(t), as will
be clear in Sec. III.

In the rest of the paper we study the transport properties
of the Cooper pair shuttle. The transfer of charge is ex-
pressed by the presence of a current at left and right contacts.
The corresponding current operators are, in the Schrodinger
picture,

() =2 sin(6- 00,0, (5)

T =2¢~% sin($- )04, ©

corresponding to the coherent exchange of Cooper pairs be-
tween the grain and the left or right lead, respectively. Due to
the periodical external driving, any interaction with the ex-
ternal environment leads to a steady state, where every ob-
servable is periodic. We will essentially ignore transient ef-
fects and concentrate on the stationary values of physical
observables.

A. Cooper pair shuttle with time-dependent fluxes

Before analyzing in detail the transport properties, we dis-
cuss a way to realize a Cooper pair shuttle which does not
require any mechanically moving part. Here the time depen-
dence of the Josephson couplings and n, is obtained by a
time-dependent magnetic field and gate voltage, respectively.
The setup consists of a more complicated superconducting
nanocircuit in a uniform magnetic field as sketched in Fig. 2.
By substituting each Josephson junction by superconducting
quantum interference device (SQUIDs), it is possible to con-
trol the E(Jb)(t) by tuning the applied magnetic field piercing
the loop. The presence of three type of loops with different
area A;, A, and A, allows one to achieve independently the
three cases, where one of the two E;’s is zero (regions L and
R) or both of them are zero (region C), by means of a uni-
form magnetic field. If the applied field is such that a half-
flux quantum pierces the area A;, Ag, or A, the Josephson
couplings will be those of regions R, L, and C, respectively,
and the Hamiltonian of the system can be exactly mapped
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FIG. 2. (Color online) The setup for the implementation of the
shuttle process by means of a time-dependent magnetic field. The
inset shows the time dependence of the applied field [in units of
By=®,/(2A¢), ® being the flux quantum] in order to realize Coo-
per pair shuttling. The different loop areas can be chosen in order to
obtain E; =Ep.

onto that of Eq. (1). Moreover, by choosing the ratios
Ac/AR=0.146 and A-/A;=0.292 the two Josephson coupling
are equal, E; =Er=E;. This implementation has several ad-
vantages. It allows us to control the coupling with the envi-
ronment by simply varying the time dependence of the ap-
plied magnetic field. The time scale for the variation of the
magnetic field should be controlled at the same level as is
done in the implementation of Josephson nanocircuits for
quantum computation (see Ref. 5 for an extensive discus-
sion).

For a quantitative comparison with the results described
here, the magnetic field should vary on a time scale shorter
than #/E;, typically a few nanoseconds with the parameters
of Ref. 19. This is possible with present-day technology.?” At
a qualitative level the features of the Josephson current pre-
sented in this paper do not rely on the step-change approxi-
mation of the Josephson couplings. These effects are observ-
able even if the magnetic field changes on time scales
comparable or slower than E;. The only strict requirement is
that only one Josephson coupling at the time be switched on.

III. COULOMB BLOCKADE REGIME

We first consider the system when E;,Ep<E—i.e., in
the Coulomb blockade regime. In addition, the gate voltage
is chosen so that 0 <<n,(r)=1/2. Namely, n,(t)=1/2 when
the system is in contact with one of the leads and n,()
=const e (0,1/2) in the remaining time of the cycle. Our
choice (the same of Ref. 9) results in having exact charge
degeneracy during the Josephson contacts, then enhancing
charge transfer. A different condition, of easier experimental
realization, in which n,(f)=const is discussed in Appendix A.
In this limit one can restrict the Hilbert space of the system
to the one spanned by the two charge states {|n=0),|n=1)}.
The Hamiltonian of the system restricted to the two-
dimensional vector space reads
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. 1 EP@G)
Hy= EC(I)<— - ng(t)> o, - > J—()(e_’¢ba+ +H.c),
2 b=-LR 2

)

where we used the 2 X 2 Pauli matrices o; (i=x,y,z) with the
standard notation o, =(0,*0,)/2.

In order to evaluate the current, Egs. (5) and (6), or the
average value of any observable, we need to compute the
reduced density matrix of the central island p(z). The steady-
state density matrix depends on the specific decoherence
mechanism. The main source of decoherence in the Cooper
pair shuttle is due to gate voltage fluctuations, induced either
by the electromagnetic environment or by background
charges.

A. Classical noise

At a classical level voltage fluctuations can be included
by adding a classical stochastic term to n,(t). The Hamil-
tonian in Eq. (7) is modified by the presence of the extra
term,

H=H,+ &1t)o,, (8)

where &(r) has a white noise spectrum

<§(t)>sloc =0,

(ENE))goe =2yt —1"),

where v is the inverse decoherence time. If we neglected the
fluctuations, the time evolution of the system would be fully
coherent. By including fluctuations, the shuttle will be de-
scribed by a 2 X2 density matrix that obeys the following
Bloch equation:

A

ap

== é[ﬁo(t)ﬁ —pHYD] - 2¥p—apa).  (9)

The only stationary solution of this equation is trivial, p

=1/ 2; this corresponds to the absence of any average super-
conducting current. This is a combined effect of the decoher-
ence term and Josephson coupling. In the absence of Joseph-
son coupling, voltage fluctuations cannot cause transitions
between the charge states, so no relaxation takes place. With
Josephson coupling switched on, the voltage fluctuations
cause transitions between the stationary states separated by
energy E(JL’R). Classical voltage fluctuations result in equal
transition rates with increasing and decreasing energy. The
vanishing of the critical current has a simple explanation: the
classical noise mimics a bath at high temperature.?! No co-
herence can be established at temperatures much higher than
the Josephson coupling energy. Nevertheless, this model is
worth considering because, as shown in Ref. 12, there is a
high-temperature regime where the average current is zero
but still coherence manifests in the higher moments of cur-
rent fluctuations. At low temperatures TbSESL’R) the interac-

tions with the bath can lead to a density matrix ﬁ#f and
then to a nonvanishing supercurrent.
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B. Quantum noise

In order to analyze the low-temperature regime, we need
to take into account the quantum features of the bath. As the
most important source of fluctuations in the charge regime is
gate voltage fluctuation we couple the shuttle via the charge
operator 71 to an environment described by the Caldeira-
Leggett model,?

Hipy = RO + Hygy = 1 2 N + a)) + Hygp- (10)
i

In Eq. (10), H,,,, is the bath Hamiltonian, with boson
annihilation and creation operators of the ith mode, a; and a},
and H,,;,=2,0aja;+1/2). Due to the periodicity of the ex-
ternal driving, the time evolution of the system at long time
t>T can be determined by iterating the evolution of the
density matrix p(f) over one single period. This evolution
can be computed through a linear map M,_,,,r defined by

p(t + T) = Mt—>z+T[p(t)]- (1 1)

With the choice of parametrizing p(z =%[1+0"r(t)], where
i=x,y,z and r(t)=(0;), the map in Eq. (11) assumes the
form of of a general affine map for the vector r(z):

r(t+T)=Mx()+v, reB(0)CR3, (12)

where B, is the Ball of unitary radius in R*. The matrix M,
fulfills the property

My <|v|VveB0), (13)

as we will see from its explicit form determined below.
In the long-time limit, the system reaches a periodic
steady state,

r.(f)=(1-M)v,, (14)

if, and only if, det(1-M,)#0. When this condition is not
satisfied the external bath introduced in Eq. (10) is not effec-
tive and the system never loses memory of the initial condi-
tions.

The stationary limit is the fixed point of M,_,,,7.>*> The
expression of r.,(z), and therefore of pw(t)=%[l+ o],
uniquely determines the steady state of the system.

The periodic time dependence of any physical observable
A is given by

(A(1)) = Tr{p..(A}, (15)

where the operator A is in the Schrodinger representation.

The assumption of a stepwise varying Hamiltonian con-
siderably simplifies the form of the map M,_,,,, which now
can be expressed as a composition of the time evolutions of
p in the intervals L, C, and R (see Fig. 1). In each time
interval it is straightforward to solve the corresponding mas-
ter equation for the reduced density matrix.?* In the portion
of the cycle corresponding to the island being in contact with
the left electrode the master equation reads

£(1) = G(Or (1) + 2y, Wy, (16)
with w] =tanh(E, /T})(cos ¢, ,sin ¢,,0) and
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E, .
-2y 0 —zsm@_
E
G, = 0 -2y —ZLCOS(ﬁL . (17)
E
?Lsin & ;Lcos & 0

Here, vy, is the dephasing rate (for this portion of the cycle),
depending on the temperature of the bath, which is taken in
thermal equilibrium at temperature 7. The master equation
when the island is in contact with the right superconducting
lead goes along the same lines with the substitution L— R
(thus introducing a dephasing rate yg). Both dephasing rates
can be obtained in the Born-Markov approximation,>* which
requires that the bath autocorrelation time be the smallest
time scale in the problem. This treatment is valid provided
that yy gy <T,/%i,Ep /7 and that the time interval 7, is
much longer than both fiTl;1 and ﬁEZ(lR). As an example, for

an Ohmic bath with coupling to the environment << 1, one
has y; g =(/2)@E} ) coth(Ey g/ 2T}) /%2> Gy is time inde-
pendent as a consequence of the Born-Markov approxima-
tion. The solution of the master equation in the contact re-
gion can be obtained in the form

r(t,) = exp(G1)r(0) — 29,G;'[1 - exp(G 1) Iw, .
(18)

The parameters of the Hamiltonian enter the final results
only through the combinations 6z =E gy r/h and
YLwR)!Lr)- Due to the condition 7y gy < Ej(g)/#, the parameter
fiypry! E(r) does not enter the results at lowest order.

During that part of the cycle when the island is discon-
nected from both electrodes, the situation is simpler. Since 7
is conserved, the evolution can be determined exactly

r(t—> + tL) = eXP(G—Ja)R(X—)r(tL) . (19)

In the previous equation we defined

-y 0 0
0 0 1

and

cos(y_) =sin(xy_) O
sin(y_,) cos(x_) O], (21)
0 0 1

R(x_)=

where y_ =/ ii”ﬂEC(t)(l —2n,)/h. The rate y_, depends only
on the properties of the bath. Its explicit time dependence
varies when the time scale is compared with the inverse ul-
traviolet bath-mode cutoff 1/w,. and the inverse bath tem-
perature #/7,.>>? An expression of y_, in terms of bath
parameters can be obtained within the same Born-Markov
approximation discussed above in the case of a weak cou-
pling between the bath and the system. It gives 7.,
=2maT,/h, in which case y_, is independent of time and the
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decay is purely exponential. The same equation holds in the
backward free-evolution time

r(T) = eXP(GHL—)R(XH)r(T_ t%) > (22)

where G_ is defined as G_, in Eq. (19) with the replacement
Y—.— Y—. In addition to the dynamical phases y_, ) and
Or)> also the phase difference ¢=¢p,— g enters in deter-
mining the physical observables. The effect of damping is
characterized by the dimensionless quantities ;g1 (r), and
Yo () o(o)

From Egs. (16)—(19) it is easy to check that M, fulfills the
property in Eq. (13) except for the values (., Vg, v_,Y._)
=(0,0,0,0) or (y.,¥r,0;,0r)=(0,0,km/2,hw/2), k,h inte-
gers, when det(1-M,)=0. In these cases, the system keeps
memory of its initial conditions and it never approaches the
steady state. This is, however, an artificial situation, because
other sources of dissipation are present and will drive the
system to a steady state.

Let us comment on the assumption of Heaviside functions
for Epg)(t) we used to determine the steady-state density
matrix. It defines the simplest model to catch the features of
the shuttling mechanism—i.e., the existence of different re-
gimes during a single-period time evolution. In fact the pre-
cise shape of the Josephson energy pulses is not relevant;
changing it will change the definition of the dynamics phases
0 and y—Eqs. (18) and (21)—which enter as parameters in
the results for the density matrix. What is indeed neglected in
our model is the effect of exciting higher-energy modes and
the effects of gate voltage fluctuations during the switching
time. These are good approximations for switching
times Ar<h/E; and Aty;<1 for any dephasing rate
ie{—,« ,L,R}

C. dc Josephson current

The asymmetry between emission and absorption of
quanta from the bath leads to a nontrivial fixed point [Eq.
(14)] for the map M, thus leading to a nonvanishing Joseph-
son current through the Cooper pair shuttle. The current de-
pends on the quantum dynamical evolution of the charge on
the island and on the interplay between the decoherence and
the periodic driving. If, for example, the period T is much
larger than the inverse dephasing rates, the shuttle mecha-
nism is expected to be inefficient and the critical current is
strongly suppressed. In the following we will describe a
quite rich scenario, depending on the relative value of the
various time scales and phase shifts.

As charge is conserved by the coupling to the environ-

ment, [ﬁ,I:I,-n,]:O, current can flow only through the elec-

trodes. Therefore, in the Heisenberg picture, iL(t)+iR(t)+ﬁ
=0. By integrating over a period the average current reads
(Ig=-1.=1)

1=Tr{ii[p(1y) — p(0)]} = Tr{iA[ p(772) - p(0) ]}.

We set the initial time within a period at the beginning of
contact with the left lead.
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Using the steady-state density matrix, Eq. (14), we can
derive a formal expression for the dc Josephson current in
the system:

= %Z'[(l_Mo)_]VO_Z‘(]_MT/Z)_IVT/ZJ’ (23)

where z is the unitary vector (0,0,1)7, the centerdot (-)
stands for the usual scalar product in R, and My, vy, M,
and v, are defined in Eq. (12). Their explicit form is

M
= exp(GHtH)R(XH)exp(GRtR)eXP(GHtﬂ)R(XH)eXp(GLtL) >

(24)
vo=—2exp(G_t_)R(x_)
{yrG'[1 - exp(Ggtg) g
+ v, exp(Gtg)exp(G_t_)R(x_)G}'
[1—exp(Gpt,)Iw.}, (25)

and My, and vypy, are obtained from M, and v, by the ex-
change of right and left Josephson contacts and of forward
and backward free-evolution time. This means that My,
=PM, and v7;,="Pv, with P acting on the parameters 0 g,

X—(—) YLRILR) V() (—)> and ¢pg) as

P:L, — R, )= (R, — ,L, ). (26)

The expression of the current, which depends on all previous
parameters, can be obtained analytically from Eq. (23) by
explicitly writing M, and v, in terms of the various param-
eters. The current depends only on the phase difference be-
tween the two superconductors, ¢r— ¢;. It is an odd function
with respect to the action of P defined by Eq. (26). From this
observation follows that, even for ¢=0, there can be a su-
percurrent between the leads as long as the evolution over a
cycle is not P invariant. In this sense the system behaves like
a nonadiabatic Cooper pair pump.

The main features of the Josephson current in the Cooper
pair shuttle have been discussed in Ref. 11, and we recall
them here for completeness, however providing a number of
new results and additional details. In the case of 6,=6,=0,
X—=X—=Xo VL=YR=Y» Y-=Y_=%Yc Il =tg=t;, and 1
=t_=t¢, Fig. 3 shows a typical plot of I as a function of ¢
and ¢. Depending on the value of € (a similar behavior is
observed as a function of y), the critical current can be nega-
tive; i.e., the system can behave as a 7 junction. The current
dependence on the various phases is the result of the inter-
ference between different path corresponding to different
time evolutions for the charge states in the grain. By chang-
ing y;t; and 7yctc, certain interference paths are suppressed,
resulting in a shift of the interference pattern and ultimately
in a change of the sign of the current, as shown in Fig. 3.

Another interesting aspect of the Josephson current is that
it is a nonmonotonous function of y,t;; i.e., by increasing the
damping, the Josephson current can increase. The behavior
as a function of the dephasing rates is presented in Fig. 3.
The presence of a maximum Josephson current at a finite
value of 7y,t; can be understood by noting that the current is
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FIG. 3. (Color online) Left panel: supercurrent (in units of e¢/7T)
as a function of the superconductor phase difference ¢ and of the
phase accumulated during the contact to one of the electrodes 6.
The other parameters are fixed as y=5m/6, e”%=3/4 and e~ 7c'c
=4/5. The plot is obtained for 7}, < E;. Right panel: average current
(T, <<E;) as a function of the dephasing rates, with ¢=-37/4, 0
=7m/10, and x=57/6. As a function of y,z;, the supercurrent has a
not-monotonous behavior. Note the change of sign in the current
obtained by varying decoherence rates in each time interval
separately.

vanishing in the strong and weak damping limits. In both
limits simple analytic expressions are available.

If the dephasing is strong, I can be expanded in powers of
e MUR'LR) and e~ Y—(=)'—(=) and, to leading order,

2e E
I~— tanh(—L>e_(”LtL+7H’H) sin(26,)sin(¢ — x._)
T T,

E
+ tanh( f) ¢RI Y-1-) sin(20p)sin(p+ x ) |

b
(27)

For simplicity we assume that the Josephson energies at left
and right contacts are equal, as well as the contact and free-
evolution time. In this case the previous expression is sim-
plified to

2e E
Istrang -~ 7 tanh(FJ)e_(Wf”C’C) COS(X*} + XH)Sin(Z 6)

b
Xsin[¢p+ (x_ —x)]. (28)

It is worth noticing the presence of a net dc current even in
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the case of ¢=0 as argued from the general argument pre-
sented before. The role of breaking the P invariance is then
played by the difference of the dynamical phases accumu-
lated in the forward and backward free-evolution time inter-
vals, y_,—x.. If instead we assume a perfect P invariance,
we recover the known expression for the dc current of Ref.
11:

2e E
Litrong ~ T tanh(#)e’”ﬂfﬂc’f) cos(2x)sin(26)sin .
b

(29)

Strong dephasing is reflected in the simple (i.e., «sin ¢)
current-phase relationship and in the exponential suppression
of the current itself. Strong dephasing, in fact, suppresses
coherent transport over multiple cycles, thus giving a corre-
sponding suppression of higher harmonics in the current-
phase relationship—i.e., a suppression of terms osin®”*!(¢),
m e N.

For the sake of simplicity, from now on, we present all the
result in the case of perfect P invariance of the time evolu-
tion of the density matrix in a period. This is not a serious
limitation for the experimental setups.

In the opposite limit of weak damping defined by vz,
<ycte<kl,

I

weak

2e . h( E,) vty (cos ¢+ cos 2y)tan 0 sin ¢
— tanh|{ — .
T T,/ yctce 1+cos ¢pcos2y

(30)

The current tends to zero if the coupling with the bath is
negligible during the contact time. In this case the time evo-
lution in the intervals L and R is almost unitary, while, in the
region C, pure dephasing leads to a suppression of the off-
diagonal terms of the reduced density matrix p(z). As a re-
sult, in the stationary limit the system is described by a com-
plete mixture with equal weights. At the point (y,t;, vctc)
=(0,0) our model is not defined as discussed at the end of
Sec. III. The limiting value of the current in approaching
such a point depends on the relative strength y;t;= vyt be-
tween these two parameters.

The current tends to zero in both limiting cases of large
and small +y;t;. Therefore one should expect an optimal cou-
pling to the environment where the Josephson current is
maximum. A regime where the crossover between the strong
and weak damping cases can be described in simple terms is
the limit y-—0 for a fixed value of 6. For example, at 6
=/4 the current reads

2e E,;
I=— tanh| —
T T,
2e Y[ 2e72 cos ¢+ (1 + e ) cos 2x]sin ¢
(14 e72%1)(1 + €727 cos ¢ cos 2y + e~ 4)
(31
In the limit of vanishing vy,t;, Eq. (31) corresponds to the

situation discussed in Ref. 9. Indeed, both expressions are
independent of the dephasing rates. The difference in the
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details of the current-phase(s) relationship is due to the dif-
ferent environment.

In all the three cases presented here, Egs. (29)—(31), the
change of sign of the current as a function of the phase shifts
6 or x is present.

D. Effect of driving fluctuations

The expressions for the current, discussed in the previous
section, depend on the specific form of the coupling between
the system and the reservoir. The decoherence we considered
so far originates from gate voltage fluctuations. In addition in
the shuttling mechanism an unavoidable coupling to an en-
vironment producing fluctuations in the period and shape of
the driving is also present. We are therefore interested also in
considering the effect of fluctuations in the time dependence
of the external parameters on the Josephson current. Having
assumed a steplike time dependence of the parameters of the
Hamiltonian, noise in the external driving consists in fluctua-
tions of the switching times. This means that the contact
times #; and f; and the free-evolution times 7_, and 7, take,
at any cycle i, a random value 7,(i), b=L,R,— ,«. It is
reasonable to assume that the fluctuations of any switching
time are independent of the others. In terms of time intervals
t,(i), it follows that the fluctuations Az, (i) around the average
value 7, are uncorrelated at different periods. Within the
same period the fluctuations of any two distinct time inter-
vals are also independent. Hence

(A1, (i)),=0 (32)

and

(A, (O ITALN") = (AL (D) [A1 (NI, (33)

if i#jva#b. The integer-valued argument of Az,(-) labels
the periods, and the subscript index runs over the set L,R,
— ,«—. The average of the stochastic process is defined by
(-),. We will discuss later the distribution function of Az,(i).

By using the same notation in Eq. (11), we can write the
evolution of the density matrix after a finite number of
cycles, h=1, as

h h—-1 h=2 h=-2
r(r + T(k)) =1 m,00r() + 2 T MO+ e+ Dv,(0)
k=1 A=0 A=0 =\
+v,(h=1). (34)

In the previous equation the expressions M,(i) and v,(i) are
those defined in Eq. (11). The index in parentheses indicates
the explicit dependence of both M, and v, on various 7,(i).
We refer to T(k)=2,,(k) as the period although the time
evolution is no longer periodic (before averaging); T(k) is in
fact the time the shuttle takes to complete a cycle, and k
labels the number of cycles. The first term in the right-hand
side of Eq. (34) vanishes in the long-time limit 71— . Aver-
aging the previous expression over the fluctuations of the
switching times according to Eq. (33) is straightforward,
leading to
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(ro(s)), = (1- <Ms>t)_1<vs>l' (35)

Note that if we had considered only the external driving fluc-
tuations (i.e., neglecting the effect of gate voltage fluctua-
tions), we would have found, in the steady state, p,.(f) <l. In
this case in fact the evolution of r(z) consists of an alternate
sequence of rotations on the Bloch sphere around the (1,0,0)
and (0,0,1) axes. Due to uncertainty in the rotation angles, it
is a random walk which leads, at long time, to a uniform
distribution over the Bloch sphere. The nontrivial result in

(I),= lim
N—o® j=1

E 1(i)

In order to proceed further we need to specify the distribu-
tion function P(A7,(i)). Let us note that the distribution is
meaningful only if P(Az,(i))=0 for Az,(i) <0. We consider

P(A1,(i)) = 6(A1,(i) + 7) 0(7— A, (D)) /27, (37)

with 7<<1,V b as a toy model: the underlying physical idea is
that the switching time can be controlled with a precision 27
and the switching can happen with equal probability in the
interval [t,—7,1,+7].2” We do not expect that this simple

(I),= lim
N—oo =

2 7()

i=1

M depends only on the stochastic parameters of the last
(=jth) cycle and p..(0) on parameters of the (j—1)th cycle.
By considering the expansion of the denominator in the pre-

vious equation as
) (39)
N

2e
I _1 —\T S T -1
(I),= lim 1o r[njzl( 2 T z > TU1,0) )

1 1 N
= —(1 = > D A1, (i)/INT+ -

211 7)) NT i=1 b

together with Eq. (33), Eq. (36) reduces to

X[pw(O)]] +O(1/N). (40)

t

In the N—oc limit, only the first term in the previous equa-
tion is nonvanishing. It means that, as a consequence of the
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Eq. (35) arises because of the interplay between the two
stochastic processes of gate voltage fluctuations and switch-
ing time fluctuations. They are independent because there is
a time scale separation between these two processes: Corre-
lations in the quantum bath do occur on a time scale 7, <7,
while the time intervals 7,(i) do not fluctuate within any
single cycle.

We are interested in averaging the current after the system
has reached its steady state:

N
Tr[nz (MM )~ Moo s m)[p«m] . (36)

form of the distribution function can determine the quantita-
tive details of the Josephson current; rather, it can grasp the
main features of physical effects due to imprecision in con-
trolling the external driving. For the sake of concreteness, let
us consider the limit of strong dephasing [Eq. (29)], when
the expression for the current considerably simplifies. The
strong dephasing leads to a rapid loss of memory of the
initial conditions. One can suppose that this occurs after one
cycle independently of the averaging process. It follows that,
in Eq. (36),

N
Tr[ﬂz (M s Th)—>2 T,) )[poc(O)]] . (38)

strong dephasing, the effect of fluctuations in the term 1/7 in
the definition of the current is ineffective. The final expres-
sion for the average current is

2e ECL— EJIL
I), = — sin ¢\ e "= cos e VWigin —=) ,
0= ) (Bt

(41)

which, in the lowest orders in the small parameter 7E./#,

reads
2e 1[E-7\?
(D, = 7{[1 - g(%) ]Imng

1(E h
+ 5( ;T) { E)(/;C sin(26)sin(2y)

- gj_f;_ cos(2 0)005(2)()] sin (b} (42)

c =cC
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with the further condition 1/T<vy,<E;/h<E /h> 7y,
>1/T. The current I,,,, is defined as the current in the
absence of driving fluctuations and is that obtained in Eq.
(29). The leading-order correction to Iy,,,, does not modify
the functional dependence of the current on the dynamical
phases: It is a simple renormalization of the prefactor,
1 —1—(E-7)?/(6h?). Equation (42) shows that higher-order
corrections can instead lead to a modification of the func-
tional dependence of the current on the dynamical phases.

E. ac Josephson effect

When a bias voltage is applied to a Josephson junction it
results in an alternating current. This is the ac Josephson
effect which can be derived from the expression for the Jo-
sephson current, /= %E ', sin(¢gr— ), supplemented by the
Josephson relation §(¢R—¢L)=%V. In the present problem
the alternating current will not be simply sinusoidal; it is
therefore convenient to consider its frequency spectrum de-
fined as

I(w)= j dte™ 1) (1) (43)
R

[in the simple case of a sinusoidal current it reads T(w)
xS w-2eV/h) for ©>0].

The application of a finite voltage bias in the Cooper pair
shuttle gives rise to a quite rich situation, due to the interplay
of the voltage bias effect and the underlying periodic motion
of the shuttle. The relative magnitude of the characteristic
frequencies, ~2e¢V/# and ~1/T, determine the different re-
gimes that we are going to investigate.

We set the electric voltage of the left and right electrodes
respectively, equal to V;=-V/2 and Vy=V/2. There is no
dissipative current through the system as long as eV<<2A. In
the limit C;,Cgr=C, and (VI2)< V,, the Hamiltonian of the
system is still given by Eq. (1). The effect of the electric
potential V) in the two leads can be included, by means of
a gauge transformation, into time-dependent phases of the
condensate wave functions, |4 g))— e* LR |y ), or
equivalently,

¢L(R) — ¢L(R) + 2€VL(R)t/ﬁ

The Hamiltonian describing the effect of voltage bias in the
Cooper pair shuttle becomes

Hyc=Ec(0lii - n (0 — E,0(t)cos(¢ — ¢y — eVit/h)
— E,Og(t)cos(¢p— ¢g+eVilh). (44)

We are interested in the frequency-dependent current

I(w) = 2e£’ f die™ 0, (1)Z(1)
)y

E wor [
=21 e"k“’Tf dse”"™I(s + kT), (45)
h kel 0

where Z(1)=Tr{sin(¢— ¢, —eVt/H)p(t)}, according to the
definition of current in Eq. (5).
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FIG. 4. (Color online) Absolute value of the Fourier transform
of the Josephson current in units of [y=2¢E;/f. The plot is obtained
for t;=tc=T/4, EcT/%=60, E;T/h=6, and y,T=y,T=0.001. In the
inset we plot the Fourier transform of the Josephson current in a
restricted range of frequencies for y;T7=vy-T=0.001 (black dotted
line) and for y;T=y,T=0.1 (solid red line).

We computed numerically the time evolution of the den-
sity matrix of the island and obtained from it the frequency
spectrum of the Josephson current. As a warm-up we con-
sider the simplest case which consists of neglecting the effect
of voltage bias. This is the same case considered in previous
sections, in which, however, we analyze the instantaneous
current rather then the averaged one. The results are pre-
sented in Fig. 4.

The spectrum clearly signals the periodicity of the time
dependence of the current signal and of the presence of the
0O, function. In the steady state the current is repeated peri-
odically and then Z(s+kT)=Z(s) in Eq. (45). As a conse-
quence the current spectrum presents peaks at integer mul-
tiples of the frequency w,=27/T,

I(w)= >, A,8(w—2mn/T), (46)
with

A,= f ds exp(—=2mins/T)I(s).
0

The form of An is fixed by the expression of the density
matrix at the fixed point through Z(s), Z(s)=y-R.(¢,)r(s),
and with r(s) determined by Eq. (18). The signal Z(s)
consists of damped oscillations at frequency E;/fi, Z(s)
cexp(—y;s)sin(Es/f+ «). The Fourier transform of such a
signal determines the characteristic features of the current

spectrum presented in Fig. 4. Now |§,,| displays oscillations
at frequencies 7/t; modulated by a power-law decay function
(c1/w, for w>E;/f). The nature of the other peaks shown
in the inset in Fig. 4 is completely different; in fact, they are
strongly suppressed by the presence of decoherence. We can
describe the mechanism that originates these peaks if the
decoherence is absent. In this case any component of the
density matrix is an oscillatory function with frequency E;/#
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FIG. 5. (Color online) Absolute value of the Fourier transform
of the Josephson current (all panels) in units of /[y=2¢E;/# in the
different regimes: eVT/f<1 (upper panel), eVT/h=1 (lower left
panel), and eVT/f>1 (lower right panel). The plots are obtained
for t;=to=T/4, EcT/h=60, and E;T/fi=6. The values of V, in units
of Vy=h/(2eT), and y,;=y-=" for the various plots are indicated in
the legends.

or Ec/fh at the contact or free-evolution interval, respec-
tively. The matching between these two different functions
at the boundary between consecutive time intervals
determines the phase a; in the expression for Z(s) after k
periods. We get Z(s) «sin[E;s/h+kT(E-—E;)/(2%)]. Substi-
tuting this expression into Eq. (45), we find the existence of
peaks in the frequency spectrum of the current at w
=Qu/T)k+(Ec—E;)/4mh], keZ, a presented in Fig. 4.
The stronger the decoherence is, the more suppressed such
peaks are.

This picture is modified in presence of a finite voltage
bias between the two superconductors, as presented in Fig. 5.

The features of the frequency spectrum in this case de-
pend on whether the condition 2eV<#A/T or 2eV=>Hh/T is
fulfilled. For small V, one can suppose that the system
reaches a steady state which evolves in time only through the
time dependence of the parameter ¢ — ¢+2e¢VT/#A. It means
we can replace Z(s+kT)~sin(E;s/fi+2eVkT/#). In this re-
gime the spectrum exhibits a splitting of the frequencies of
the peaks w=(27/T)[k+eVT/(wh)]. This is shown in the
upper panel in Fig. 5 for k=1, the peak at the lowest fre-
quency. The effect the peaks at higher frequencies is the
same; therefore, we focus on the first peak at w=27/T since

it is the most pronounced (the values at the peaks g,l decays
with increasing the frequency as in the case V=0; see Fig. 4).
Figure 5 also shows the presence of other peaks at integer
multiples of 2eV/A which cannot be interpreted within the
simple model just presented. Moreover, the width of the
peaks is weakly dependent on 7). The presence of
higher harmonics in the spectrum becomes evident for
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h/2eV~T (see lower left panel in Fig. 5). The presence of
higher harmonics, although we do not have a detailed
simple explanation, is expected once we write the
Josephson coupling in the Hamiltonian, Eq. (44), as
E;cos(¢p—2eV/h)cos[ &+ (¢ + dg)/2]. This shows that E; is
modulated by an oscillatory time-dependent factor. Even if
further complicated by the presence of a time order operator
in the time evolution operator, the current Z(s+kT) would
present terms ocsin{E; cos[2¢V(s+Kr)/f]}, which generates
all the harmonics. In the voltage-dominating regime
2¢V/h>1/T, the spectrum does not display new effects
apart from the described V splitting and an enhancement of
peaks corresponding to high harmonics (lower right panel in
Fig. 5).

IV. CHAOTIC REGIME OF COOPER PAIR SHUTTLING

Up to now we have discussed the properties of the Cooper
pair shuttle in the limit of small Josephson coupling,
E;<<E.. In this section we consider the opposite regime E;
> FE.. If the external time-dependent driving were absent,
such a limit would not be of great interest: It simply corre-
sponds to a SSET in the Josephson-dominating regime,
whose physics is already known.? Due to the time depen-
dence of the Josephson couplings in the Cooper pair shuttle,
instead, there is a time lapse in which the Josephson energy
is vanishing (see Fig. 1), and therefore the charging effects
still play a leading role.

We will show that the dynamics of the Cooper pair shuttle
mimics that of a quantum kicked rotator (QKR) with the
additional free parameter ¢. The kicked rotator is a chaotic
system in the classical limit. In the quantum regime it pre-
sents a variety of interesting phenomena, including dynami-
cal localization.”® Despite a long-standing interest in the
QKR, only a few proposals have been put forward and the
only experimental implementation so far has been realized
with cold atoms exposed to time-dependent standing waves
of light.?*! The Cooper pair shuttle can therefore provide a
remarkable implementation of the QKR'? by means of super-
conducting nanocircuits.3> This allows us to study the effects
of dynamical localization on the transport properties of a
mesoscopic device. So far the effect of dynamical localiza-
tion on the current in a mesoscopic systems has been dis-
cussed only in Ref. 33 for a quantum dot under ac pumping
in which it affects the shape of Coulomb blockade peaks.

A. From classical to quantum dynamics in the chaotic Cooper
pair shuttle

We start our analysis from the Hamiltonian in Eq. (1)
which is valid irrespective of the relative strength between
Ec and E;. For sake of simplicity we assume n,=0 through-
out this section, thus rewriting Eq. (1) as

8

Hy=Eci’— E; 2 [cos(¢ - ¢)O(t — nT)

neN
+cos(@— ¢pp)O(t— (2n+1)T/2)], (47)

where O(z)=6(r) 0(t,—t) having assumed the simple limit #;
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=tg=t;,t_,=t_=tc. The dynamics of the Cooper pair shuttle
reduces to that of a QKR when the contacts times are short
enough to neglect the effects of charging energy. In this case
the time evolution operator during the Josephson contact is
exp[—tE,t;cos(¢—pp r)/h]. In the rest of the cycle the
shuttle evolves according to the charging Hamiltonian only.
Let us explain this in some detail. Because we are interested
in the dynamics of the system at long time compared with
the period 7, any physical observable, as already noted in
Sec. 11, is determined by the density matrix at integer mul-
tiples of the period and therefore by the Floquet operator
which is the time evolution operator over a period. Under the
assumption that E;>E, if E. cannot induce a significant
change of ¢ during the Josephson contact, the Floquet op-
erator becomes

U(T,0)=JxVI, V, (48)

where J and V are the time evolution operators, respectively,
during the Josephson contacts and the free-evolution times
e—zk cos(@—(,bL’R)’

jR’L _ V= e—i(K/Zk)n"z’ (49)

where

The condition that the superconducting phase difference be
left unchanged at the contacts reads nEct,/fi<1.* thus es-
tablishing a condition on the maximum number of allowed
charge states involved in the dynamics. This condition is
essentially independent of the exact time dependence of
E,(t). The Floquet operator in Eq. (48) is the same of the
QKR with the additional parameter ¢=¢pp— ;. This shows
that the physics of the Cooper pair shuttle, in the limit E;
> E, may reproduce that of the QKR and, for ¢# 0, pro-
vides an interesting generalization.

The kicked rotator is the first model in which characteris-
tic quantum effects of classically chaotic system have been
observed numerically.?®3 As the parameters k and K in Eq.
(48) are varied, the dynamics of the QKR exhibits several
appealing phenomena, including quantum ergodicity, quan-
tum resonances, and dynamical localization.”® For a discus-
sion about classically chaotic system and various character-
istic features of their quantum version we refer to the
literature (see Ref. 28, and references therein). Here we note
that the exponential localization of the wave function due to
interference effects is one of the most relevant of the men-
tioned features. The dynamics of the quantum kicked rotator
follows the classical exponential instability (characterized by
a positive Lyapunov exponent \) up to the Ehrenfest time
tz.3¢ This sets the time scale at which quantum interference
effects start to be important, leading to a weak localization
correction to the classical behavior.?” After a localization
time ¢* the classical-like diffusive behavior is suppressed by
quantum effects.”®3> Since typically t*> 1, the diffusive be-
havior is possible also in the absence of exponential instabil-
1ty.

The Floquet operator in Eq. (48) can be written through
the redefinition p=(K/k)a in terms of
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V =exp(— ip*/2k), (50)

J1 v = expl—iK cos(@— )/, (51)

so that U(T,0) depends only on K, while [p,d]

=—iK/k=—ik; % plays the role of an effective Plank constant.
The classical limit is therefore obtained for k— o (or equiva-

lently k—0), keeping K=const, and the classical dynamics
depends only on the parameters K and ¢=¢p— ;.

In the classical limit the equations of motion of the Coo-
per pair shuttle correspond to a slightly modified Chirikov
map

Pi=pi1—K sin{6,_; —[(z+ 1)mod 2]},

6,=6,_1+p;, (52)

with 6=¢— ¢; and where subscripts label the number of con-
tacts with the leads (kicks). The dynamics of a given distri-
bution function in the phase space under the action of the
Chirikov map at ¢=0 is known: For K> 1, the angular vari-
able 6 is uniformly spread over [0,2] after a few kicks; p
follows a diffusive behavior. The role of ¢ in the classical
map can be investigated by following Ref. 38. The idea is to
substitute the deterministic description in Eq. (52) with a
probabilistic one where a random term 66, is added to the
second of Egs. (52). We obtain a diffusive dynamics for the
charge on the central island for K> 1 (details of the calcula-
1—00
tion are in Appendix B): ((n,—ny)?) — 2Dt, with t measured
in integer multiples of the period and where D is the diffu-
sion coefficient:

_K (l)
D= 5 1 -2 cos(2¢)J»(K) + O ik (53)

The QKR follows the classical diffusive behavior up to
the localization time r*. Quantum interference effects, as
shown in Fig. 6 (upper panel), for > r*, suppress this chaotic
diffusion: The wave function is exponentially localized in the
charge basis, over a localization length €, and we have
{~*~D2

The charge fluctuations of the central island freeze in
time. The localization length can be further tuned by chang-
ing the phase difference as demonstrated in the lower panel
of Fig. 6. Such quantum effects have not yet found a com-
plete analytic explanation. An important step into the prob-
lem has recently been achieved by Tian, Kamenev, and
Larkin.?” They calculated the quantum corrections at time ¢

=ty where such corrections are small (but nonanalitic) in %.
From their approach it is clear that the presence of ¢, by
breaking the time-reversal symmetry in the system, does af-
fect quantitatively the quantum corrections to localization.

B. Time-reversal symmetry breaking: COE to CUE
crossover

Although the diagrammatic approach discussed in Ref. 37
shades light on the role of the phase difference in the system,
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FIG. 6. Upper panel: {(An)?)={(n—(n))?) as a function of time
for K=10, k=15, and phase difference (from bottom to top)
¢/(27)=0,0.05,0.1,0.4,0.8,0.25. Lower panel: saturation value
of {(An)?) o< €2 as a function of ¢ for the same parameter values as
in the upper panel.

it cannot give quantitative predictions on the fully localized
state at long time. We are interested in discussing the effect
of ¢ in the localized state. The breaking of TRS by the
superconducting phase difference ¢ can be seen by direct
verification that the Floquet operator in Eq. (48) at ¢=0 is
invariant under the action of

t — -—t,
T\n — n, (54)
o — -,

while such symmetry is broken at ¢ # 0.

In the analogous problem of localization in disordered
metals, it is known that the TRS breaking results in a reduc-
tion by a factor of 1/2 of the weak localization corrections
and in a doubling of the localization length (see Ref. 39).
The same kind of effects have been observed in chaotic sys-
tems as well.*® In fact, we also observe a doubling of local-
ization length at ¢=m/2 with respect to the ¢=0 case as
shown in Fig. 6 (lower panel). Note that the effect of dou-
bling of the localization length has to be added to the effect
of variation of the localization length through the change in
the classical diffusion coefficient in Eq. (53).

The effect of TRS breaking can be further investigated by
looking at the distribution of quasienergy spacing. The rea-
son behind this is the conjecture that quantum properties of
classically chaotic systems are well described by random ma-
trix theory (RMT).*! This has been shown to hold for a wide
class of chaotic systems*? (though exceptions exist*}). In the
RMT the breaking of the time-reversal symmetry consists of
a crossover from the circular orthogonal ensemble (COE) to
the circular unitary ensemble (CUE) for the Floquet operator.

In order to check this conjecture we look at the level
spacing probability distribution function P(s) of the quasien-
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FIG. 7. (Color online) Left panel: probability distribution for the
quasienergies level spacing at ¢=0 (green squares) and at ¢p=1/2
(red triangles). The other curves are obtained from RMT in case of
COE (solid line), “twofolded” COE (dotted line), and CUE (dashed
line). Right panel: [[Py(s)—Pcye(s)|*/[|Pcoga(s) = Peue()|* as a
function of ¢. ||-|| is the £? norm we use to characterize the distance
between curves. Pcoga(s) and Peyg(s) are the probability distribu-
tion of level spacing obtained from RMT for “twofolded” COE and
CUE, respectively. P is the probability distribution function ob-
tained numerically at different values of ¢. For both panel k=200
and K=10.

ergies of the Floquet operator and compare them with the
predictions of RMT. The results are presented in Fig. 7
where our numerical results are shown together with the uni-
versal (no fit parameters) curves predicted by the random
matrix theory.

The plots have been obtained by considering a Floquet
operator of 2'0 levels averaged over 10 realizations corre-
sponding to random values of (¢, + ¢pg)/2 distributed in
[0,2m7).

For ¢=0 the probability distribution function is in perfect
agreement with that of a folded spectrum.** This corresponds
to the fact that, at ¢=0, the Floquet operator of our system is
U(T,0)=F,F,, where F| and F, are statistically independent
Floquet operators of the usual QKR. The analysis of the
transition between the two ensembles is presented in Fig. 7,
right panel. We have analyzed the crossover between the two
ensembles by looking at the distance, at a generic ¢, between
the distribution P4 and the distribution corresponding to the
circular unitary ensemble, P yp. The distance between the
distributions is defined by the L? norm:

R

12
1£(s) = g(s)ll = { [£(s) —g(S)]2dS} .

The results are plotted in Fig. 7, right panel. At ¢=0 the
distribution coincides with that of a “twofolded” circular or-
thogonal ensemble. At ¢~ 1073 the distribution stabilizes to
that of a CUE. The crossover between the two ensembles
occurs at ¢~ 1/VD=\2/k~5x1073.

C. Transport properties in the chaotic regime

Up to now we have discussed the chaotic dynamics by
looking at the fluctuations of the charge on the central island.
The possibility to observe the various fundamental aspects of
quantum and classical chaotic behavior in the Cooper pair
shuttle has been discussed in Ref. 13. We proceed further in
this direction by investigating how the chaotic dynamics af-
fects the transport properties of the Cooper pair shuttle. The
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most convenient way to achieve our purpose is provided by
the determination of the full counting statistics (FCS) which
was already analyzed in the normal shuttle by Pistolesi* and
in the charge regime of the Cooper pair shuttle by Romito
and Nazarov.!? The generating function of the current cumu-
lants at left and right contacts, defined through

_l n A A
0'&3(/\,)\, T)|}\,A:0 = (CT)f dtl T dtn<l(tl) e ](tn)>’
[O,T]X”

(55)

is expressed in terms of the Hamiltonian of the Cooper pair
shuttle H, in Eq. (47) by

3 Agn) = e 0D =T, o (7,0)p(OXL _, (7,0)],

PR (7) (56)
~ = T ds
Uy, 2, (1.0) =T exp| -1 . HAL/z,xR/z(S)g ,

ﬁxL/z,xR/z =Hy(dp — b= Np.dbg — dg—Ng). (57)

The necessary steps to calculate the FCS are summarized in
Appendix C. According to Eq. (57), the task is to calculate
the time evolution for p*Z ) which is a modified density
matrix in which bra and ket evolve according to two different
Hamiltonians. To this aim we generalize the diagrammatic
approach presented in Ref. 46. In the basis of charge eigen-
states we write

PN = 2 G (0p,r i (0),  (58)

n,,n ;n_.n
1o 4+ -
nyn_

N AR

. '
nynn_n_

G (1) = (VU o I L)(ni|Uf’)\L,_)\RVT|n_>; (59)
t is the time counted in integers multiples of the period 7 and
U)\L,)\R is given in Eq. (48) after replacing ¢, — ¢, —\; and
dr— dr—N\g. In Eq. (59) we have also added an operator for
the free evolution after the last kick for computational con-
venience; it does not affect the physics because it simply
means that we look at all observables just before a kick,
rather than just after it. We now turn to the Wigner represen-
tation for the kernel G,
Grgnto = 2 3 G

nynn_n
np—n

’(t)ei®(n+—n_)ei®'(nfr—ni) i

(60)

where n=(n,+n_)/2 and n'=(n,+n’)/2 are the “center-of-
mass” coordinates. We compare the kernel in Wigner repre-
sentation with the classical equivalent kernel for the evolu-
tion of a distribution function in the phase space. The
classical dynamics is unstable in the ® direction,?® and there-

fore we approximate the quantum kernel G by its average
over O and ®'. As a consequence the inverse Fourier trans-
form of Eq. (60) picks up nonvanishing terms only at n,
=n_and n}=n". In doing so, we have reduced Eq. (58) to an
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evolution equation for the populations of the modified den-
sity matrix,

P = 3 GMMR (' 0)pER(0),  (61)

G n' 1) = (n|VUL, o fn X0\ Vi), (62)
and therefore

3(N\phg1) = Tr{pP* (1)} = > GMAM(n! 3P (0).

(63)

We expect that GM2(n,n' ;1) depends only on the differ-
ence n—n', and we then average out (n+n')/2 as follows:

Ly (M \R) .
B GV (n+ln' +1;t
G()\L,)\R)(n_nl;t) = lim E ( ) (64)
Lo~ 121, 2Lp+ 1

The key observation to construct the perturbation theory is
that the average of the kernel can be reabsorbed in an aver-
age over the free-evolution operators by means of the rela-
tion

<n+l|\A/|n’+l>=(n|W|n’>, (65)
with
<H|W|I’l,> = exp[_ lk(l”l - 1)2/2] 5n,n’ = W(n) 5;1,;1’ . (66)

Once the kernel GMA®(n—n' ;1) involves products with an

equal number of W and W': therefore, the average is com-
pletely defined by

W(n)W(ny) -+ Win) W(ny) W(n)" - W(n])"

=exp| — (ik/2) >, (ni—nf)]aza(na_n,yo). (67)

The potential W of the kicked rotator is not Gaussian distrib-
uted. However, in the diagrammatic expansion we are going
to perform, we will restrict only to two-point correlation
functions. Therefore the right-hand side (RHS) of Eq. (67)
reduces to 9,, and the effects of having a non-Gaussian
distribution do not appear.*® The kernel GMA®(n,n' ;1) in
Eq. (63) has been replaced by the averaged one which de-
pends only on the difference n—n’, the sum over n’ in the
same equation can be performed noting that X,/p,,/(0)
=Trp(0)=1. We now turn to phase and frequency space by

Fourier transforming the kernel GM R (n—n' ;1) both in n,
n' and in ¢, obtaining

21
3(AL,AR,r)=hrr5 f TSN (g w).  (68)
q— 0

The kernel & is defined through
GMM(0,0,9,9" s 0,00) = B (g3 w0) 8l - q'),
(69)

with
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G0, 0,q.q";0,00) = (B WL = e Uy, ) OCOI(1 = MU,y )7 WT6L), (70)

0.=0xq/2, 0,=0'%q'/2, w.,=wx0/2, and U,
=.}RW.}LW. The dependence of Z:{()‘L*)‘R) on Ay is through
jL,Rze_ik cos[¢=(¢Lr+ AR and jszeik cos[¢=(¢Lr-A.R)]  The
diagrammatic perturbation theory consists in a series expan-

sion of the RHS of Eq. (70) in jRWjLW. Any term of the
expansion correspond to a diagram which consists of propa-
gators,

.jb

0+ =l@T ik cos(0+q/2—¢b—)\b)eik cos(6—q/2—y+\p)

Ty (71)
and averaged vertices

0. <y,

by b g =00, —6,—(0-0).

x>

wt (72)

We have absorbed the frequency dependence in the expres-
sion for the propagator, from which it is evident that the final
expression for the kernel is independent of w,. The average
process is indicated by a dotted line in the diagrammatic

expression. In any diagrams, correlations can take place be-
tween any pair of vertices, one of which in the upper line and
the other in the lower line. Any other term involves expres-
sions of the form WW or W'W' and vanishes accordingly to
Eq. (67).

For k> 1, diagrams involving crossing correlations lines
are parametric small in 1/k—i.e., in k. This allows us to
approximate, at lowest order in E, which is the classical limit,
the kernel with the sum of all ladder diagrams, we will refer
to as diffuson.

1. Classical limit

The diffuson is defined through the series of ladder dia-
grams

W W i W
— —~, X ” Jr Jr ¢ '
0. o’ ] 0 [ 02y 0’
0_ D o= ¢ To M. oo
— >= X G 5l 5T
wt wt Ryt Lyt (73)

The computation of the diffuson become simple due to Eq.
(72). It allows one to factorize any diagram as products of

W Jn W JL W
; Oz 70 ’ : i
{q:) = gf” L = To(2kssin(g/2 = Aok sin(gr2 = Ng)e™T.
Wt IRt Jr (74)
Then the series is a geometric series and we find
- . 1
DNM(g,q's0) = 8g - ) 2 [¢g; )] =7 8slg-q'). (75)

i=0

By replacing &0 (q, w) with DMAR(g, " w) in Eq. (68),
we finally find

3N Ag,t) = eSO = [J(2k sin N, )Jo(2k sin Ag) '
(76)

It defines all transport properties of the system. In particular
the probability of charge transfer per cycle at a given contact
is

2
P1LV(R)= lim _J d)\L(R)eG()‘L*)‘R)e‘i"L(R)N
Aeh—0 27

= D Svamdy(k). (77)
Mel

The properties of Bessel functions guarantee the normaliza-

— e TJ [ 2k sin(g/2 — ;) [Jo[2k sin(g/2 = \g)]

tion condition 2ypy=1. Probabilities are nonvanishing only
for even numbers of electrons—i.e., Cooper pairs. Note also
that the very same existence of such probabilities means that
the transport is completely incoherent and the chaotic dy-
namics is efficient in destroying any features of the coherent
superconducting nature of the transfer.

The limit A; p—0 of Eq. (75) gives us the kernel for the
evolution of the density matrix in the classical limit. In par-
ticular, for long time and large n—n' (w—0, g—0),

D(q,q" w) = g—-q'), (78)

1
(kq)?12 — iwTt
which expresses the diffusive behavior in n—n’ with diffu-
sion constant D=k?/2 in complete agreement with the results
obtained from the classical map. It correctly reproduces the
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result obtained in Ref. 46. The dependence on ¢ disappears
from the final expression. In fact we do not recover the clas-
sical effects in Eq. (53) because we just restrict our consid-
erations to single-impurity correlations, while the depen-
dence on ¢ comes from higher-time correlations (see
Appendix B). It is possible to reproduce the classical correc-
tions to the diffusion constant within the diagrammatic ap-
proach. This has been performed in Ref. 47 for ¢=0.

2. Beyond the classical limit

The calculation of quantum corrections to the classical
limit of the FCS in the diagrammatic approach is based on
writing a Dyson equation for the four-point vertex

GALAR(9, 0’ .q.q" 0, ), as discussed by Altland*® in the
case of \;=Az=0. In the limiting case \;=Nz=0, Eq. (58)
describes the time evolution of the density matrix of the
system and, due to probability conservation, the leading
quantum corrections at ¢=0 are determined only by the most
infrared divergent term of the diagrammatic expansion, the
Cooperon.

PHYSICAL REVIEW B 75, 184528 (2007)

The Cooperon consists of the the sum of maximally
crossed diagrams and, in the general case \;,Ap # 0, is de-
fined by the diagrams series

w W oj. W, W

el I A R P e VR T

0, C S0 >‘< +e,_>_ ,ﬁl—_':'t :0‘2:\:{ 0" .
g Wt Rt g (79)

The Cooperon diagram is topologically equivalent to a dif-
fuson diagram after time reversion of the lower line,

W W w7, W
— —,, X — <E — —
0+ c 0 : e 04 i 014 ) [ZT [ n
;= / ¢ 0 1) ¢
0_ 0" % (7 £ - | 0y 0_

TE

wt (80)
In this form the correlation lines do not cross and it is clear
that the contribution of the Cooperon series is at same order

7t
Tt Wt T it

of the diffuson’s one in the 1/% expansion. The sum of the
diagrams series in Eq. (80) leads to

C(ﬁ,ﬂ';w):l

with 9=6,+6" and 9' =6, +6_.
If A;=Nz=0, the Cooperon in the low-frequency, small-
angle limit becomes

1
K1A[9% + (9 +2¢)*] - iwTt

C(9,Y0) = 8(9-9").

(82)

At ¢=0 the Cooperon is divergent in the infrared limit
w—0,60—0 and the quantum corrections can be computed.
This is not the case at ¢#0 [from Eq. (82),
lim,, g ¢0C(9,9";w) is finite] where, due to the breaking
of time-reversal symmetry, the diagrammatic approach does
not work.*® In fact, by Fourier transforming the previous
equation with respect to time and phase it can be easily seen
that the diffusive behavior is modified by the presence of ¢
introducing a relaxation time 74=[(k¢)?/2]. At 7,~ 1, which
is ¢p~1/ \D, the Cooperon contribution is completely sup-
pressed.

The described procedure cannot be generalized to include
nonvanishing counting fields to determine the quantum cor-
rections to the classical result for the FCS. In fact such a
procedure for A\;=Ap=0 crucially relays the possibility of
writing a Dyson equation for the vertex function and ulti-
mately on the existence of a Ward identity corresponding to
probability conservation,*® Tr{p(r)}=1. In the generalized
case, due to the presence of the counting fields in the kernel
GMAM(n,n';1), Tr{p™ M} # 1, a similar conservation law

— T ] {2k sin[9/2 — (\1/2 = Np/2) T {2k sin[ 972 + b — (Ng/2 = N/2) ]}

S(9-19"), (81)

cannot be established when the counting fields are inserted in
the propagators. Let us note that, even if we had an explicit
expression for the quantum corrections to the classical FCS,
it would coincide with the result of Ref. 46 in the limit A,
=Ag=¢=0. In this specific limit the quantum corrections are
shown to be divergent, thus implying that they cannot be
treated as a perturbation of the classical limit. Therefore such
a perturbative calculation cannot give us quantitative infor-
mation on the quantum steady state of the system,**—i.e. the
dynamical localized state.

Anyway our results for the FCS give us direct predictions
for the current and current noise in the system. From Eq. (76)
we find (I;)=(Iz)=0. The low-frequency noise at various
contact is easily determined

S, (w=0)=Sp(w=0)=k4, (83)

showing a signature of the diffusion of the wave function in
the charge space. The correlation between left and right cur-
rents is vanishing:

f (IL(0)Ig(1)) = 0. (84)
R

These results are valid in the classical limit ¥— 0. Realistic
values of the parameter can range from (K~ 10,k~15) to

(K=30,k~10%. In any case with a finite nonvanishing %,
after a time * ~ TK?, the system reaches a steady state with a
localized wave function. In this regime we can easily esti-
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mate the average value of the current and the fluctuations of
the current signal. This is achieved assuming random uncor-
related phases for the localized wave function of the grain:

I
1 )

) = ——=2 ¢"ln), (85)

N2+ 1 =y
P(a,) =1/2m), «a,c[0,2m). (86)

It follows that

m= 0, (87)

2e
o= ——, (88
A CYI )

where the overbar defines [only in Egs. (87) and (88)] the
average over the random phases of the usual Josephson cur-
rent fL(R)=Ze k/ T{sin(p— &1 (r))) defined in Eqs. (5) and (6).
Also in the localized state the current is suppressed by the
chaotic dynamics while the typical value of the current fluc-
tuations is an indirect measurement of the localization
length.

V. CONCLUSIONS

The Cooper pair shuttle is a very rich system where to
study various aspects of the coherence quantum dynamics of
driven systems. In this work we concentrated on two differ-
ent regimes where the charging energy is either much smaller
or much larger than the Josephson coupling energy. In both
cases we analyzed the transport properties as the Josephson
current or the current fluctuations. In the charge regime we
evaluated both the dc and ac Josephson effects. In the other
regime we analyzed the consequences of the underlying clas-
sical chaotic dynamics on the full counting statistics.

We believe that the possibility to realize periodic driving
via time-dependent fluxes opens the possibility to study the
very exciting area of quantum-driven systems in variety of
different situations beyond that considered in this paper.
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APPENDIX A: EFFECT OF NONDEGENERACY DURING
THE CYCLE

In this appendix we discuss the Josephson current in the
Cooper pair shuttle when the gate voltage fluctuates around a
fixed value away from the degeneracy point even during the
connection to the electrodes. In Sec. III we assumed n,(t)
=1/2 during the Josephson contacts to enhance the Cooper
pair transfer and n,(f)=const#0 during the free-evolution
time. From an experimental point of view, however, it would
be easier to avoid this periodical modification of the gate
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voltage V,. It can be therefore interesting to have an expres-
sion for the dc Josephson current in the case of constant gate
voltage.

If n,(t)=const=1/2, the Josephson current can be ob-
tained from the expressions of Sec. III with the replacement
X—=X—=0. If n,(r)=const#1/2, instead, the general ex-
pression for for the current [Eq. (23)] still holds, but differ-
ences arise in the explicit form of matrix M and vector v,,.
During the free-evolution time intervals the dynamics is un-
changed compared to the case discussed before. In the L and
R regions, instead, we have to include in the Hamiltonian the
term proportional to the charging energy difference E. be-
tween the two charge states. The Hamiltonian (system and
bath), in the basis which diagonalizes the Cooper pair box,
now reads

E A }
= EO’Z + OlcosRu)o, +sinQu)o ] + Hyuy, (A1)

where O is the same as in Eq. (10), and
E= (Eé + E3)1/2, cos(Qu) =E/E.

The Hamiltonian in Eq. (A1) has been widely studied.?? In
Born-Markov and rotating-wave approximations the time
evolution of populations (diagonal terms) in the reduced den-
sity matrix and coherences (off-diagonal ones) is still inde-
pendent. The respective decoherence rates read

PP =2y, sin’(2u).

coher.

Y =y sin®(2u) + Ty cos(2u).

(A2)

(A3)

We notice that we have to introduce two different dephasing
rates 7y; and I',. In our approximation, they are 7y,
=(mw/2)aE coth(E/T,) and I'j=27raT, in case of weak cou-
pling of the system to the bath («<<1). Depending on the
relative strength of the two energy scales E.- and E;, we have
different effects. If E-=0 (corresponding to 2u=1m/2), we
recover the Hamiltonian of the early case described in Sec.
II. If E-<<E;, we have corrections of order E-/E; in our
previous results, and we are not interested in them as we get
a finite result at zero order in E-/E;. In the opposite limit
E;<E_, the situation is quite different. If one neglects E,,
the current vanishes because 7 is a constant of motion. The
first nonvanishing term must be of order E;/E.. Below we
give the analytical expression for the current in the limit of
strong dephasing (for 7;,=tg=t; and 7_=t_=t.) including
only the leading-order term in E;/E.. The strong dephasing
limit refers to the condition y,z;,1"jt;, yct-> 1, which allows

a series expansion of the Josephson current at first order in
eV, ¢ Uil and eclc;

2e Ec) ( E,>2
I ~ ——tanh| — || = | sin ¢e 7'c{sin(2
strong T (Tb EC (be { ( X)

cohert

X[cos(260)e™"" 11 — P71 + Cos(zx)e_ycoher.tj}-
(A4)
In this cases the Josephson energy no longer enters the cur-

rent through the combination Et; as in the previous case, but
rather it appears through the ratio E;/E.. There is an overall
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suppression factor %(E,;/E.)?. Note that the dependence on
the dynamical phase y is not the same of that in Eq. (29).
The approximation E;<<E also induces a hierarchy in the
dephasing rates, ¥;"""> 2P ~2(E,/ E()?y,. Within such an
approximation, we can neglect terms of order e~/ with re-
spect to 1 (or equivalently 7" with respect to e ) in
the current expression, leading to

I strong k tanh( EC) ( E; ) —[2(EJE) yt vt ]
p T T,

Xsin(2y)sin ¢. (A5)

The exponential suppression due to dephasing in the Joseph-
son contact times is reduced by the factor sin(2w)
~(E//EQ)*.

APPENDIX B: PHASE-DEPENDENT CORRECTIONS TO
THE CLASSICAL DIFFUSION

In this appendix we derive Eq. (53) for the charge diffu-
sion coefficient obtained for the modified Chirikov map in
Eq. (52). The starting point of the calculation, following the
idea of Ref. 38, is to rewrite the Eq. (52),

—Ksin{6,_; - [(r+ 1) mod 2]¢},

Pi=Pi-1

0,=6,_ +p;, (B1)

as a time evolution equation for the probability distribution
function in the phase space, P(6,n;t), in which we add a
further random step. It reads

2
P(ﬁ,n;t):f G(6-6',n)
0

XP(0',n+Ksin{€ —[(t+ 1) mod 2]¢};t— 1)dx,
(B2)

where ¢ counts the number of kicks. The kernel G defines the
random step between two kicks,

(86— n +2mm)?
G(60,n) = ry E ex { _
2770 e 20
1 . —om?12 zm(ﬁf)—n)
=7 2 > e (B3)

It correspond to add a diffusive term (o/2 the diffusion co-
efficient) in the differential equation for the time evolution
between two kicks. In this way we have replaced the deter-
ministic dynamics of Eq. (B1) with a stochastic one which
reproduces the effect of chaotic dynamics. At the end of the
calculations we can take the limit c— 0.

By introducing the Fourier coefficients for the probability
distribution function P(6,n;t) defined through

P(O,n;1) = E dpam (p)elm®rm  (B4)

m=—ow

(2 m)?

we can write the diffusion coefficient as
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p=ty=L tim (:i) (). (B5)
dp

2t 2t , o
We have implicitly assumed that po=0. We now rewrite the
time evolution in Eq. (B2) in the Fourier space and then we
expand in powers of 1/ VK. The first step is performed by
simply inserting Eqs. (B3) and (B4) into Eq. (B2). After
some algebra, we find

+o0
o, ey,
fr%t)(P) |: 2 J[(K|p’|)et¢sgn(17 )g=om /2]61’(",: 1)(p ),
|=—0

(B6)

a}(iHl)(p) — [ E JZ(K|pr|)e—0'm ] (21)(p ) (B7)

[=—0

p'=p+m, m'=m-Isgn(p'), (B8)

where J;(x) is the I/th Bessel function.

If we represent the variables p and m, respectively, in the
x axis and y axis in the plane, Eq. (B8) defines a path in such
a plane. The calculation of the diffusion constant through Eq.
(B5) is therefore reduced to the calculation of az) (p) along
the path defined by Eq. (B8). Indeed many paths can contrib-
ute and one has to sum over them. As is evident from Eq.
(B5) only terms of afr?(p) linear in time are important; there-
fore, we can consider an even number of periods. We assume
the initial condition afffo)(p): 9,000+ Then, from Eq. (B8)
the first step of the path is either (0,0)—(-1,1), (0,0)
—(1,-1), (0,0)—(0,0). From Eq. (B5) we realize that also
the final point of the path has to be at m=0. The number of
steps of the path corresponds to the number of kicks. A
trivial path consists in remaining at the origin,

(0*,0) — (0%,0) — — (0%,0).
241 ’ (B9)

The contribution of this path is

ay"(p — 07) =[Jo(Klp) e (p) = {1 - 2:(’{2 ) ] §(0),
(B10)

which, combined with Eq. (B5), gives D=K?/4. This is the
standard result corresponding to the zeroth-order term in the
1/VK expansion. Any other term corresponds to a path with
steps moving away from the origin. Any such step in the
maps in Eqs. (B6) and (B7) involves a Bessel function
J(x~K), which, in the limit K>1, decays like ~1/ VK
Therefore a perturbation in 1/K is a perturbation in the num-
ber of steps away from the origin in the path. The path in Eq.
(B9) is the only contribution at zeroth order, and it is inde-
pendent of the phase difference ¢.

The first correction to the result in Eq. (B10) involves the
path (0,0)—(1,-1)—(0,1)—(0,0), and it is symmetric
with respect to the origin of the axes. By identifying the path
with its numerical value, we write the corrections to the dif-
fusion constant as 6D="P;+P,, with
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(B11)

In calculating the contribution of the first of the two paths we
have to consider that the steps out of the origin can start at
any of the (2¢-2) intermediate steps:

a(()2f)(p — 0" =r- 2)[J0(Kp)]2[_31_1(Kp)e_i‘f’
X L[ (p + DK]e™"J_ (Kp)e e~ "a (p)

Kp\> .
~ (21— 2)(7”) 240 (K). (B12)
The same procedure leads to P,=P;(¢p— —¢). We can now
determine the correction to the diffusion coefficient:
K? 1
D:Z[l -2 cos(2¢p)J,(K)]+ O g , (B13)
If we observe that we measured time in number of kicks—

i.e., in units of 7T/2, Eq. (B13) exactly coincides with Eq.
(53)—in which time is measured in units of 7.

APPENDIX C: FULL COUNTING STATISTICS OF COOPER
PAIR SHUTTLING

In this appendix we briefly review the technique of full
counting statistics introduced in the seminal paper of Levi-
tov, Lee, and Lesovik*® and developed by Nazarov and col-
laborators (see Ref. 49). We use such formalism to obtain
Eqgs. (56) and (57) presented in the text. We present the gen-
eral results for charge counting statistics without considering
spin effects,® which do not play any role in the case of
Cooper pair transport analyzed in the paper.

Consider a conductor in which the charge dynamics is

determined by the Hamiltonian I:Isys. We are interested in the

A

statistics of the current operator / through a given section of
the conductor.

We introduce the function 3(A,\,7)=exp[-&(A,\,7)];
we will refer to as full counting statistics, formally defined
through

3 (A’ )\’ T) = TI'[Z;{_‘_)\( T, O)ﬁ(o)z;[{—)\(T’ 0)]‘7

PN (C1)
N - 7 A ds
U\ (7,0) = Texp| —i HAi)\/Z(S)% ) (C2)
0
A A h o
HAi)\/Z = Hsys - _(A + )\/2)1 (C3)
e

It this expression the density matrix of the system is let
evolve in time according to two different Hamiltonians for
bra and ket. The trace of this “modified” density matrix is the

PHYSICAL REVIEW B 75, 184528 (2007)

full counting statistics. The difference between the two
Hamiltonians is due to the presence of A # 0, which is called
the counting field. It can be seen by direct verification that
3(A,\,7) is the generating function of current moments:

[7)1\3(/\’)\»7-”7\,/\:0 = %f dtl T dtn<i(t1) e i(tn)>
[O’T]Xn

(C4)

Let us also observe that the derivative of S(A,\,7) gives us
the cumulants of the current instead of its moments:

A S(AN, )|\ a0
=— 07;’\ (IHB(A’)\7 T))|)\,A=O

=(_ i/e)nf dtl”'dtn<i(t1)"'i(tn»conn» (CS)
[O,T]X"

where (-).,n, indicates the cumulant of the distribution func-
tion. The FCS can be adapted to determine various integrated
correlation functions differing in the time ordering of the
current operators and to obtain the correlation functions at
arbitrary times rather than the integrated ones, thus being
revealed as powerful tools in the investigation of the trans-
port properties of a system.

Since the FCS can provide us information about the trans-
port properties of the system, it would be meaningful to have
an interpretation of 3(A,\,7) directly in terms of charge
transfer. As we are interested in the transport properties of a
given system contacting two electron reservoirs,”! the prop-
erties of the system are fully characterized by knowledge of
the probability P.(N) of transferring N charges in a given
time interval 7. P(N) is equivalently defined by its generat-
ing function y(\)=2yP.(N)exp(iN\). In particular all mo-
ments of the current distribution function can be obtained as

f « dtl .”dtm<i(tl) i(tm)>
[o, 7"

=2, (eN)"P(N) = (= ie)" ! x(Mro-  (C6)
N

Due to the relation between the current moments and the
function y(\), it would appear natural to interpret the
3(N,A, 7) just constructed as the generating function of the
probabilities P(N). It can be shown that

1 2 )
PAAN)=— f dN3 (AN, e (C7)
27T 0

is a positive defined probability if 3(\, A, 7) and is indepen-
dent of A, in which case also P (A,N) is.

Despite the previous analysis there are cases in which an
interpretation of the transport properties in terms of classical
probabilities is not possible. Coherent charge transfer be-
tween superconductors is a paradigmatic example. The
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interpretation of the FCS in this case has been discussed in
the literature (see Ref. 49 and references therein). Here we
just notice that the appearance of nonpositive or imaginary
values of P(A,N) are a signature of the coherent nature of
charge transfer between superconductors.

We need to adapt the procedure to the case of a tunnel
junction where the current operator is defined in terms of
creation and annihilation operators in the two different leads.
Due to the linear coupling between the current and the count-
ing field \ in Eq. (C3), charge conservation ensures us that
the counting field fulfills all properties of a U(1) gauge field.
In other words it means that the counting field plays the same
role as the electromagnetic field A. In the case of a tunnel
junction between two electron reservoirs we are interested in
the current through the region between the two leads. The
Hamiltonian is

H= 2 Eé} éan+ Hy+ HY,
A=L,R

(C8)

I:IT = 2 Tk,hé;kéL,h’ (C9)
k,h

where E; is the k-dependent energy of electrons in the reser-
voirs, Ty, is the tunneling amplitude, and ¢y, and C%L(R)’k
are, respectively, the annihilation and creation operators for
electrons in the left (right) reservoir. As the Hamiltonian is
written in terms of operators defined at spatially separated
points—that is, at left (L) and at right leads (R)—we have to
insert the counting field in the only way compatible with the
U(1) symmetry of the theory. It means that the counting field
must enter through the Wilson line,>?

exp(i f A - dr) = o i(A+M2).
L—R

It results in a N-dependent Hamiltonian H A+n/2 Obtained by
the Hamiltonian in Eq. (C8) after the replacement

(C10)
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A

Hy— e\ (C11)

Indeed the integral in Eq. (C10) depends on the specific path
going from the left to the right lead, but in our case, the
parameter A+\/2 is defined in terms of the whole integral
and, thus, the path dependence in Eq. (C10) is irrelevant. We
can now construct the FCS for the Cooper pair shuttle.

The model system we refer to is defined in Sec. II. For
sake of simplicity, here we consider only the case t; =fp=t,,
E(JL):EgR):E 1, and t_,=t_ =t.. We consider the counting sta-
tistics for electrons passing through a counter at the left lead.
The charge transfer in the Cooper pair shuttle takes place
through the Josephson effect—i.e., coherent tunneling of
Cooper pairs. According to the general procedure just de-

scribed, we have to construct H,,,,, for the tunneling of
Cooper pairs by modifying Eq. (C11). In the Hamiltonian of
the Cooper pair shuttle, Eq. (47), the tunneling term corre-
sponds to the creation of a Cooper pair (of charge 2¢) in the
grain; therefore, the modification of the Hamiltonian in Eq.
(CI1) is given by

[n+ 1)(n| — @MV 4 1)(n] (C12)

or, equivalently,

Hyonp=Ho(dp — ¢y +2A £ ). (C13)

In this way \ is counting the charge in units of e. Note that A
can be reabsorbed into ¢; by the redefinition ¢, +A — ;.
Therefore, as long as the FCS depends on ¢, it will depend
on A and the interpretation in terms of probabilities that a
certain number of Cooper pairs have traversed the shuttle
will be impossible. The construction of the FCS including
counting fields both at left and right contacts is straightfor-
ward and gives

]:I)\L/Z,)\R/Z = Ho(d — b~ Np.bg — dp—Ng). (C14)

as presented in Eq. (57).
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