
Decay of a nonlinear impurity in a structured continuum
from a nonlinear Fano-Anderson model

Stefano Longhi
Dipartimento di Fisica and Istituto di Fotonica e Nanotecnologie del CNR, Politecnico di Milano,

Piazza Leonardo da Vinci 32, I-20133 Milan, Italy
�Received 4 January 2007; revised manuscript received 22 March 2007; published 18 May 2007�

The decay dynamics of a nonlinear impurity mode embedded in a linear structured continuum is theoreti-
cally investigated in the framework of a nonlinear Fano-Anderson model. A gradient flow dynamics for the
survival probability is derived in the Van Hove ��2t� limit by a multiple-scale asymptotic analysis, and the role
of nonlinearity on the decay law is discussed. In particular, it is shown that the existence of bound states
embedded in the continuum acts as transient trapping states which slow down the decay. The dynamical
behavior predicted in the �2t limit is studied in detail for a simple tight-binding one-dimensional lattice model,
which may describe electron or photon transport in condensed matter or photonic systems. Numerical simu-
lations of the underlying equations confirm, in particular, the trapping effect in the decay process due to bound
states embedded in the continuum.
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I. INTRODUCTION

The description of the decay dynamics of unstable quan-
tum states is a subject of considerable and continuous rel-
evance in different areas of physics.1–3 It is well known that
an exponential decay law is the universal hallmark of un-
stable systems according to the Fermi golden rule, whose
quantum-mechanical derivation is based on the assumption
that the temporal evolution of an unstable quantum system is
dominated by a pole near the real axis of the complex energy
plane �Weisskopf-Wigner or Breit-Wigner approximation;
see, for instance, Ref. 4 and references therein�. The deriva-
tion of an irreversible master equation, characterized by an
exponential decay, was rigorously presented in 1950 by Van
Hove in an asymptotic analysis based on the so-called �2t
limit,2,5,6 which assumes an infinitesimal small coupling � of
the decaying discrete state with the continuum �reservoir�
and observes the system on the long time scale �1/�2. How-
ever, it is well known that the decay dynamics of an unstable
quantum system described by an unitary operator cannot be
purely exponential, with deviations from an exponential de-
cay occurring at both short and long times. In particular, at
short times, the survival probability P�t� is always parabolic,
i.e., dP /dt→0 as t→0, a circumstance which can be ex-
ploited to slow down the decay process by repetitive mea-
surements �quantum Zeno effect; see, for instance, Refs. 2
and 7 and references therein�. Nevertheless, in most common
unstable quantum systems encountered in nature, deviations
from an exponential decay occur solely at very short or very
long times, making it practically impossible their detection;
for instance, the Zeno region, i.e., the initial temporal inter-
val where �dP�t� /dt� / P is much smaller than the golden-rule
decay rate, may range from �10−17 s for spontaneous emis-
sion of atoms in vacuum to less than �10−20 s for decaying
particles �see, for instance, Ref. 4�. A way to enhance non-
exponential features of the decay dynamics is to “structure”
the continuum �reservoir�, making the dynamics strongly
non-Markovian. Such a possibility has been extensively in-
vestigated in recent years especially in the quantum optics

context, such as in several studies of spontaneous emission
in photonic crystals.8–10 Typical features of non-Markovian
dynamics are nonexponential decay, fractional decay and
population trapping, atom-photon bound states, and damped
Rabi oscillations. Convincing experimental evidences of
these effects in the quantum optics context, however, are still
lacking.11 On the other hand, a typical quantum effect such
as the tunnel effect, which is particularly suited to account
for the dynamics of unstable systems,12 can be properly en-
gineered in macroscopic systems in such a way to push the
time window of the Zeno region to a measurable level. For
such reasons, the first clear experimental observation of non-
exponential decay at short times for an unstable system was
performed solely one decade ago in an experiment on quan-
tum tunneling of ultracold sodium atoms in an accelerated
periodic optical potential,13 with the Zeno temporal region
falling in the microseconds time scale. The observation of
Zeno and anti-Zeno effects has been subsequently demon-
strated for the same system.14 Some recent theoretical works
have shown that nonexponential decay features and Zeno
dynamics also occur for quantum tunneling in other macro-
scopic or mesoscopic systems, such as Josephson
junctions,15 semiconductor nanostructures,16 and spin
chains,17 or in photon tunneling in coupled optical
waveguides or resonators.18,19 In many of these systems,
nonlinear effects may be non-negligible, and the dynamics
should be described by extended Hamiltonian models which
properly account for either local or distributed nonlinearity
�see, for instance, Refs. 20–31 and references therein�. A few
relevant examples of nonlinear effects that may accompany
tunneling processes are atom-atom interaction in dense mat-
ter wave systems,20–22 polaronic behavior in strongly coupled
electron-vibration systems,23–26 or material nonlinearity
in coupled optical waveguides or photonic crystal
resonators.27–31 While the decay dynamics of an unstable
state in a linear system, including the validity of the golden
rule in the �2t limit and the occurrence of nonexponential
deviations at short and long times, is to date well understood,
the effects of nonlinearity on the decay dynamics have not
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received an adequate attention yet. It is the aim of the present
work to provide some insights into this subject and to high-
light the occurrence of nonexponential features of the decay
law which are of purely nonlinear nature. Specifically, we
consider the decay dynamics of a nonlinear discrete state
embedded into a structured linear continuum in the frame-
work of a nonlinear extension of the Fano-Anderson
model,32,33 which may describe electron or photon transport
in one-dimensional lattices with a local nonlinear impurity
mode.25,26,29,30,34,35 By means of a multiple-scale asymptotic
analysis, a decay law for the survival probability P�t� is de-
rived which provides an extension to the nonlinear case of
the �2t Van Hove limit.2,5,6 In the linear regime, the �2t limit
yields a purely exponential decay �golden rule�; the nonlin-
earity introduces nonexponential features which should be
observable whenever the nonlinear-induced shift of the im-
purity mode resonance spans a spectral region where the res-
ervoir spectral function changes rapidly. A noteworthy case
is that of a reservoir spectral function showing pointlike
gaps, which induce a slowing down of the decay and a char-
acteristic staircase profile for the survival probability. Such a
behavior is closely related to the existence of bound states
embedded in the continuum, which are responsible for frac-
tional decay in the linear regime but that are unstable attrac-
tors of the dynamics in the nonlinear regime.

The paper is organized as follows. In Sec. II, the nonlinear
Fano-Anderson model is presented, and the existence of non-
linear bound states is discussed. In Sec. III, a multiple-scale
asymptotic analysis of the underlying equations is used to
derive a gradient flow describing the decay dynamics in the
�2t limit. In particular, it is shown that bound states embed-
ded in the continuum correspond to unstable trapping states
which slow down the decay process. In Sec. IV, an example
of nonlinear decay dynamics for a tight-binding lattice model
with a local impurity is presented, and the main results pre-
dicted within the �2t asymptotic limit are confirmed by direct
numerical simulations of the underlying equations. Finally,
in Sec. V, the main conclusions are outlined.

II. NONLINEAR FANO-ANDERSON MODEL

A. Basic model

The starting point of the analysis is provided by an exten-
sion of the standard Fano-Anderson model3,32,33 which de-
scribes the interaction of a nonlinear impurity state �a� with a
structured linear continuum composed by a set of continuous
states �k� with energy ���k�. The Hamiltonian of the inter-
acting system can be written as H=H0+�V+HNL, where

H0 = ��a�a��a� +	 dk���k��k��k� �1�

is the Hamiltonian of the noninteracting discrete and con-
tinuous states in the linear regime �with �a �a�=1, �k� �k�
=��k�−k�, and �a �k�=0�,

V = �	 dk�v�k��a��k� + v*�k��k��a�� �2�

describes the interaction of the discrete state �a� with the
continuum, � is a dimensionless parameter that measures the
strength of the interaction, and HNL accounts for the nonlin-
earity localized at the impurity. A typical form of HNL is the
following one �see, for instance, Refs. 25 and 35�:

HNL = − ��f��ca�2��a��a� , �3�

where f��ca�2� determines the nature of the nonlinearity, �
measures the strength of the nonlinearity, ca= �a ���, and ���
is the state of the system. In this work, we will assume
f��ca�2�= �ca�2, which corresponds in the condensed-matter
context to an underlying harmonic oscillator degree of free-
dom enslaved to the excitation �electron� at the impurity
site,25 or to a Kerr nonlinearity �e.g., a cubic nonlinear reso-
nator or waveguide� in the optical context.29,30,36 For the sake
of definiteness, in the following we will assume ��0,
though a similar analysis could be done for the opposite �
	0 case. If we expand the wave function ��� of the system
as ���=ca�t��a�+
dkc�k , t��k�, from the equation i��t���
=H���, the following coupled-mode equations can be de-
rived for the expansion coefficients ca�t� and c�k , t�:

iċa�t� = ��a − ��ca�2�ca + �	 dkv�k�c�k,t� , �4�

iċ�k,t� = ��k�c�k,t� + �v*�k�ca�t� , �5�

where the dot indicates the derivative with respect to time.
Note that, as compared to the standard linear Fano-Anderson
model, the localized nonlinearity in the system just intro-
duces a nonlinear shift of the resonance frequency �a of the
impurity state, with the instantaneous nonlinear resonance
frequency being �a

NL=�a−��ca�t��2. Note that, as in the lin-
ear model, from Eqs. �4� and �5�, it follows that the norm
���t��2 is conserved, i.e., ���t��2= �ca�t��2+
dk�c�k , t��2=1.
Typically, we assume that the frequency ��k� of continuous
states spans a finite interval �a band� �1	�	�2 for the
allowed values of the continuous variable k, and that �a

NL is
fully embedded in the continuum during the dynamics. At
initial time t=0, we further assume that the system is in state
�a�, i.e., that ca�0�=1 and c�k ,0�=0. As in the linear Fano-
Anderson model, an equivalent formulation of the decay
problem can be stated in terms of an integrodifferential equa-
tion for ca�t� solely, which can be derived after an elimina-
tion of the continuum degrees of freedom. In fact, substitu-
tion of the formal solution c�k , t� obtained from Eq. �5� with
the initial condition c�k ,0�=0 into Eq. �4� yields the follow-
ing exact nonlinear Volterra integrodifferential equation for
ca�t�:

iċa�t� = ��a − ��ca�t��2�ca�t� − i	
0

t

dt�
�t − t��ca�t�� , �6�

where
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��� = �2	 dk�v�k��2 exp�− i��k��� �7�

is the memory function of the reservoir �continuum�. Here,
we assume that the solution to the nonlinear Volterra equa-
tion �Eq. �6�� with the initial condition ca�0�=1 fully decays
toward zero as t→�. In the linear Fano-Anderson model,
i.e., for �=0, the necessary and sufficient condition for the
full decay of ca�t� is the nonexistence of bound states for the
full Hamiltonian H=H0+�V �see, for instance, Refs. 3, 9,
10, 33, and 37�. In particular, for a small interaction ��
→0�, the full decay of ca�t� is ensured provided that �a is
embedded in the continuum �i.e., �1	�a	�2� and that the
reservoir spectral function G�����v����2���� �����
=�k /�� is the density of states of the continuum� vanishes at
the band edges �=�1,2 �see, for instance, Ref. 37�. Unfortu-
nately, in the nonlinear case, it is a challenging task to pro-
vide general and rigorous conditions that ensure a full decay
of ca�t�; however, this problem goes beyond the purpose of
this work.38 In the next section, it will be shown that, in the
�2t limit, the dynamics of the survival probability P�t�
= �ca�t��2 can be derived from a potential and full decay is
attained provided that the nonlinear frequency �a

NL=�a−�P
remains fully inside the band ��1 ,�2� of the continuum for
0� P�1.

B. Nonlinear bound states

Though in the nonlinear regime spectral methods cannot
be applied to study the dynamics of Eqs. �4� and �5�, it is
nevertheless worth to briefly investigate the existence of
nonlinear bound states of the nonlinear Fano-Anderson
model since they can play an important role in the decay
dynamics of ca�t�, as discussed in the next section.

For the nonlinear Fano-Anderson Hamiltonian H, one can
introduce nonlinear eigenstates ��E� corresponding to the ei-
genvalues E=�� as solutions of the nonlinear eigenvalue
equation H��E�=����E�. After introduction of the density of
states ����=�k /��, from Eqs. �4� and �5�, one obtains

�ca = ��a − ��ca�2�ca + �	
�1

�2

d�����v���c̃��� , �8�

�c̃��� = �c̃��� + �����v*���ca, �9�

where we have set c̃���=����c���. The nonlinear eigen-
state corresponds to a bound state provided that ��E� is
square integrable. This implies

��E�2 = �ca�2 + 	
�1

�2

d��c̃����2 	 � . �10�

Note that, as compared to the linear Fano-Anderson model,
the local nonlinearity enters in Eq. �8� to produce a nonlinear
shift of the resonance frequency of state �a�. As in the linear
case �see, for instance, Ref. 39�, from Eq. �9�, it follows
that c̃��� does not show singularities �i.e., deltalike
contributions�—and hence ��E� is square integrable—
provided that either � falls outside the band ��1 ,�2� of the

continuum or � falls inside the continuum but �����v����2
vanishes at �=� at least as ���−��� for some ��0. We
therefore have to distinguish two cases.

�i� Bound states outside the continuum. This is the most
common case encountered in a structured continuum with a
finite band. A bound state with energy �� outside the con-
tinuum exists provided that a root of the equation

� − �a + ��ca�2 = �2���� �11�

can be found outside the band ��1 ,�2�, where we have in-
troduced the energy shift � given by

���� = 	
�1

�2

d�
�����v����2

� − �
. �12�

In the linear case �=0, the conditions for the existence of
bound states outside the continuum have been widely inves-
tigated in the open literature �see, for instance, Refs. 9, 10,
and 37�. In particular, �i� there can be at most two solutions
of Eq. �11� outside the continuum, and a sufficient condition
for the existence of two bound states is that �����v����2 does
not vanish at the edge of the band, since in this case ����
diverges to �� as �→�1,2

� ; �ii� if �a falls outside the band
��1 ,�2�, there is always at least one bound state; and �iii�
bound states outside the continuum do not exist provided that
�1	�a	�2 and that �2−�a��2���2�, �1−�a	�2���1�.

In the nonlinear case, note that, if we assume the normal-
ization condition ��E�2=1, taking into account that c̃���
=�����v*���ca / ��−�� �Eq. �9��, from Eqs. �10� and �12�,
one readily obtains

�ca�2 =
1

1 − �2�d�/d��
, �13�

and therefore condition �11� for the existence of nonlinear
bound states outside the continuum is that the equation

� − �a = �2���� −
�

1 − �2�d�/d��
�14�

admits solutions outside the band ��1 ,�2�. Owing to the
nonlinear additional term on the right-hand side in Eq. �14�,
nonlinear bound states may exist in parameter regions where
linear bound modes do not exist. For instance, in the �→0
limit and assuming that ���� is not singular at the band
edges, Eq. �14� yields ���a−�. Therefore, a linear reso-
nance �a embedded in the continuum can be shifted outside
the band for an enough strong nonlinearity, yielding a bound
state outside the continuum. Such a result is well known and
has been widely studied, for instance, in tight-binding lattice
models with nonlinear impurity modes.26,34,35 Stability of
these nonlinear bound states has also been discussed for
some specific models �see, for instance, Ref. 26�. Note that,
in the �→0 limit, from Eq. �13�, one has �ca�2�1. As the
decaying system is initially prepared just in the state ca�0�
=1, the existence of a nonlinear bound state outside the con-
tinuum is expected to prevent the decay of ca�t�. As in this
work, we are interested to investigate the role of the nonlin-
earity in the process of the impurity decay dynamics; we will
exclude from our analysis the case where the system admits
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a bound state outside the continuum. In the �2t limit dis-
cussed in detail in the next section, it will be shown that the
decay of ca�t� would be prevented owing to the existence of
marginally stable bound states outside the continuum when
the condition

�1 + � 	 �a 	 �2 �15�

is not satisfied. Note that the above condition is equivalent to
assuming that, during the decay process, the instantaneous
nonlinear frequency �a

NL=�a−�P of the impurity state al-
ways remains embedded in the band ��1 ,�2� of the con-
tinuum.

�ii� Bound states inside the continuum. In addition to
bound states outside the continuum, in certain special struc-
tured reservoirs, there might also exist bound states with en-
ergy inside the continuum �see, for instance, Refs. 39 and
40�. A nonlinear bound state at frequency � embedded in the
continuum does exist provided that the following two condi-
tions are simultaneously satisfied:

�v����2���� = 0, � − �a + ��ca�2 = �2���� . �16�

Additionally, v������� should vanish as �→� at least as
���−�� in order to ensure a finite norm �Eq. �10��. The first
equation in Eq. �16� can be satisfied for either ����=0 or
v���=0. Note that the former case corresponds to the exis-
tence of a pointlike gap in the density of states inside the
band, whereas the latter case, v���=0, implies that the dis-
crete state �a� does not interact with the continuous state of
frequency � and thus implies a “colored” interaction profile
v��� with one zero at �=�. Though nonlinear bound states
embedded in the continuum are expected to be unstable as
discussed in the next section, they can nevertheless play a
major role in slowing down the decay process of ca�t�. Intu-
itively, in the regime of a small interaction ��→0�, �ca�t��2
varies slowly in time and therefore locally the dynamics of
ca�t� is envisaged to be that of a linear mode with frequency
�a

NL=�a−��ca�t��2. If in the decay process the amplitude
ca�t� reaches an instantaneous value satisfying Eq. �16�, the
state of the system is close to the nondecaying nonlinear
bound state embedded in the continuum, and therefore the
decay is expected to slow down. This dynamical scenario
will be described in detail in Sec. IV with reference to a
specific lattice model.

III. GRADIENT FLOW DYNAMICS OF THE DECAY
IN THE �2t LIMIT

A. Multiple-scale asymptotic analysis

In the theory of quantum-mechanical decay of unstable
states, a noteworthy limiting case corresponding to an irre-
versible evolution characterized by a master equation and
pure exponential decay is the Van Hove �or �2t� limit.2,5,6

The crucial idea is to consider the simultaneous limits �
→0 and t→� with �2t finite, i.e., to assume a weak coupling
condition ��→0� and to “observe” the system on the tempo-
ral scale �1/�2. It should be noted that, even in the linear
case ��=0�, an asymptotic analysis of Eqs. �4� and �5� �or of

the eigenvalue equations �8� and �9�� in the �→0 limit poses
severe mathematical difficulties owing to the appearance of
resonance singularities �Poincarè resonances� in the series
expansion �see, for instance, Refs. 41–43�. Though a rigor-
ous approach to overcome the subtle mathematical difficul-
ties arising from resonances would require the introduction
of a complex spectral representation for the Hamiltonian, a
pure exponential decay �golden-rule result� can be obtained
in a simple way in the asymptotic expansion by collecting
the most diverging terms in t �the most secular effect� that
are precisely characterized by the �2t expansion. Following
this simpler approach, here we extend the �2t limit to inves-
tigate the decay dynamics for the nonlinear Fano-Anderson
model presented in the previous section. By means of a
multiple-scale asymptotic analysis of Eqs. �4� and �5� in the
�→0 limit, a differential equation for ca�t� is derived as a
solvability condition at order ��2 in the asymptotic expan-
sion which reproduces the golden-rule result in the linear
regime. The problem is to construct an asymptotic approxi-
mation for the amplitude ca=ca�t ;�� as �→0, with
ca�0,��=1, which is valid uniformly in time at least up to the
Van Hove time scale �1/�2. The choice of the scaling in the
asymptotic analysis should be consistent with the Van Hove
result that, in the linear �=0 limit, the survival probability
P�t�= �ca�t��2 must decay exponentially. In order to perform
the asymptotic analysis, it is convenient to remove the rap-
idly varying oscillating term �exp�−i
0

t dt��a
NLdt�� from the

amplitude ca�t�, which survives in the �=0 limit, by the in-
troduction, in place of ca�t� and c�k , t�, of the following am-
plitudes:

Ca�t� = ca�t�exp�i�at�exp�− i�	
0

t

dt��ca�t���2� , �17�

C�k,t� = c�k,t�exp�i�at�exp�− i�	
0

t

dt��ca�t���2� . �18�

Substitution of Eqs. �17� and �18� into Eqs. �4� and �5� yields
the following coupled equations for the amplitudes Ca and C:

iĊa�t� = �	 dkv�k�C�k,t� , �19�

iĊ�k,t� = ���k� − �a + ��Ca�t��2�C�k,t� + �v*�k�Ca�t� .

�20�

An inspection of the structure of Eqs. �19� and �20� suggests
one to seek for a solution in the form of the following per-
turbation expansion:

Ca = Ca
�0� + �2Ca

�2� + ¯ , �21�

C = �C�1� + �3C�3� + ¯ . �22�

As we require the asymptotic expansion for Ca to be uni-
formly valid in time, multiple scales for time are requested to
remove secular growing terms that arise in the perturbation
expansion as a result of resonance effects. Precisely, we in-
troduce the two times scales
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T0 = t, T2 = �2t . �23�

As shown below, the evolution of Ca
�0� on the time scale T2

will be derived as a solvability condition in the perturbation
analysis at the order ��2. To further proceed in the analysis,
we must specify the order of magnitude of all the parameters
entering in Eqs. �19� and �20� and especially the order of
magnitude of the nonlinearity �. As our aim is to highlight
deviations from the exponential decay �golden-rule result�
induced by the nonlinearity of the system, we will consider
the scaling ��2−�1����1 corresponding to a “strong”
nonlinear regime. In fact, in this limit, the nonlinearity is
strong enough that the deviation of the “nonlinear” reso-
nance frequency �a

NL from �a induced by the nonlinearity is
of the same order of magnitude than the bandwidth of the
continuum. Introducing Ansätze �21� and �22� into Eqs. �19�
and �20�, using the derivative rule �t=�T0

+�2�T2
and collect-

ing the terms of the same order in the equations so obtained,
a hierarchy of equations for successive corrections to Ca and
C is obtained. At leading order, ��0, from Eq. �19�, one
simply obtains

i
�Ca

�0�

�T0
= 0, �24�

whose solution is given by

Ca
�0� = A�T2� , �25�

where the amplitude A may vary on the slow time scale T2
and A�0�=1. At order ��, from Eq. �20�, one has

i
�C�1�

�T0
− ���k� − �a + ��A�2�C�1� = v*�k�A , �26�

whose solution, with the initial condition C�1��k ,0�=0, is
given by

C�1��k,T0� = − iv*�k�A�T2�	
0

T0

dt�

�exp�− i��k�t� + i�at� − i��A�2t�� . �27�

Finally, at order ��2, from Eq. �19�, one obtains

i
�Ca

�2�

�T0
= F�T0� , �28�

where the forcing term F is given by

F�T0� = − i
�A

�T2
− iA	 d������v����2	

0

T0

dt�

�exp�− i�� − �a + ��A�2�t�� . �29�

In order to analyze the occurrence of secular growing terms
in the solution Ca

�2�, which would make the term �2Ca
�2� in Eq.

�21� of the same order as Ca
�0� after a time �1/�2, we need to

study the behavior for T0→� of the forcing term F entering
in Eq. �28�. Taking into account the well-known relation

lim
T0→�

	
0

T0

dt� exp�− i�� − i0+�t�� = ���� − iP� 1

�
� ,

�30�

the asymptotic behavior of F at large values of T0 can be
obtained from Eq. �29� and explicitly reads

F�T0� � − i
�A

�T2
− iG��a

NL�A + ���a
NL�A , �31�

where we have set �a
NL��a−��A�2 and we introduced the

spectral reservoir function G and energy shift � according to

G��� � �����v����2, ���� � P	 d��
������v�����2

� − ��
.

�32�

In order to avoid the occurrence of a secular growing term on
the right-hand side of Eq. �28�, we thus require F�T0��0 as
T0→�, which using Eq. �31� yields

�A

�T2
= − G��a − ��A�2�A − i���a − ��A�2�A . �33�

Reintroducing the physical time variable t and taking into
account that � /�t=� /�T0+�2� /�T2, one finally obtains ca�t�
=A�t�exp�−i�at+ i
0

t dt���A�t���2�+O��2�, where the slow
evolution of the amplitude A up to the time scale �1/�2 is
ruled by the order parameter equation

dA

dt
= − �2G��a − ��A�2�A − i�2���a − ��A�2�A . �34�

It should be noted that in the linear case ��=0�, Eq. �34�
leads to an exponential decay for the amplitude ca�t�, with an
amplitude decay rate �2G��a� and a frequency shift �2���a�
which are exactly the same as those obtained by the
Weisskopf-Wigner approximation. In the nonlinear regime
���0�, the extension of the equation has a simple physical
explanation: the amplitude A satisfies the same golden-rule
equation in which the instantaneous decay rate and fre-
quency shift are calculated at the instantaneous nonlinear fre-
quency �a

NL=�a−��A�t��2. Note that during the decay, the
frequency �a

NL spans the interval ��a−� ,�a� of the con-
tinuum, and thus, for a nonflat continuum, the instantaneous
decay rate varies during the decay, leading to a nonexponen-
tial decay. Since such a nonexponential decay is distinct from
the standard corrections occurring in the Zeno or power-law-
decay temporal regions, we may refer to it as a nonexponen-
tial decay of purely nonlinear nature.

B. Gradient flow dynamics

An important consequence of the �2t limit is that the dy-
namics of the survival probability P= �A�2 can be derived
from a potential �or free energy�. In fact, from Eq. �34�, it
can be readily shown that P�t� is governed by the gradient
flow
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dP

dt
= −

�V

�P
, �35�

where the potential V is given by

V�P� = 2�2	
0

P

dxxG��a − �x� �36�

and P�0�=1. Note that V�P��0 and V�0�=0. Since dV /dt
= ��V /�P���P /�t�=−��V /�P�2�0, V is a Lyapunov function
and stable fixed points of the dynamics correspond to local
minima of V. Note that, since G�0 �see Eq. �32��, V�P� is a
monotonic increasing function of P. Moreover, since G���
vanishes outside the range ��1 ,�2�, for P larger than the
critical value Pc= ��a−�1� /�, the potential V�P� becomes
flat.

Owing to the gradient flow dynamics, in the asymptotic
�2t limit, the necessary and sufficient condition for a full
decay of the amplitude ca is that the potential V�P� shows
only one �absolute� minimum at P=0 and no plateau regions
when P varies in the range �0,1�, i.e., that V�P���V�P�� for
any P� , P�� �0,1� with P�� P�. Using Eq. �36�, it can be
easily shown that such a condition is satisfied provided that
�a	�2 and �a��1+�, as anticipated in Sec. II B �see Eq.
�15��. The former condition, �a	�2, ensures that V�P�
�V�0� for any P�0, i.e., the absence of a plateau region
around P=0. The latter condition, �a��1+�, ensures that
the critical value Pc is larger than 1 so that the plateau region
of V�P� for P� Pc is never reached by the dynamics. Note
that, as discussed in Sec. II B, breakdown of the condition
�a��1+� physically corresponds to the appearance of a
nonlinear bound state, which would prevent the decay of the
impurity state owing to a self-trapping effect as discussed in
previous works �see, for instance, Refs. 26, 34, and 35�. In
our work, we will exclude such a case and will assume a full
decay of ca�t�. In order to highlight the role played by the
nonlinearity in the decay process, we first recall that in the
linear regime ��=0�, V�P� is parabolic and, provided that
G��a��0, the decay is purely exponential with a decay rate
2�2G��a� according to the Fermi golden rule. Conversely, in
the nonlinear regime, the decay turns out to deviate from an
exponential law provided that G��� is not flat in the spectral
range ��a−� ,�a�, i.e., provided that the reservoir is “struc-
tured” in this spectral range. A noteworthy case is that of a
structured reservoir showing zeros of the spectral function
G��� inside the range ��a−� ,�a� �see Fig. 1�. If G��� van-
ishes at the frequencies �1 ,�2 , . . . ,�N inside this range,
then the potential V shows horizontal flex points at P1= ��a

−�1� /�, P2= ��a−�2� /� , . . ., PN= ��a−�N� /� which are
fixed points of the dynamics. However, they turn out to be
unstable. In fact, close to one of such flex points, for ex-
ample, for P�t� close to P1, one can approximately set
V�P��V�P1�+ �� /3��P− P1�3, with ���2�2P1��2G /��2��1
�0, and the dynamics for �P� P�t�− P1 is locally described
by the equation

d�P

dt
= − ���P�2, �37�

whose solution explicitly reads

�P�t� =
�P�0�

��P�0�t + 1
. �38�

Therefore, for �P�0��0, i.e., if P�t� approaches the fixed
point P1 from above, one has �P�t�→0 and P�t� is attracted
toward P1, leading to a freezing of the decay. Conversely, for
�P�0�	0, i.e., if P�t� is close to the fixed point P1 from
below, P�t� goes away from P1 due to the divergence at t
=−1/ ���P�0�� in Eq. �38�. The fixed point P= P1 is there-
fore one-sided unstable. Note that in the decay dynamics of
the survival probability P�t�, the fixed point P1 is always
approached from above, so that the decay is strongly slowed
down in the vicinity of P1. A small perturbation in the sys-
tem, such as noise, may trigger P�t� below P1 for an infini-
tesimal quantity, and hence may push P�t� away from P1 and
restart the decay until the next one-sided unstable fixed point
P2 is reached, and so on. Therefore, for a structured reservoir
showing zeros of the spectral function G���, the decay of the
survival probability P�t� is expected to show a characteristic
staircase shape, with decay slowing down and transient trap-
ping in proximity of the flex points of the potential V�P�.
This dynamical behavior will be confirmed by direct numeri-
cal simulations in case of a tight-binding lattice model,

FIG. 1. �Color online� Schematic behavior of a reservoir spec-
tral function G��� for �a� a structured reservoir showing pointlike
gaps in the band and �b� corresponding behavior of the potential
V�P� governing the gradient flow decay in the �2t limit. In �a�, the
horizontal thick solid line indicates the frequency range ��a

−� ,�a� spanned by the nonlinear instantaneous frequency �a
NL

=�a−�P of the impurity mode during the decay process, whereas
�1 ,�2 , . . ., are the zeros of G��� embedded in this range. In �b�,
Pc= ��a−�1� /� is the critical value of P above which V�P�
=const, P1 , P2 , . . ., are the horizontal flex points of the potential
associated with the roots �1 ,�2 , . . ., of G���, and the shaded area
is a forbidden region of the motion. For Pc�1 as in the figure,
starting from the initial condition P�0�=1, the globally stable at-
tractor of the flow is P=0, whereas the fixed points at the flexes
P1 , P2 , . . ., represent unstable trapping states which slow down the
decay of the survival probability P�t�.
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which is described in the next section. It is finally worth
pointing out that the slowing down of the decay at points
P1 , P2 , . . . , PN corresponds to the state of the system ap-
proaching a nonlinear bound state embedded in the con-
tinuum, which therefore acts as an unstable attractor of the
dynamics. In fact, in the �→0 limit, we can neglect in the
second equation of Eq. �16� the �2���� term, which is of
order ��2. A nonlinear bound state embedded in the con-
tinuum thus corresponds to a frequency �l, which is a root of
the reservoir spectral function G��� �first equation in Eq.
�16��, and, in addition, requires an occupation probability
Pl= �ca�2 at the impurity satisfying the condition �l−�a
+�Pl�0 �second equation in Eq. �16��, that is, Pl= ��a

−�l� /�.

IV. DECAY OF A NONLINEAR IMPURITY SITE IN A
SEMI-INFINITE TIGHT-BINDING LATTICE

In this section, we apply the general results derived in the
previous section to a one-dimensional tight-binding lattice
with a nonlinear impurity site, which provides a rather
simple realization of the Fano-Anderson model33 with a local
nonlinear state and that may describe electron- or photon-
transport phenomena in condensed-matter or photonic tight-
binding lattices. Our model is a variant of similar lattice
models considered in recent works �see, for instance, Refs.
18, 19, 25, 26, 29, 30, 35, and 36� and has been introduced in
Ref. 44 as an example of colored Fano-Anderson model sup-
porting bound states embedded in the continuum. The system
consists of a single nonlinear state �a� side coupled to a semi-
infinite linear tight-binding lattice in the geometry depicted
in Fig. 2. The nonlinear state �a� is tunneling coupled to the
site �n0� of the chain �n0�1� with an hopping amplitude �a,
whereas the hopping amplitude of adjacent sites �n� and
�n±1� in the lattice is denoted by �0. The tight-binding lattice
provides the continuum of width 4�0 in which the state �a�
may decay. Indicating by cn �n�1� the occupation amplitude
of site �n� in the semi-infinite lattice and by ca the occupation
amplitude of the impurity site �a�, in the nearest-neighbor
tight-binding approximation, the equations of motion for cn
and ca read

iċn = − �0�cn+1 + cn−1� − �aca�n,n0
�n � 2� , �39�

iċ1 = − �0c2 − �aca�n0,1, �40�

iċa = �aca − �acn0
− ��ca�2ca, �41�

where �a is the offset of the �linear� resonance frequency of
the impurity site �a� from the center of the tight-binding lat-
tice band, and � is the nonlinear parameter. Note that in the
Wannier basis �n�, Eqs. �39�–�41� can be derived from the
tight-binding Hamiltonian

HTB = − ��
n=1

�

�0��n��n + 1� + �n + 1��n��

+ ���a − ��ca�2��a��a� − ��a��a��n0� + �n0��a�� .

�42�

Introducing the continuous Bloch states �k� of the semi-
infinite lattice by the relation

�k� = �
n=1

�  2


sin�nk��n� , �43�

with 0	k	, it can be readily shown that in the basis
��k� , �a�� the tight-binding Hamiltonian �Eq. �42�� assumes
the nonlinear Fano-Anderson form of Sec. II �see Eqs.
�1�–�3��, with

��k� = − 2�0 cos k , �44�

�v�k� = − 2


�a sin�n0k� . �45�

Note that, if time is normalized to 1/�0, the coupling of site
�a� with the continuum scales as ���a /�0�, and therefore one
can assume ����a /�0� as the measure of the interaction
strength. Note also that the density of states ����=�k /��
and the reservoir spectral function G���=�����v����2 for
this model explicitly read

���� =
1

4�0
2 − �2

, �46�

G��� =
2�0

2

4�0
2 − �2

sin2�n0 arccos� �

2�0
�� . �47�

Before proceeding into the study of the decay dynamics of
the impurity site in the nonlinear regime, it is worth discuss-
ing the decay process in the linear regime, which is attained
by setting �=0 in the Hamiltonian �Eq. �42��.

A. Decay dynamics in the linear regime

In the linear regime, model �42� is a generalization of the
well-known tight-binding Fano-Anderson model with a con-
stant interaction coupling v�k�=const,33 and basically re-
duces to it in the limit n0→� �see Ref. 44�. Lattice trunca-
tion introduces a colored interaction between the impurity
site and the semi-infinite tight-binding lattice which is re-
sponsible for novel features in the decay dynamics as com-
pared to the uncolored case of Ref. 33 even in the linear
regime. Here, we present the main results concerning the

FIG. 2. �Color online� Schematic of a nonlinear site �a� side
coupled to a semi-infinite tight-binding lattice. �0 is the hopping
amplitude between adjacent sites in the lattice, whereas �a is the
hopping amplitude between the localized state �a� and the site �n0�
of the lattice.
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linear decay dynamics of the impurity site in presence of
such a colored interaction.44

�i� Basic equations. In the linear regime, the decay law for
the amplitude ca�t� can be derived in an analytical form us-
ing standard spectral methods �see, for instance, Refs. 2, 3,
and 33�. If we denote by ĉa�s�=
0

�dtca�t�exp�−st� �Re�s�
�0� the Laplace transform of ca�t�, one has ĉa�s�= i / �is
−�a−�2��s�� and hence, after inversion,

ca�t� =
1

2
	

0+−i�

0++i�

ds
exp�st�

is − �a − �2��s�
, �48�

where ��s� is the self-energy given by

��s� =	 dk
�v�k��2

is − ��k�
=

1


	

�1

�2

d�
G���
is − �

. �49�

Possible poles on the imaginary axis of ĉa�s� correspond to
bound states of H and are responsible for fractional decay of
the amplitude ca�t�. In fact, using the property

��s = − i� ± 0+� = ���� � iG��� , �50�

the poles sp=−i� of ĉa�s� satisfy the conditions �−�a

=�2���� and G���=0, i.e., they correspond to bound states
�either outside or inside the continuum� of H. In absence of
poles �i.e., of bound states of H�, ca�t� decays to zero,
whereas in presence of poles, Eq. �48� can be written as the
sum of a contour �decaying� integral plus the �nondecaying�
pole contributions. Using Eqs. �44�, �45�, and �49�, the self-
energy ��s� can be calculated in an exact form and reads

��s� =
2�0

2


	

0



dk
sin2�n0k�

is + 2�0 cos k

= −
i�0

2

s2 + 4�0
2�1 − � is2 + 4�0

2 − is

2�0
�2n0� . �51�

Using Eq. �50�, the following expression for ����=Re���s
=−i�±0+�� can then be derived:

���� =�
−

�0
2

�2 − 4�0
2�1 − ��2 − 4�0

2 + �

2�0
�2n0� , � 	 − 2�0

�0
2

4�0
2 − �2

sin�2n0 cos−1� �

2�0
�� , − 2�0 	 � 	 2�0

�0
2

�2 − 4�0
2�1 − ��2 − 4�0

2 − �

2�0
�2n0� , � � 2�0.

� �52�

Note the oscillatory behavior of both G��� and ����,
with the existence of �2n0−1� zeros of ���� at �l

=−2�0 cos�l / �2n0�� �l=1,2 , . . . ,2n0−1� and of �n0+1� ze-
ros of G��� at �m=−2�0 cos�m /n0� �m=0,1 ,2 , . . . ,n0�.
Note, in particular, that, for n0�2, there are �n0−1� frequen-
cies �l �l=1,2 , . . . ,n0−1�, embedded in the continuum and
given by

�l = − 2�0 cos�l/n0� �l = 1,2, . . . ,n0 − 1� , �53�

in correspondence of which the reservoir spectral function G
vanishes.

�ii� Bound states outside the continuum. At most, two
bound states at frequency � outside the band �−2�0 ,2�0�
from either sides may exist. Precisely, a bound state at fre-
quency ��2�0 exists provided that 2�0−�a	�2��2�0�,
i.e., �a�2�0−�a

2n0 /�0, whereas a bound state at frequency
�	−2�0 does exist for −2�0−�a��2��−2�0�, i.e., for �a

	−2�0+�a
2n0 /�0. Therefore, if the frequency �a of the dis-

crete level lies inside the interval

− 1 +
�a

2n0

2�0
2 	

�a

2�0
	 1 −

�a
2n0

2�0
2 , �54�

bound states outside the continuum do not exist. For a given
value of n0, Eq. �54� is satisfied for a sufficiently small value
of the coupling �=�a /�0 and provided that the frequency �a
is not too close to the band edges. In the following, it will be
assumed that no bound states exist outside the continuum.

�iii� Bound states inside the continuum. According to Eq.
�16� with �=0, one linear bound state embedded in the con-
tinuum for the model expressed by Eqs. �44� and �45� exists
at �=�l for any n0�2, provided that the frequency �a of
the impurity site assumes one of the following �n0−1� al-
lowed values:

�a = �l − �2���l� = − 2�0 cos�l/n0� �l = 1,2, . . . ,n0 − 1� .

�55�

From a physical viewpoint, the bound state embedded in the
continuum corresponds, in the Wannier state representation
�Eq. �42��, to localization at sites �1�, �2�,…, �n0−1�, and �a�,
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i.e., to cn=0 for n�n0 �see Ref. 44 for more details�.
�iv� Decay dynamics and fractional decay due to bound

states embedded in the continuum. Suppose that HTB does
not admit bound states. The amplitude ca�t� given by Eq.

�48� then decays toward zero as t→�. After a suitable de-
formation in the complex plane of the contour for the inte-
gral on the right-hand side of Eq. �48�, the amplitude ca�t�
can be written in the form �see Ref. 44�

ca�t� =
1

2
��a

�0
�2	

0



dk
sin2�n0k�exp�2i�0t cos k�

��a/�2�0� + cos k − ��a/2�0�2 sin�2n0k�/sin k�2 + ��a
2/�2�0

2��2 sin4�n0k�/sin2 k
. �56�

On the time scale corresponding to the Van Hove �2t limit,
ca�t� decays exponentially with a decay rate 2�2G��a�. Non-
exponential features in the decay are visible, as usual, on the
short and long time scales solely �see, for instance, Fig. 4 to
be discussed later�. Conversely, if HTB admits of one bound
state embedded in the continuum, ĉa�s� has one pole on the
imaginary axis at sp=−i�a, and the integral in Eq. �48� com-
prises, in addition to a decaying term, an oscillatory �nonde-
caying� term arising from the pole contribution to the inte-
gral, namely, one has

ca�t� = cpole�t� + cdecay�t� , �57�

where the pole contribution is given by

cpole�t� =
exp�− i�at�

1 +
n0

2
��a

�0
�2�1 − � �a

2�0
�2�−1/2

, �58�

whereas the decay contribution cdecay�t� is given by the same
expression appearing on the right-hand side of Eq. �56� �the
integral should now be taken as a principal value�. The ex-
istence of a bound state embedded in the continuum is thus
responsible for a fractional decay of the amplitude ca�t�.

B. Nonlinear decay dynamics

Let us consider now the role of the nonlinearity on the
decay dynamics of the impurity site. The main features of the
nonlinear decay dynamics in the Van Hove limit, predicted in
Sec. III, are �i� the appearance of nonexponential deviations
of the decay law of purely nonlinear nature related to a col-
ored spectral reservoir function and �ii� the slowing down of
the decay due to an unstable self-trapping mechanism when
the system gets close to a nonlinear bound state embedded in
the continuum.

To check these predictions, we numerically integrated
Eqs. �39�–�41� by an accurate fourth-order Runge-Kutta
method with variable step. In the numerical analysis, the
semi-infinite lattice has been truncated at some finite integer
n �typically n=100�, and a smooth absorbing boundary con-
dition at the boundary has been assumed to avoid spurious
reflections due to lattice truncation. This was simply
achieved by the introduction of smoothly increasing fictitious
loss terms in Eq. �39� close to the truncation site number. We
first considered the decay dynamics in the n0=1 case, i.e., for

a structured continuum which does not support bound states
inside the continuum. A detailed analysis of the decay law P
for this case has been recently given in Refs. 17 and 18 in the
linear regime ��=0�. Figure 3 shows a typical example of the
decay dynamics as obtained in the nonlinear regime. Figures
3�a� and 3�b� show the behavior of the reservoir spectral
function G���=�����v����2 and corresponding potential
V�P� governing the relaxational dynamics. The solid curve in
Fig. 3�c� shows the behavior of the survival probability
P�t�= �ca�t��2 versus time as obtained by the numerical simu-
lations of Eqs. �39�–�41� with initial conditions ca�0�=1 and
cn�0�=0. The dotted line in the figure, almost overlapped
with the solid one, shows the corresponding behavior of P�t�
as predicted by the gradient flow �Eq. �35��, i.e., in the �2t
limit. In order to highlight the deviations of P�t� from a pure
exponential decay law, we calculated the behavior of the
instantaneous decay rate ��t�=−�ln P� / t versus time, which
is shown in the inset of Fig. 3�c�. Note that ��t�→0 as t
→0, which is related to the parabolic behavior of P�t� close
to t=0 �Zeno region�. Such a behavior is obviously not pre-
dicted within the �2t limit, and, in fact, the solid and dotted
curves in the inset of Fig. 3�c� deviate for times shorter than
�20. After this Zeno region, the behavior of ��t� is well
reproduced by the gradient flow dynamics, at least up to t
�200.45 Note that, in this intermediate temporal region, ��t�
is not constant, as one would expect for a linear system;
therefore, in this temporal region, there is a clear signature of
deviations from an exponential decay of purely nonlinear
nature. We checked this point by direct numerical simula-
tions of Eqs. �39�–�41� for the same parameter values as in
Fig. 3, but assuming a linear impurity mode ��=0�. The
behaviors of the survival probability P�t� and corresponding
instantaneous decay rate ��t�=−�ln P� / t in this case are
shown in Fig. 4. Note that, in the intermediate temporal re-
gion separating the Zeno region �t�20� and the oscillatory
power-law-decay region �t�200, see note 45, ��t� turns out
to be almost flat and equal to the golden-rule decay rate
represented by the dotted horizontal curve.

For n0�2, the reservoir spectral function G��� shows
pointlike gaps in the lattice transmission band, so that the
decay of the impurity mode �a� may be slowed down via the
trapping mechanism discussed in Sec. III B. Figure 5 shows
a typical example of the decay dynamics corresponding to
n0=8. For parameter values used in the simulations, there are
three roots of the reservoir spectral function inside the range
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��a−� ,�a�, which correspond to three unstable trapping
states for the potential V�P� �see Figs. 5�a� and 5�b��. The
behavior of the survival probability P�t� as obtained by nu-
merical simulations of Eqs. �39�–�41�, together with the be-
havior of the instantaneous decay rate ��t�=−�ln P� / t, is
shown in Fig. 5�c�. Note that the decay shows a characteristic
staircase profile, with slowing down of the decay in corre-
spondence of the three trapping states as indicated by the
arrows in the figure. The trapping time at each flex point of
the potential V�P� turns out to be sensitive to the noise in the

system, especially for the trapping states closer to P=0; in
the simulations shown in Figs. 5�c� and 5�d�, it is just the
“numerical noise” introduced by the discretization procedure
to trigger the instability from one unstable trapping state to
the next one.46 Note that the trapping time increases at suc-
cessive steps �i.e., from �1� to �3� in Fig. 5�c�� because the
successive horizontal flex points of the potential V�P� en-
countered during the decay get flatter �see Fig. 5�b��. The
staircase shape of the decay law is clearly evidenced in Fig.
5�d� by the appearance of successive radiation bursts which
propagate away from the site �n0� of the lattice toward the
sites n�n0. Note that the transient localization at sites 1
�n�n0−1 between successive radiation bursts is the clear
signature that the system is close to an unstable bound state
embedded in the continuum.

V. CONCLUSIONS

In this work, the decay dynamics of a nonlinear impurity
mode embedded in a linear structured continuum has been
theoretically investigated in the framework of a nonlinear
generalization of the Fano-Anderson model. In the Van Hove
��2t� limit, it has been shown by means of a multiple-scale
asymptotic analysis that the decay dynamics for the survival
probability can be derived from a potential V �gradient flow�
and that full decay is attained provided that the nonlinear
resonance frequency of the impurity mode remains within
the continuum during the decay. Deviations of the potential
V from a parabola, which generally occur for a structured

FIG. 3. �Color online� Decay
dynamics of the nonlinear site �a�
in the lattice model of Fig. 2 for
n0=1 and for �a=1.2, �0=1, �a

=0.2, and �=2. �a� Behavior of
the reservoir spectral function G,
as given by Eq. �47�. �b� Behavior
of the potential V�P� �Eq. �36��.
�c� Behavior of the survival prob-
ability P�t�= �ca�t��2 versus time as
computed by numerical simula-
tions of Eqs. �39�–�41� �solid
curve�, and corresponding behav-
ior as predicted by the gradient
flow �Eq. �35�� �dotted line, al-
most overlapped with the solid
curve�. The inset shows the be-
havior of the instantaneous decay
rate ��t�=−�ln P�t�� / t versus
time. �d� Grayscale image show-
ing the temporal evolution of the
occupation probabilities �cn�t��2 at
the lattice sites.

FIG. 4. �Color online� Decay dynamics of the survival probabil-
ity P�t�= �ca�t��2 of state �a� in the linear regime. Parameter values
are the same as in Fig. 3 except for �=0. The inset shows the
behavior of the instantaneous decay rate ��t�=−�ln P�t�� / t versus
time. Solid and dotted curves refer to the results as obtained by
numerical simulations of Eqs. �39�–�41� and by the gradient flow
�Eq. �35��, respectively.
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reservoir, are responsible for the appearance of nonexponen-
tial features in the decay law of purely nonlinear nature. In
particular, for structured reservoirs showing pointlike gaps in
the band, a trapping mechanism which slows down the decay
has been predicted and related to the existence of bound
states embedded in the continuum. Such a dynamical behav-
ior has been specifically studied for a simple tight-binding

one-dimensional lattice model with a nonlinear impurity site,
which may describe electron or photon transport in con-
densed matter or photonic systems. Numerical simulations of
the underlying equations confirm, in particular, the appear-
ance of nonexponential features of purely nonlinear nature
and the slowing down of the decay via unstable trapping
states.
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