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An a priori computational method for determining intensities in inelastic electron tunneling spectroscopy
�IETS� is developed that allows simple, chemically intuitive propensity rules to be obtained for arbitrary
applications. The molecule is shown to scatter charges between quite specific eigenchannels of lead-coupling-
weighted molecular density of states. This allows mode-specific scattering sites to be identified within the
molecule, indicating how external chemical or other perturbations could be used to control IETS intensities.
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I. INTRODUCTION

Since the original paper of Aviram and Ratner1 which
showed the theoretical possibility of molecular electronic de-
vices, many advances have been made. Despite this progress
the challenge in making robust scientific or commercial de-
vices remains considerable. In the last few years much effort
has been devoted to investigating dissipation processes in
molecular electronic devices2–4 and inelastically scattered
electrons can be used directly as probes to investigate many
properties of the device itself using the inelastic electron tun-
neling spectroscopy �IETS� technique.5,6 While this tech-
nique is quite old,7 it has not been popular until now for two
main reasons. First, compared with other more traditional
spectroscopic techniques like infrared spectroscopy, high-
resolution electron energy loss spectroscopy �HREELS�, or
Raman spectroscopy, IETS has a more complicated setup for
measurements as the sample must be connected between two
electrodes. Second, the spectra have been difficult to inter-
pret because IETS does not have definite selection rules8–12

and also because it is difficult to isolate the influence of the
environment and local structural variations on the final spec-
tra. While the advent of experimental molecular electronics
has solved the first issue, the influence of the environment is
still an open question. Many groups have investigated the
rigorous formalism which underlies IETS
measurements,2,9,13–17 while Troisi and Ratner12,18 and
Lorente et al.9 have developed some intuitive propensity
rules that capture many of the features that lead to
vibrational-mode selectivity in IETS. The main aim of the
present work is to present a general approach to the interpre-
tation of IETS measurements, starting with fundamental
principles implemented using a generally applicable a priori
computational scheme. Further, a simplified form of the in-
elastic current will be derived and justified. Finally, it will be
shown how not only the propensity rules of Troisi and Ratner
may be rigorously derived but also enhancing these rules.
This can provide a thorough, yet easily, understood descrip-

tion of the general phenomenon that may be readily applied
in diverse practical applications.

II. THEORETICAL METHOD

Our calculations are performed using the Green’s function
density-functional tight-binding �GDFTB� program17,19 that
implements the nonequilibrium Green’s function �NEGF�
technique for calculating the elastic and inelastic currents
that flow in a molecular-electronic device. The zeroth-order
Hamiltonian for the system, including the two contacts, is
computed a priori using the standard DFTB method20 imple-
mented in a local-orbital basis. All effects including steady-
state heating of the device and the possibility of phonon
emission at high temperature are included in this fully gen-
eral formalism. The flow of current is obtained from the
Meir-Wingreen equation21

I =
2e

h
�

−�

+�

Tr��L
��E�G��E� − �L

��E�G��E��dE , �1�

where the G�����E� lesser �greater� Green’s functions de-
scribe the distribution of occupied �empty� states in the sys-
tem and satisfy the kinetic equations:

G�,��E� = Gr�E���L
�,��E� + �R

�,��E� + �el-ph
�,� �E��Ga�E� . �2�

The first two terms which appear in Eq. �2� are the lesser
�greater� self-energies which take in account the effect on the
distribution of electrons induced by the open boundary con-
ditions:

�L,R
�,� �E� = ��,��− 2 Im��L,R

r �E�	� = ��,��L,R, �3�

where ����� is equal to ifL,R (−i�1− fL,R�) and f are the Fermi
distribution functions for the contacts. The third term �el-ph

�,�

introduces the inelastic scattering in the current and embod-
ies the electron-phonon interaction. It is computed using a
Dyson perturbation expansion truncated at first order �the
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Born approximation� as the interaction between the electrons
and phonons is assumed to be weak, producing

�el-ph
�,� �E� = 


q

i

2�
�

−�

�

	qG0
�,��E − E��	qDq

�,��E��dE , �4�

where 	q is the electron-phonon coupling matrix defined by

	q =
�H

�Qq
−

�S

�Qq
S−1H − HS−1 �S

�Qq
�5�

for vibrational mode q with normal mode Qq and molecular
Hamiltonian H and orbital overlap S.17 As IETS measure-
ments are performed at very low temperature �usually 4 K�,
we can simplify Eq. �4� assuming temperature T=0. We also
approximate the phonon population to a collection of Ein-
stein oscillators in thermodynamic equilibrium with the en-
vironment. Under this approximation, at T=0, the population
of phonons Nq, is set to zero and Eq. �4� becomes

�el-ph
�,� �E� = 	qG0

�,��E ± 
q�	q �6�

where the upper �lower� sign is for the lesser �greater� self-
energy and G0

�,� are the zeroth-order lesser or greater
Green’s functions obtained in the absence of electron-phonon
coupling. The current from Eq. �1� thus becomes, expanding
up to the second order in 	q,

I =
2e

h
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where

Iq =
2e

h
�

�R+
q

�L

Tr��LG0
r	qG0

r˜ �̃RG0
a˜ 	qG0

a�dE . �8�

The first three terms of Eq. �7� represent the coherent current,
including part of the virtual electron-phonon scattering
terms, whereas the latter term is the inelastic �incoherent�
current component. Moreover, it is assumed that �L��R,
implying that electrons are flowing from the left to the right
contact. In order for phonon emission to take place, the ap-
plied bias must obey the condition �L−�R�
q, which is
emphasized by the Heaviside function in front of the inelas-
tic component. The use of the zeroth-order Green’s functions
in Eq. �7� is a valid approximation, because the electron-
phonon interaction is small in the system considered here.
Numerical calculations, including the renormalization of the
propagators, lead to essentially the same incoherent current,
to within few percent of errors.

The first three terms in Eq. �7� give a coherent contribu-
tion, describing the elastic part of the current, while the last
term is the inelastic component expressed as the sum of in-
dependent contributions, Iq, from all of the vibrational modes

of the molecule. In the inelastic term the matrices with a tilde
are computed at an energy shifted by the energy of a phonon:
E�=E−
q. The shift comes from the conservation of energy
and in fact describes the lowering of the energy of the elec-
tron after the excitation of a phonon. We hence see that the
inelastic current depends on five basic quantities: the propa-
gators G0

r,a, the vibronic coupling matrix 	q, the vibrational
frequency 
q, the couplings between the contacts and the
molecule, �L,R, and the Fermi energy EF. The main question
is, of course, what are the relationships between these quan-
tities and how we can simplify the picture in order to have a
better insight into the physics involved?

III. DEFINITION OF TRANSMISSION CHANNELS

The specific system investigated in this study is the 1,4-
benzenedithiol molecule chemisorbed between two gold con-
tacts, though the applications of the method presented are
quite general. As we have already demonstrated that the
symmetry properties of coherent transport through gold-thiol
junctions are dominated by the molecular symmetry22 and
that low-dimensional models of the electrode capture most of
the essential features of observed IETS;17 we use just two
atoms to represent each lead, as shown in Fig. 1. This inter-
face structure is the one predicted to be the lowest energy
using density-functional theory calculations,23 although ex-
perimental evidence implies top-site binding for
alkylthiols.24,25 The low-temperature IETS spectrum calcu-
lated using only the Born approximation is shown and as-
signed in Fig. 2. We seek a basic understanding of how this
spectrum arises and the relative propensities calculated for
the modes. The chemisorbed 1,4-benzenedithiol molecule
has d2h symmetry, and the IETS-active modes are catego-
rized in Fig. 2 accordingly: the most prominent modes are
in-plane totally symmetric ag modes while the out-of-plane
antisymmetric b2g and b3u modes are also significant. How-
ever, the conduction process depicted by Eq. �7� does not
display d2h symmetry as the �L,R matrices have only the
symmetry of the left and right junctions, not the full molecu-
lar or device symmetry.22 Analysis of Eq. �8� thus must com-
mence with this reduced symmetry, the conductance point-
group symmetry which, in this case, is C2v �Ref. 22�; note
that lowercase symbols are used throughout for the descrip-
tion of molecular symmetry while uppercase symbols are
used for the description of molecular-conductance symmetry.
We must demonstrate how IETS appears to take on the mo-

FIG. 1. A chemisorbed 1,4-benzenedithiol molecule connected
to two gold atoms on each side.
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lecular symmetry properties in spite of this limitation.
Our approach is based on the idea that both the elastic and

inelastic current can be expressed as the sum of a small num-
ber of essentially noninteracting paths or channels through
the device. This has been recently demonstrated26 by us for
elastic transport through the introduction of the transforma-
tion

�̂L,R = BL,R
† �L,RBL,R, �9�

which reduces the electrode-molecule coupling matrices to
diagonal form, a transformation that captures the essence of
the physical insight used previously by Troisi and Ratner12,18

in their proposed IETS propensity rules. After this transfor-
mation is applied we get the following formula for the in-
elastic current of every mode:

Iq =
2e

h
�

�R+
q

�L �

ij

�̂ii
L�̂ j j

R�E − 
q�̂ij2�dE , �10�

where ̂= Ĝ0
r 	̂qĜ0

r�E−
q�. As this diagonalization procedure
does not take into account the orbital overlap, the eigenval-

ues �̂ii
L, etc., are not guaranteed to be positive definite, but in

practice we find only a single negative eigenvalue whose
magnitude is 12 orders of magnitude smaller that the domi-
nate eigenvalue, thus allowing each individual contribution

from ̂ij2 to be interpreted as comprising a separate con-
ductance channel. Note that neglect of the overlap during
this procedure is essential to ensure that only the modulus of

the ̂ij terms appears in the equation.26 This step does not
constitute an approximation but rather provides an exact ex-
pression that tolerates a small amount of unexpected com-

plexity in one part �the eigenvalues �̂ii
L� in order to obtain a

dramatic simplification in another �̂ij2�. Even with this ad-
ditional compexity, the �L,R matrices are of very low rank
because they contain information about the junction between

the sulfur group and the gold contact. This causes the spec-
trum of eigenvalues to possess only a few nonzero terms,
indeed strictly only one nonzero term if just one sulfur or-
bital links the molecule to the lead.26 While this result is
obtained using a careful partitioning of the device into mo-
lecular and contacts region at the gold-sulfur junction, it re-
mains valid even when a large number of gold atoms are
included within an “extended molecule” in calculations de-
signed to reach quantitative accuracy.22

The above junction channels will provide a good simple
description of the �elastic or inelastic� conduction process
whenever the bottleneck between the molecule and its con-
tacts is the most important physical element. In this depic-

tion, ̂ij2 determines the probability that an electron or hole
that enters the molecule from left lead through channel i is
scattered inelastically out the right lead through channel j. In

Fig. 3, upper section, we plot the amplitude �̂ii
L for an elec-

tron entering the molecule in a window of energy of 5 eV
encompassing the Fermi energy. The eigenvalues show a
very low dependence on energy as the s-band density of
states of the gold contacts is nearly energy independent. The
graph shows also that effectively only one junction channel,
of symmetry A1 in the molecular-conductance point group,
dominates the process, with the next most significant channel
being of B1 symmetry but an order of magnitude less trans-
missive. This result suggests that the most intense IETS pro-
cess is likely to involve electrons or holes entering and exit-
ing through the dominant A1 left and right junction channels,
respectively, a process that is only possible when vibrations
of A1 symmetry are involved. While this argument correctly
predicts the propensity for ag modes apparent in Fig. 2, the
dominant process is actually found to involve the less trans-
missive B1 channels of the left and right junctions. This

shows that the ̂ matrix, which contains information about
the chemical properties of the molecule, also plays an impor-
tant role in selecting which channel is the most important for
the current, a role that arises as the conduction in the mol-

FIG. 2. The IET spectrum of our system. The broadening of the
peaks has been introduced empirically considering a phonon life-
time of 6.6�10−13 s, corresponding to a broadening of 2
�10−3 eV.

FIG. 3. �Color online� The energy dependence around the Fermi

energy EF for the eigenvalues �̂ii
L of �L �top� and Āii

L of ĀL �bottom�
partitioned into symmetry components.
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ecule near the Fermi energy of chemisorbed 1,4-
benzenedithiol is dominated by the electronic � system that
embodies B1 but not A1 symmetry.

The promise of this approach points to the possibility that
a new set of “channels” might preserve all the nice charac-
teristics of the previous ones, but allow for better insight into
the role of the molecular properties. Our proposal lies in a
second transformation based on diagonalization of the matri-
ces AR=G0

r�RG0
a and �AL�*=G0

a�LG0
r :

ĀR = CR
†ARCR,

ĀL = CL
†�AL�*CL. �11�

The conjugation of AL arises because the Hamiltonian is a
real matrix and therefore �G0

r�†= �G0
r�*=G0

a. Moreover, due to
the fact that AL is a Hermitian positive-definite matrix, the
conjugation does not change its positive and real eigenval-
ues.

Although in this derivation we have used the unrenormal-
ized propagators, the approach is quite general since Eq. �8�
is valid also in the so-called self-consistent Born approxima-
tion �SCBA�, provided all G0

r,a are substituted by renormal-
ized propagators Gr,a. The electron-phonon self-energy �el-ph

r,a

does not reduce further the symmetry of �AL�* and AR.
These matrices depict the coupling-weighted molecular

density of states27 and contain information about not only the
junctions but also the chemical properties of the molecule as

well. In Fig. 3, bottom section, we plot the eigenvalues Āii
L

where they may be compared to those previously discussed

for �̂ii
L. The first thing we can observe is that a strong energy

dependence appears with the Āii
L eigenvalues showing peaks

close to the energies of the molecular orbitals. The dominant
eigenvalues at the Fermi energy are listed in Table I and, as
expected, by far the largest eigenvalue is found to be of B1
symmetry, named 1B1. Hence this new transformation pro-
vides improved insight into the physical problem of IETS
scattering. The inelastic conductances are then given by

gq = 

ij

Āii
LĀjj

R�E − 
q�	̄ij
q 	� ji

q , �12�

where

	̄q = CL
†	qCR and 	� q = CR

†	qCL. �13�

Differently from the � transformation the A matrices are
positive definite and so their rotation should preserve this
property. A subtlety, however, is that due to the differing
energy dependences of �L and �R apparent in Eq. �8�, the
eigenvectors CL and CR are not simply related to each other
so that 	̄ij

q and 	� ji
q become unrelated complex quantities and

hence the ij contributions in Eq. �12� cannot strictly be in-
terpreted as independent channels.

Nevertheless, in Table II the major contributions to gq
evaluated at the Fermi energy from the double sum of Eq.
�12� are listed and at most two contributions account for at
least 95% of the IETS signal. Single significant contributions
are found only for the case of totally symmetric vibrations �
ag symmetry in the full molecular point group�, these involv-
ing an electron entering through the 1B1 “channel” of the left
lead, scattering off an ag vibration and exiting through the
1B1 “channel” of the right lead. Otherwise, closely related
pairs of contributions are involved, with, for example, the
intense b2g mode �29 activated by a 50% contribution from
an electron that enters the 1A1 “channel” and exits the 1B1
“channel” combined with a 45% contribution from an elec-
tron that enters the 1B1 “channel” and exits the 1A1 “chan-
nel.”

The analysis presented in Table II presumes that the total
IETS signal Iq from Eq. �7� can be approximated from the
inelastic scattering conductance gq evaluated only at the
Fermi energy EF. To test this hypothesis, the relative values
of the total inelastic currents calculated using Eq. �7� and its
approximation are given in the table where they are seen to
be in very good agreement. The lack of symmetry in the
leading terms shown in the table arises due to the shift 
q
that must be applied to the outgoing channel energies. Owing
to the large values of the active frequencies compared to the
energy dependences depicted in Fig. 4, such differences ap-
pear profound and indeed result in factors of two differences

between the displayed eigenvalues Āii
L�EF� and the analogous

values of Āii
R�EF−
q�. However, Troisi and Ratner12,18 have

argued that such changes should not qualitatively affect IETS
propensity rules and hence we present in Table II an approxi-
mate analysis of gq based on this further approximation. In-
deed, the relative propensities evaluated using this crude ap-
proximation differ by at most 20% from the exact intensities
Iq, indicating its usefullness. Further, this approximation
leads to the reexpression of Eq. �12� in terms of true channels
as

gq = 

ij

Āii
LĀjj

R 	̄ij
q 2 �14�

and the dominant terms in these sums, now symmetrically
disposed towards both leads, are also shown in Table �2�.
Further, this approximation facilitates the rewriting of Eq. �8�
in the simple form

TABLE I. All significantly large eigenvalues of the electrode-

coupling weighted density of states, Āii
L, at the Fermi energy EF

from Fig. 3.

Label Aii
L�EF�

1A1 3.44

2A1 0.144

3A1 0.0128

1A2 0.0107

1B1 27.4

2B1 0.0705

1B2 2.26
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Tr��LG0
r	qG0

r�RG0
a	qG0

a� = Tr��L

�G0
r

�Q
�R

�G0
a

�Q
� �15�

using G0
r,a	qG0

r,a=
�G0

r,a

�Q . This result is precisely that obtained
by Troisi and Ratner12,18 using a perturbation expansion of
the elastic component of the current. Equation �15� puts this
very useful expression in the context of a general theory for
the nonequilibrium transport process and a hierarchy of nu-
merical methods for obtaining the exact and approximate
IETS intensities.

IV. FROM CHANNELS TO PROPENSITY RULES

Based on this simple formalism, the factors that lead to
the propensity of different modes in IETS are depicted
graphically in Fig. 4. The top part is a schematic plot of six
characteristic normal modes and their frequencies. The sec-
ond and third rows show the modulus of the eigenvectors of
�AL�* and AR associated with the dominant channels through
the coupling-weighted molecular density that indicate how
transported charges enter and leave the molecular region.
These left and right pairs of channels are coupled by a mo-
lecular vibronic coupling term 	̄ij

q 2 whose origin in terms of
interfering atomic contributions and bond contributions is
shown in the lower part of the figure. To do this, we expand

	̄ij
q  = 


E


F

Re��EFe−i�� , �16�

where E and F refer to different atoms, � is the phase of the
complex number 	̄ij

q , and the atomic �diagonal� and bond
�off-diagonal� contributions � are defined using

�EF = 

m�E



n�F

�Cim
L �*	mn

q Cnj
R , �17�

where Cij
L,R are the elements of the eigenvectors and 	mn

q are
the vibronic coupling matrix elements in the atomic-orbital
basis. The off-diagonal elements of this coupling matrix rep-
resent scattering from the bonds of the molecule while the
diagonal elements represent scattering off the atoms.
Through chemical or other external modifications to the mol-
ecule, Fig. 4 indicates how the IETS propensities of different
modes can be manipulated.

To show how the lower frames of Fig. 4 depict the mo-
lecular properties, the dominant contributions �EF evaluated
for the most intense IETS mode, �15, are given in Table III.
The largest contribution �40 % of the total� arises from each
of the two C-S bonds. The upper frames in Fig. 4 indicate
why a large contribution arises from the C-S bonds: both the
L- and R-channel eigenvectors contain components on these
atoms, and the vibrational mode acts to change the C-S bond
length. In the lower frame of Fig. 4, the thick and dark blue
lines over the C-S bonds indicate this contribution graphi-
cally. From Table III, the next most important contribution is
19% and arises from each of the C-Co bonds, where Co is the
carbon ortho to the linked carbon. In Fig. 4, the total inten-
sity of blue color for the C-S and C-Co bonds indicates their
relative importance. Blue coloring is used to indicate that the
contributions from the C-S and C-Co bonds add construc-
tively to enhance the inelastic current, their net effect being
to generate �2�40�% + �4�19�% =158% of the current.
This exceeds 100% as the remaining minor contributions to
the current, dominated as indicated in Table III by the atomic

TABLE II. Properties of some significant IETS active vibrational modes q of frequency 
 and symmetry as specified in the molecular
point group �conductance point group�, including the relative total intensity Iq from Eq. �7�, the relative zero-voltage conductance gq from
Eq. �8� evaluated at the Fermi energy EF, and the identity and contribution of its most significant channel contributor�s�, and that as obtained

approximately through the replacement of ĀR�E−
q� with ĀR�E�.

Vibration q

Iq

Total

gq�EF� exact gq�EF� approximate

� 
 �eV� 
 �cm−1� d2h�C2v� Total Channel % Channel % Total Channel % Channel %

30 0.014 112 b3u �B1� 0.269 0.209 1A1→1B1 48 1B1→1A1 46 0.288 1A1→1B1 48 1B1→1A1 48

29 0.028 228 b2g �B1� 0.189 0.173 1A1→1B1 50 1B1→1A1 45 0.229 1A1→1B1 48 1B1→1A1 48

26 0.043 346 ag �A1� 0.199 0.175 1B1→1B1 97.9 0.225 1B1→1B1 98

25 0.045 365 au �A2� 0.032 0.027 1B1→1B2 49 1B2→1B1 51 0.035 1B1→1B2 50 1B2→1B1 50

24 0.057 462 b3u �B1� 0.023 0.024 1A1→1B1 57 1B1→1A1 42 0.029 1A1→1B1 50 1B1→1A1 50

23 0.072 583 b1u �A1� 0.002 0.002 1B1→2B1 43 2B1→1B1 57 0.002 1B1→2B1 50 2B1→1B1 50

21 0.088 713 b2g �B1� 0.014 0.008 1A1→1B1 54 1B1→1A1 46 0.01 1A1→1B1 50 1B1→1A1 50

20 0.098 790 ag �A1� 0.127 0.103 1B1→1B1 97 0.121 1B1→1B1 96

19 0.102 826 b1g �A2� 0.01 0.008 1B1→1B2 48 1B2→1B1 52 0.009 1B1→1B2 50 1B2→1B1 50

18 0.104 836 b3u �B1� 0.008 0.004 1A1→1B1 55 1B1→1A1 45 0.005 1A1→1B1 50 1B1→1A1 50

17 0.125 1009 b2g �B1� 0.004 0.004 1A1→1B1 62 1B1→1A1 38 0.004 1A1→1B1 50 1B1→1A1 50

15 0.138 1114 ag �A1� 1.000 1.000 1B1→1B1 100 1.000 1B1→1B1 98.7

13 0.161 1303 b1u �A1� 0.004 0.004 1B1→2B1 49 2B1→1B1 51 0.003 1B1→2B1 50 2B1→1B1 50

9 0.205 1656 ag �A1� 0.084 0.084 1B1→1B1 100 0.073 1B1→1B1 99.6

8 0.212 1712 ag �A1� 0.531 0.509 1B1→1B1 100 0.452 1B1→1B1 99
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S �−8% each� and C �−4% each� contributions, act destruc-
tively to reduce the current. Contributions that act destruc-
tively are indicated in red in Fig. 4. The total color density
shown in circles for the atomic contributions is scaled to that
of the bond vectors.

For each mode depicted in Fig. 4, the impact of destruc-
tive interference between electron scattering pathways is
quantified using the indicator

� = 1 −



EF

�EF



EF

�EF
, �18�

which takes on the value of �=0 to indicate only construc-
tive interference to ��1, indicating strong destructive inter-
ference. Modes dominated by destructive interference are
likely to be highly sensitive to external modifications
through modulation of the interference. For the example of
�15 considered previously, bond scattering is opposed by
atomic scattering so that � is quite large at 0.56. Of all of the
vibrational modes, this mode, the most intense mode, has
one of the lowest values of �, however, indicating that inter-
ference effects will in general limit the development of
simple chemical models for IETS intensity.

From the analysis of the channels we can also define pro-
pensity rules. The most active modes are the ag modes.
Based on the notion that the most intense modes will be
those that access the dominant 1B1 paths through each of the
junction-weighted densities of states, the most active modes
are expected to be of A1 symmetry in the C2v conductance

point group. Such modes will have either ag or b1u symmetry
in the full molecular point group d2h. Indeed, ag modes are
found to be the most active ones, but b1u modes are found to
be very weak. To understand this differentiation, we note that
the transmission eigenvectors C1B1

L,R associated with the left
and right 1B1 channels can be represented as a sum of terms
each with either ag or b1u symmetry:

CL,R =
1
�2

��ag
± �b1u

� , �19�

where the upper �lower� sign is for the left �right� eigenvec-
tor. Substituting Eq. �19� into Eq. �13� splits the sum into
four terms:

TABLE III. Normalized atomic ��EE /�EF�EF� and bond
���EF+�FE� /�EF�EF� contributions to the molecular vibrational
couplings between input and output electron scattering channels,
	̄ij

q  from Eq. �16�, as visualized in Fig. 4; contributions are shown
for the sulfur �S�, connected carbon �C�, its ortho-carbon �Co�, and
its symmetry-related neighbor �Co��.

S C Co Co�

S −0.08

C 0.40 −0.03

Co −0.01 0.19 −004

Co� −0.01 0.02 −0.02 −0.04

FIG. 4. �Color online� Diagrammatic description of the origin of the IETS intensity for six characteristic vibrational modes. First row:
depictions of the normal modes, including either arrows for in-plane modes or open and solid circles for out-of-plane modes, along with the
mode frequency in cm−1 and molecular symmetry. Second and third rows: circles indicating the absolute values of the atomic contributions

to the dominant eigenvectors Ci
L of AL and Cj

R of AR along with the associated eigenvalues Āii
L and Ājj

R , in a.u., from Table I. Fourth row:
origin of the vibronic term 	̄ij

q that couples these channels expressed in terms of atomic contributions �circles� and bond contributions �lines�
colored blue �dark gray� and red �light gray� to indicate constructively and destructively interfering processes, respectively; also indicated is
the total inelastic conductance at EF of the mode and the percentage contribution arising from the indicated coupled channels �doubled for
non-totally-symmetric modes to account also for its symmetry-related counterpart� and the destructive interference indicator �.
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	̄ij
q =

1

2
��ag

�†	q�ag
−

1

2
��b1u

�†	q�b1u
+

1

2
��ag

�†	q�b1u

−
1

2
��b1u

�†	q�ag
. �20�

The product of the three elements in Eq. �20� must be
totally symmetric, so only the first two terms may be nonzero
for ag modes while only the last two terms are permissible
for b1u modes. For ag modes, the two allowed terms differ
fundamentally in nature from each other, facilitating an al-
lowed net contribution. However, for the b1u modes, the two
nonzero contributions exactly cancel each other, preventing
inelastic scattering involving the same input and output
channels. Hence, the inelastic scattering for the b1u mode �13
shown in Fig. 4 involves two different B1 channels 1B1 and
2B1, so that the b1u modes thus behave in the same fashion as
do all other non-totally-symmetric vibrations. Conceptual ap-
proaches that exploit the sparceness properties of �L and �R
alone do lead to the primary propensity rule favoring totally
symmetric IETS excitations.

The propensity rules derived by transforming the �s par-
allel these propensity rules and can be thought of as arising
through similar arguments and serve to identify the most
active modes in IETS. However, through our complete de-
scription of the junction-weighted densities of states, we can
also derive propensity rules for the next most active vibra-
tions: these will be the ones associated with both the largest

and the second largest eigenvalues Āii
L, in this case the 1B1

and 1A1 channels, respectively, which are coupled by modes
of b3u and b2g symmetry. Indeed, modes of both of these
symmetries are identified as being quite prolific in Fig. 2 and
Table II. Of note is the fact that these modes are out-of-plane
modes that do not have a components in the direction of the
charge flow; rather, they scatter electrons and holes between
� and � channels.

Within each particular symmetry class, the most active
modes are seen from Fig. 4 to be those that involve atomic
motion on atoms that have large amplitudes in the coupling-
weighted left and right channels. As a result, a wide variety
of scattering paths through the molecule can be invoked. As
described earlier, the most intense ag mode �15 from Fig. 4 is
an in-plane ring deformation mode that embodies some C-S
stretching character, and all parts of the molecule contribute
to the scattering. Also shown in Fig. 4 is the nature and
scattering origin for the next most prolific mode, the ag CH
bending mode �8. This mode is coupled to some Co-Co�
stretching character, and it is this that facilitates the inelastic
scattering from the input 1B1 channel to the output 1B1 chan-
nel.

For the intense non-totally-symmetric modes that scatter
charges between � and � channels, the most active modes
are found to be those with significant C and S involvement.
The scattering is not generated symmetrically from each end
of the molecule, as scattering between input and output chan-
nels of the same type is constrained to be, but instead is
typically dominated by a single C-S bond. Typifying this
behavior is �30, the b3u mode that couples the two most con-
ductive junction channels 1A1 and 1B1 �see Table I�. Figure 4
shows that the input and output channels both have ampli-

tude on the one C-S bond while the out-of-plane vibration
also has C-S amplitude, allowing the �-� mixing to occur.
This mode is indeed the third most active mode calculated
for IETS �see Table II�, but as the bottom frame of Fig. 4
indicates, the dominant scattering from the C-S bond is
strongly opposed by scattering from the individual C and S
atoms. Were it not for this interference, this vibrations would
be even more prolific in the calculated IETS. The largest
destructive interference found was for the related b3u mode
�24 for which �=0.91.

Finally, we consider the C-H out-of-plane modes �19 �b1g�
and �25 �au� that have the same form except for opposite
end-to-end symmetry. These modes coupe the most prolific
and third-most prolific molecule-weighted junction channels
1B1 and 1B2, but as can be seen from the forms of the chan-
nels shown in Fig. 4, very few atoms are active in both
channels. Hence, the scattering is intrinsically weak and con-
tains contributions from nonintuitive nonbonded 1,3- and
1,4-intermolecular interactions. While these modes are pre-
dominantly C-H in character, they do provide scattering
through their weak C-C contamination.

V. CONCLUSIONS

In conclusion, two approaches have been investigated to
analyze the IETS signal in a 1,4-benzenedithiol molecule
chemisorbed between two gold leads in the context of a full
general formalism for nonequilibrium elastic and inelastic
conduction processes. In both approaches, the inelastic cur-
rent is split into a small number of noninterfering contribu-
tions or channels. The first approach, based on the insight
provided by Troisi and Ratner12,18 that only a few paths
through the junctions are accessible, involves transformation
of the molecule-electrode couplings �L,R and reduces dra-
matically the complexity of the problem. However, detailed
insight into the influence of the molecule on these paths is
required before the method can be put to practical use in the
determination of propensity rules. The second approach pro-
vides this insight automatically through the transformation of
the �AL�* and AR matrices that depicts the density of states of
the molecule coupled to the contacts.

Our transformation allows the dominant channels for
electron or hole conduction through the junctions, channels
of different symmetries, to be identified, leading to propen-
sity rules based on the affect of the normal modes of vibra-
tion in scattering charges between these channels. As for
molecules such as 1,4-benzenedithiol with dominant
�-conduction character, the molecule-weighted junction
channel 1B1 is very much more prolific than in any other
channel. This leads to the first propensity rule that the totally
symmetric modes �ag� dominate IETS as only these can
couple 1B1 from the left lead to 1B1 in the right lead. A
similar propensity rule is expected for all molecules chemi-
sorbed to gold through sulfur links, independent of the actual
identity of the dominant channel. Weaker contributions to
IETS are then identified from the nature of the next-most
significant molecule-weighted junction channel eigenval-
ue�s�, which for 1,4-benzenedithiol are found to be 1A1 and
1B2, leading to a propensity for b2g and b3u modes and b1g
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and au modes, respectively, in its IETS. Once these dominant
channels are identified for modes of a particular symmetry
type, the most active modes can be determined by examina-
tion of how the normal mode affects the atoms accessed by
the appropriate molecule-weighted junction channels and the
nature of the junction channels: the same atoms must be
involved in each channel, and the vibration must perturb
these atoms. For coupling between the 1B1 and 1B2 chan-
nels, few atoms are involved in both channels and so the
IETS is weak, but the overlap between the 1B1 and 1A1
channels is large and hence the IETS is strong. These intense
IETS modes involve the mixing of molecular � and � char-
acter through out-of-plane C-S distortions. However, a more
subtle feature acts to determine the final IETS intensities: the
scattering amplitude can be decomposed in terms of interfer-
ing contributions associated with scattering from each atomic

center and from each bond in the molecule, and this interfer-
ence is in general large. A practical consequence of this is
that chemical and other variations are likely to modulate the
IETS intensity associated with particular modes of vibration.
Our analysis thus provides simple and effective a priori
means by which a very complex process involving no formal
selection rules can be controlled and manipulated to achieve
desired outcomes.
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