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The electronic bulk band structure of CdS was studied by resonant inelastic soft x-ray scattering and x-ray
absorption spectroscopy. The measurements at the S L-edge are compared with theoretical spectra calculated
with the Kramers-Heisenberg formalism and density functional theory. The experimental spectra reveal differ-
ences in the hole lifetimes of the different involved valence states, which can be correlated to different Auger
decay probabilities. We find that the spectra are dominated by incoherent emission. However, a detailed
comparison between measured and calculated spectra gives band structure information and, in particular,
reveals the position of the valence band maximum within the emission spectra. Furthermore, the dephasing
time in the intermediate state can be estimated.
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I. INTRODUCTION

In recent years resonant inelastic x-ray scattering �RIXS�
has been successfully developed as a technique for investi-
gating the band structure of solids.1 This technique exhibits
several advantages and differences compared to the estab-
lished photoelectron spectroscopy. As a “photon-in-photon-
out” technique it is bulk sensitive and also allows the inves-
tigation of insulating samples. For RIXS with soft x-rays, the
momentum of the photon can usually be neglected; in our
case it is less than 10% of the width of the Brillouin zone of
CdS. The k selectivity is then determined by the excitation
energy independent on the sample orientation. Thus also
polycrystalline and disordered samples such as powders can
be studied. Furthermore, in some cases, the dipole selection
rules allow to separate the emission from bands with differ-
ent symmetry characters by choosing core levels with differ-
ent angular momentum quantum numbers.2 Finally, the in-
tensity distribution gives quantitative information about the
local distribution of the valence wave function with respect
to the chosen core level wave function.

Several of the aspects mentioned above make the S L2,3
emission of CdS very interesting. Since this emission probes
valence states with s and d character, emission from Cd
4d-derived states, caused by an overlap with the S 2p core
hole wave function can be observed. This was used with
nonresonantly excited x-ray emission spectroscopy �XES� as
a sensitive probe for the evidence of S-Cd bonds in several
investigations. For instance, the chemical properties of bur-
ied interfaces, e.g., in CdS/ZnSe superlattices,3 which are
used for light-emitting diodes,4 or Cu�In,Ga��S,Se�2 thin
film solar cells5–7 were investigated, taking advantage of the

information depth of a few hundred nm. In addition to these
applications, CdS is also used as nanoparticle material.8,9

Such CdS nanoparticles were investigated with XES by Lün-
ing et al., who found size-dependent changes of the emission
and absorption spectra and empirically extracted information
about the increase in band gap caused by a local
confinement.10

Apart from the chemical information from XES spectra,
the electronic structure is of special importance for all men-
tioned applications. Therefore, several band structure calcu-
lations for CdS can be found in literature both for cubic CdS
�Refs. 11–14� and wurtzite CdS.15–17 There are also some
very early experimental investigations of the CdS band struc-
ture using photoelectron spectroscopy.18–21 However, a pre-
requisite for photoemission investigations is a well- prepared
single crystalline sample surface, which is not present in the
above-mentioned applications. Here, RIXS is an ideally
suited technique. For CdS, there is only one early paper by
Zhou et al.22 reporting resonantly excited L2,3 emission spec-
tra of CdS. In that paper they also probed for resonant emis-
sion in their spectra but could not observe any.

Our measurements show that resonant effects are indeed
small, but that, together with theoretical calculations, the
resonant spectra give valuable information about the elec-
tronic structure of CdS. Furthermore, we will show how the
measurements help to quantify different times cales involved
in RIXS, namely the lifetime of valence holes in the final
state and the dephasing time in the intermediate state.

II. EXPERIMENT AND THEORY

The RIXS and near edge x-ray absorption fine structure
�NEXAFS� spectra were recorded at the SXF endstation of
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beamline 8.0 at the Advanced Light Source, Lawrence Ber-
keley Laboratory23 using a CdS�0001� single crystal
�Mateck, Jülich, Germany� with wurtzite structure. The ex-
perimental resolution of spectrometer and beamline were
each chosen to be better than 0.3 eV. The NEXAFS spectra
were recorded in the partial photon yield mode, i.e., the in-
tegral countrate of the S L2,3 emission spectrum was taken
as intensity. The NEXAFS acceptance window �ca.
146–160 eV� was chosen such that the elastic scattered peak
�the Rayleigh line� was always outside the acceptance win-
dow. By measuring the Rayleigh line at various energies
within the energy window of the emission spectrometer,
RIXS- and NEXAFS-spectra were calibrated on a common
energy scale.

The RIXS spectra for CdS were calculated on the bases of
the Kramers-Heisenberg formalism and density functional
theory,24,25 which we have used successfully to describe
RIXS spectra of BeSe and BeTe.26 The local-density
approximation24,25 has been used together with Cd20+ and
S14+ pseudopotentials generated according to the Hamann’s
method.27 The binding energy of the semicore-d states is
always underestimated in the local density approximation
�LDA�, therefore, in order to facilitate a comparison with the
experimental spectra, the d-channel part of the bare Cd
pseudopotential was adjusted in such a way that the Cd-4d
states were moved to their experimentally observed position.
This type of pseudopotential adjustment was similar to ear-
lier calculations of the loss spectra of Cd-chalcogenides.28,29

It should be noted, however, that the bare Cd-
pseudopotential was adjusted, which thus affects the whole
electronic structure of CdS via self-consistency. In particular,
this has an effect on the valence-bandwidth, as will be dis-
cussed below. In addition, the energy position of the sulfur
2p states, in particular their spin-orbit splitting has been em-
pirically adjusted to experiment. Unlike the Cd-4d states,
however, this was done after the self-consistent solution had
been obtained. When calculating the resonant spectra, the
momentum of the photon has been neglected.

Valence-hole lifetimes due to electron-electron interac-
tions were obtained within the GW approximation. The GW
calculations were performed for the zinc-blende structure of
CdS.30 The lifetime broadening of the valence states was
calculated for a uniform mesh of 32 k�-points within the zinc-
blende Brillouin zone and the results were fitted to a qua-
dratic function of the binding energy. The underlying as-
sumption of this procedure is a similarity of the lifetime
broadening between the wurtzite and the zinc-blende crystal
structures.

III. RESULTS AND DISCUSSION

A. The incoherent S L2,3 emission spectrum as derived by
theory and experiment; valence hole lifetimes

The S L2,3 XES spectrum of CdS with an excitation en-
ergy of 200 eV is shown in Fig. 1�a�. It consists of three
main features: Transitions from S 3s-derived states around
147.6 eV, from Cd 4d-derived states �150.6 eV and
151.8 eV�, which have a large overlap with the S 2p core
hole wave function, and from the upper valence band �UVB�,

into S 2p core holes.7,22,31 Each of these transitions forms a
doublet because of the spin-orbit splitting of the S 2p core
hole, which is clearly visible in the sharp transitions of the
Cd 4d-like states. Neglecting the splitting and dispersion of
the Cd 4d-derived states and thus the possible difference in
line shape between transitions into S 2p1/2 and S 2p3/2 core
holes, we simply derive the spin-orbit splitting from the dis-
tance of the two lines and get a value of 1.2 eV, which is in
good agreement with the values found in literature.3,22,32,33

By choosing a suitable excitation energy, a distinction be-
tween the features from transitions into S 2p1/2 and S 2p3/2
holes can be made. For doing so, we have chosen excitation
energies just below the S L2 absorption edge. Since the spin-
orbit splitting between the two S 2p levels is only 1.2 eV, the
excitation energy is close to the S L3 absorption edge and
resonant effects are expected. However the spectral changes
with excitation energy are only small, as will be discussed
below. To obtain better statistics, we have thus added up
eight spectra with different excitation energies from
162.0 eV to 162.7 eV, and will, in a first step, treat the re-
sulting sum spectrum shown in Fig. 1�b� as “incoherent”
�i.e., a spectrum devoid of resonant effects�.

In Fig. 2, the L3 spectrum is now compared with the cal-
culated band structure, the corresponding total density of
states �DOS�, and the local partial density of states �LPDOS�.
For doing so, the emission energy scale of the experimental
spectrum was adjusted to the binding energies relative to the
valence band maximum �VBM; the determination of its po-
sition within the experimental spectra is discussed below�.
The emission energy of the VBM at 159.4 eV corresponds to
the binding energy of the S 2p3/2 core level with respect to
the VBM and will be used for all further comparisons be-
tween theory and experiment. The DOS shown in Fig. 2
underlines the assignment of the different spectral features
given above. In fact, the calculated position of the 3s levels
at about 12 eV agrees very well with the observed spectrum.
The Cd 4d-derived levels between 8 and 10 eV split into 20
states for CdS in the wurtzite structure �two Cd atoms per
unit cell� and show a dispersion of about 1 eV. The DOS of

FIG. 1. �a� S L2,3 emission spectrum excited with an excitation
energy of 200 eV, �b� S L3 emission spectrum of CdS excited with
an excitation energy below the S L2 absorption edge �162.0 eV
�h�exc�162.7 eV�.
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the d-bands has two distinct maxima and a shoulder, which
are qualitatively in good agreement with the observed fea-
tures in the L3 emission spectrum. For a quantitative com-
parison with the experimental spectrum, the LPDOS was cal-
culated by taking the dipole matrix element of the emission
process into account,

LPDOS�E� = �
i,f
� ��� f ,k��p̂��i,k���2� �E − Ei�k�� + Ef�k��	d3k ,

�1�

where �i,k� and � f ,k� are the initial �valence� states and final
states �here S 2p�, respectively. The LPDOS calculated in
this way is shown in Fig. 2. It can be understood as an
incoherent spectrum after including the experimental broad-
ening of the spectrometer of 0.3 eV.

In order to also include the lifetime broadening, the cal-
culated emission from S 3s-derived states and Cd 4d-derived
states was convoluted with suitable Lorentzian functions.
Different Lorentzian widths were used for S 3s- and Cd
4d-derived states, respectively, and adjusted for an optimal
description of the experimental spectrum. For the S
3s-derived states this adjustment was done at the high energy
side of the corresponding emission. The result of this proce-
dure is shown in Fig. 2 together with the experimental spec-
trum. In general, good agreement between theory and experi-
ment is achieved. The only significant deviation is found on
the side of lower emission energy of the S 3s peak and was
previously ascribed by Zhou et al. to inelastic losses.22

The LPDOS much better describes the ratio between the
emission from S 3s- and Cd 4d-derived states than the DOS.
It demonstrates that the wave function of the Cd 4d-derived
states is more localized at the Cd atoms and the overlap with
the S 2p wave function is lower than that of the S 3s-derived
states, as expected. However, for optimal agreement between
theory and experiment �topmost spectrum in Fig. 2� the cal-
culated emission from the Cd 4d-derived states had to be
multiplied with respect to the S 3s emission by a �relatively
small� factor of 1.5. Furthermore, we have also magnified the
UVB by a factor of 1.6 for better comparison. The reason for
these factors is probably an underestimation of the corre-
sponding matrix elements by the calculations. Moreover, the
additional �nonsymmetric� intensity at the low-energy side of
the S 3s peak due to the above-mentioned inelastic losses
could also contribute.

We note that the peak area of the theoretical UVB struc-
ture is approximately one-half of that in the experimental
spectrum �after the above-mentioned scaling�. This could be
due to a variety of origins: First, we note that the spectrum is
taken 1 eV above the threshold, and hence has a contribution
of resonant character. Second, excitonic effects �which are
strong in this system and will be discussed in detail below�
could lead to a different average over k-space and hence a
modified matrix element as compared to the theoretical �non-
resonant� case. Finally, the relative weight of s vs p character
in the valence band �as a function of position in the Brillouin
zone� might not be optimally described by theory.

As a result of the above linewidth optimization, we can
derive lifetime broadenings for the emission from the S
3s-derived states of 1.5 eV and for the Cd 4d-derived states
of 0.4 eV. These lifetime broadenings include the lifetime of
the S 2p3/2 core hole and that of the respective valence hole.
The S 2p3/2 lifetime is equal for both transitions and can be
neglected since it is around 50–60 meV.34,35 The much
larger lifetime broadening of the emission from the S 3s
states compared to the Cd 4d states must thus be attributed to
a much shorter lifetime of the hole in the S 3s states and can
be explained as follows. The dominating electronic decay
process for the investigated valence holes are Auger pro-
cesses. In order to emit an Auger electron, there must be
enough energy gain by filling the initial hole with another
electron. Neglecting the involved matrix elements, it is ap-
parent, that this can be much more easily achieved for the
deeper-lying S 3s derived states, explaining their shorter life-
time. This qualitative consideration can be quantitatively
confirmed by theoretical calculations. For that purpose, we

FIG. 2. Comparison of the S L3 emission spectrum �top, dots� of
CdS with the calculated band structure, the total density of states as
well as the LPDOS. The experimental L3 emission spectrum is
shown together with the broadened LPDOS. For details see text.
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have calculated the lifetime broadening caused by Auger de-
cays for 32 different k vectors and then extrapolated onto the
whole k space. As a result, we get values of 0.9 eV for the S
3s states and 0.10 eV for the Cd 4d states, showing the same
tendency as observed in the measurements. However, both
values are smaller than those derived from the measure-
ments. A reason for that could be an additional broadening
due to phonons not included in the calculations or a possible
underestimation of the theoretical bandwidth of the S 3s- and
Cd 4d-derived states, leading to artificially high values for
the experimental lifetime broadening derived by our convo-
lution approach.

The agreement between the theoretical spectrum of the
upper valence band and the experimental spectrum is not as
good as in the case of the S 3s- and Cd 4d-derived states. In
Fig. 2 the calculated spectrum of the UVB is shown �includ-
ing the experimental broadening of 0.3 eV� in comparison
with the experimental spectrum. It can clearly be seen that
the maximum close to the VBM in the experimental spec-
trum cannot be reproduced by the calculated incoherent
spectrum. As mentioned above, this can be explained by tak-
ing the coherent fraction of the spectrum into account, which
will be done in Sec. III C. Another discrepancy between
theory and experiment is that the UVB emission in the ex-
periment extends to lower photon energies than in the theo-
retical spectrum. This is quantified in Fig. 2 by evaluating the
shift between the maxima at the low photon energy side of
the UVB emission, which is around 0.5 eV. Starting from a
calculated bandwidth of 4.1 eV, we thus get a “modified ex-
perimental” value for the width of the UVB of 4.6 eV �note
that the VBM of experiment and theory were aligned for all
comparisons between experiment and theory, as mentioned
above�. This is in good agreement with other experimental
values, as shown in Table I. In this table also theoretical
values are summarized. It follows that the p-valence-band
width of CdS is reduced by ca. 0.4 eV in our calculation
when the Cd-4d states are constrained to have their experi-
mental binding energy. We note, however, that our “stan-
dard” LDA calculation agrees well with other LDA results.

Altogether, it seems that the LDA calculations tend to
slightly underestimate the true bandwidth of the UVBs. This
has been discussed elsewhere.36

B. The NEXAFS spectrum of CdS

In Fig. 3 the partial fluorescence NEXAFS spectrum of
CdS is shown and compared with the calculated absorption
spectrum. The calculated spectrum takes the density of states
and the matrix elements into account, while excitonic effects
due to the presence of the core hole are not included. The
calculation is furthermore convoluted with a Gaussian of
0.3 eV width, corresponding to the experimental resolution
of the beamline. The absorption onset is marked with A. In
the literature, several different interpretations of this struc-
ture are discussed. Sugiura et al. and Zhou et al. identify it
with the conduction-band minimum �CBM�,22,37 whereas in a
more recent paper by Lüning et al. it is identified with the
excitation of a core exciton.10 The latter assignment is based
on a measurement series with CdS nanoparticles of different
sizes, where feature A increasingly separates from the rest of
the spectrum for smaller particles. This is explained by an
increase in binding energy of the core exciton due to an
increase in the spatial confinement.10

TABLE I. Experimental and theoretical values for the width of
the UVB of wurtzite CdS from this work and other papers.

Method Valence-band width Reference

X-ray emission 4.6 eV This work

Angle resolved photoelectron 4.5 eV 19

Spectroscopy

Monochromatized Al K� 4.8 eV 18

Photoelectron spectroscopy

LDA with shifted 4.10 eV This work

Cd-4d states

Standard LDA 4.52 eV This work

Standard LDA 4.20 eV 15

Standard LDA 4.32 eV 16

LDA with SIC-PP 4.50 eV 16

LDA with SIRC-PP 4.60 eV 17

FIG. 3. Experimental �top� and calculated �bottom� S L2,3 NEX-
AFS spectra of CdS. Below the calculated S L2,3 spectrum, the S L2

and L3 contributions are shown separately �dashed lines�.
“CBMTheo” denotes the conduction-band minimum in the
calculations.
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The comparison between experiment and theory, however,
shows that both interpretations are only partially true. We
find an excellent agreement in peak position �see features B
through E� between theory and experiment in the region be-
tween 165 and 169 eV. Note that both the theoretical and
experimental absorption spectra are on a common energy
scale with the emission spectra and therefore the same rela-
tive adjustment of the energy scale as for the emission spec-
tra was used. In the region of the absorption edge, we find
that the energetic position of the edge can easily be associ-
ated with the conduction-band minimum. However, just
above the onset the experimental spectrum has a significantly
higher intensity than the calculated one. This can be attrib-
uted to excitations into a core exciton state, which is not
included in the calculation. The fact that this potential core
excitation takes place above the CBM indicates that observ-
able excitations do not occur below the CBM at the �-point,
but take place at other energetically higher states with van-
ishing group velocities �i.e., higher states at the �-point or
excitations at other high symmetry points�.

As a result of the above procedure, it is possible to deter-
mine the position of the CBM on the “photon energy” scale.
Together with the detailed analysis of the RIXS spectra we
can derive the electronic band gap of the material. In our
case, we have used the literature band gap of 2.47 eV �Ref.
38� to align the theoretical spectra, finding a very good
agreement for the position of the NEXAFS maxima as de-
scribed above.

C. The S L2,3 RIXS spectra

In this section resonant effects found close to the absorp-
tion threshold are discussed. For that purpose, a series of S
L2,3 spectra with excitation energies from below the S L3
absorption edge up to about 1.5 eV above the L2 absorption
edge were recorded.

In Fig. 4 a series of resonant S L2,3 emission spectra are
shown. The excitation energy is given on the right-hand side
of the graph. With decreasing excitation energy, less S 2p1/2
core holes are created and therefore the L2 emission �as seen,
e.g., by the peak at 151.9 eV� decreases until it is fully ab-
sent at an excitation energy of 162.9 eV. Close to the emis-
sion from the VBM, a shift of the feature labeled A2 can be
observed. This can be attributed to coherent S L2 emission
shifting towards the VBM when the excitation approaches
the CBM. A quantitative evaluation of this effect for the S L2
emission is difficult since it is superimposed with the S L3
emission. Note that the increasing background above an
emission energy of ca. 160.5 eV is due to the elastically
scattered Rayleigh line.

For the S L3 emission such a superposition does not occur
for energies below the S L2 threshold, which makes a quan-
titative evaluation of the coherent part in the spectrum pos-
sible. The spectra are composed of incoherent emission,
dominating the spectra as discussed in Sec. III A, and a co-
herent part. Furthermore, the NEXAFS spectrum presented
above shows that emission with a core exciton in the inter-
mediate state must be taken into account. The influence of
such excitonic intermediate states has been treated in several

experimental and theoretical papers �e.g., Refs. 39–43�. In
most cases the influence of the core exciton is smaller in the
emission spectra than in the absorption spectra since the core
exciton is only present in the intermediate state.

In general, three different core exciton effects are re-
ported. The first is the participant decay, which is caused by
a localization of the exciton in the intermediate state. This
strongly enhances a direct recombination of electron and
hole �i.e., the elastic scattered peak�. Indeed, such an increase
can be found in our experiments �see the overlapping sharp
lines above 161 eV�. The second effect can be observed at
the so-called “second threshold.”44 Again, the excited elec-
tron directly recombines with the core hole, but in addition
the energy is sufficient to excite an electron from the valence
band into the conduction band. Such effects were for ex-
ample found for BeTe and BeSe �Ref. 26� but were not in-
vestigated in this work. The third effect is the spectator de-
cay. In contrast to the participant decay, in this case an
electron from the valence band recombines with the core
hole. Since the core exciton is thereby transformed to a va-
lence exciton with lower binding energy, the emission shifts
to lower emission energies. This should be visible as addi-
tional intensity below the low energy side of the UVB emis-

FIG. 4. Resonant and one nonresonant S L2,3 emission spectra
of CdS. The excitation energies are given on the right-hand side. All
spectra were normalized to their maximum at approximately
147.5 eV. Only the nonresonant spectrum has been multiplied by
1.5 to enlarge the upper valence-band emission. The high intensity
above 160.5 eV is due to the Rayleigh line moving into the window
with decreasing excitation energy.
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sion. However, in our spectra, no such additional intensity
can be found: in Fig. 4 the dotted line at 154.5 eV is a rea-
sonable lower bound for all resonant spectra as well as for
the spectrum taken at high excitation energy, which is free of
excitonic effects. In accordance with experimental and theo-
retical results of Carlisle et al. and Shirley42,43 for graphite,
we do not find any changes in the spectral shape caused by
core-excitonic intermediate states. In fact, the excitonic ex-
citations only change the overall intensity of the spectra, as
argued by Carlisle et al.43 In this scenario the final states are
reached by scattering with phonons, whereby the emission
cannot be distinguished from incoherent emission without a
core exciton in the intermediate state.

As discussed above, most of the L3 spectra can be de-
scribed by the calculated incoherent spectrum, which is in-
dependent of the excitation energy. The spectral changes oc-
curring below h�=162.0 eV, most prominently the feature
marked with d2, are due to a reemerging of the L2 emission.
This emission is caused by multiples of the nominal excita-
tion photon energy stemming from higher harmonics of the
undulator with corresponding higher orders of the monochro-
mator and gains in weight at the absorption threshold due to
the reduced “true” emission intensity which is also observed
as enhanced noise in the normalized spectra. Upon closer
inspection, however, a resonant feature can be found, labeled
A3 in Fig. 4. Similar to A2, it shifts to higher emission ener-
gies with decreasing excitation energy. Below an excitation
energy of 162.2 eV, the position is nearly constant, and A3
decreases in relative intensity �again, the feature emerging at
emission energies above 159 eV is the onset of the elastically
scattered peak�.

The coherent contributions to the spectra have been cal-
culated using the Kramers-Heisenberg formalism and are
shown in Fig. 5. The emission from S 3s- and Cd 4d-derived
states are convoluted with the lifetime broadening derived
above, while the emission from the UVB was not addition-
ally broadened �note that this artificially enhances the peak
height of the valence-band peak compared to the 3s emis-
sion�. The calculated emission from the S 3s-derived states
does not show any dependence on the excitation energy be-
cause their dispersion is small and, in addition, they have a
large lifetime broadening. The spectral changes of the emis-
sion from the Cd 4d-derived states are also small, explaining
why they cannot be observed in the experimental spectra,
which are dominated by noncoherent emission.

The strongest changes can be found in the UVB, as ex-
pected. To understand their origin, a cutout of the calculated
band structure is shown in the inset of Fig. 5. Two dispersing
features are found in the spectra, which are labeled “1” and
“2” and also marked in the band structure. For the lowest
excitation energies, excitation and emission take place at the
�-point. However, the matrix element of emission from the
VBM is very small due to its predominantly p-like symmetry
character, so that the peak labeled “1” stems from states
about 1 eV below the VBM with an appreciable s-like char-
acter. With increasing excitation energy, excitation and emis-
sion move away from the �-point towards higher k values
�see arrows in the inset of Fig. 5�. As indicated in the band
structure, this leads to a shift of peak 1 towards lower emis-
sion energies, which is in good agreement with the shift of

peaks A3 and A2 in Fig. 4. In parallel, peak 2 shifts towards
higher emission energies, but since the intensity of this fea-
ture is very small and overlaps with the incoherent valence-
band emission, it cannot be found in the experimental spec-
tra.

For a better quantification it is desirable to extract the
coherent part of the experimental spectra. The standard
method �see, e.g., Refs. 1 and 2� is to take a spectrum excited
high above the absorption threshold as an approximation of
the incoherent spectrum and to subtract it, multiplied by a
suitable weight factor, from the resonantly excited spectra.
However, this method cannot easily be used in the present
case, since, for excitation energies high above the absorption
threshold, the contribution of L2 and L3 emission cannot be
experimentally separated. Lüning et al. solved this problem
for Si L2,3 by assuming an intensity ratio of 2 and a fixed
spin-orbit splitting between L3 and L2 emission, and by ex-
tracting the L3 part from the spectrum excited high above the
absorption threshold.2 Since, in our case, the coherent part is
very small, we have developed a different approach. We have
subtracted the spectrum taken with an excitation energy of
162.7 eV, i.e., the highest-excited spectrum below the L2 ab-
sorption threshold, from the other resonant L3 spectra �all
spectra were normalized to their maximum�. By doing so, all
parts of the spectra which do not show an excitation energy
dependence �i.e., the incoherent part�, should be eliminated.
The remaining features now represent the changes of the

FIG. 5. Calculated coherent L3 emission spectra of CdS. The
corresponding excitation energies are given on the right-hand side.
The inset shows a cutout of the calculated band structure.
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coherent part, and can be compared with differences of the
theoretical spectra constructed in an analogous way.

The differences of the experimental and theoretical spec-
tra are shown in Fig. 6. For the experimental differences, the
normalized spectra were directly subtracted from each other.
In contrast, the theoretical difference DT for an excitation
energy of h�exc was calculated as follows:

DT = S�a spectrum @ h�exc − spectrum @ 162.7 eV� .

�2�

The factor S is introduced because the theoretical spectrum
only includes coherent emission, while a part of the experi-
mental spectrum is due to incoherent emission. Because this
incoherent part dominates the experimental spectrum it is
approximately canceled out in the subtraction process and
therefore S describes the ratio between the coherent part and
the incoherent part in the experimental spectra. The addi-
tional factor a takes the excitation energy dependence of this
ratio into account. Finally, the theoretical spectra were con-
voluted with a Lorentzian with a width of 1.0 eV. Since
electron-electron interactions are expected to be weak for the
considered energies, the lifetime broadening can presumably
be attributed to electron-phonon scattering. S, which was
kept constant at 0.28 for all excitation energies, and a were
optimized to give best agreement between the experimental
and theoretical difference curves �shown in Fig. 6�. As can be
seen in Fig. 6, the agreement between theory and experiment
is excellent �see also the short vertical lines that indicate the
minimum in the theoretical difference curves�. The theoreti-

cal position of the VBM shown in Fig. 6 can therefore be
assumed to be also the position of the VBM within the ex-
perimental spectra. The coherent fraction of the spectra can
be related to the dephasing process in the intermediate state.
However, an exact evaluation is difficult, because—apart
from the incoherent fraction caused by dephasing
processes—the excitonic excitations lead to additional inco-
herent emission. Therefore, only a lower limit for the
dephasing time can be given. For doing so, the coherent
fraction in the spectrum excited with 162.7 eV was estimated
using the scaling factor S. S must be modified by a correction
factor taking into account that S was derived from spectra
normalized to their maximum count rate �see above�, while
the true coherent fraction f needs to be based on the overall
integrated intensities of the experimental and theoretical
spectra, respectively. Applying this correction, we derive f
=0.26 for the spectrum excited at 162.7 eV. Using the “core
hole clock” formalism45 and the S 2p core hole lifetime �ch
=� /60 meV=11 fs,34 a lower limit for the dephasing time
�d	�ch / �1/ f −1� can be calculated and we obtain 3.9 fs.

An interpretation of the parameter a with respect to the
energy dependence of the dephasing time fails because the
part of the emission with excitonic intermediate state is un-
known and expected to vary strongly with excitation energy.

IV. SUMMARY

We have investigated the bulk electronic structure of CdS
using resonant inelastic soft x-ray scattering and x-ray ab-
sorption. We find that the measured spectra are dominated by
incoherent emission. For the emission from S 3s- and Cd
4d-derived states, an excellent agreement between experi-
ment and calculated incoherent spectra is achieved. We find a
significantly larger lifetime broadening for the S 3s-derived
states than for the Cd 4d-derived states, which can be ex-
plained by different Auger decay probabilities of the holes in
these states. With the excitation energy close to the L2 and L3
absorption thresholds, we find resonant effects in our spectra,
which can be well described by calculations based on the
Kramers-Heisenberg formalism. As a result, we determine
the position of the VBM within the S L3 emission spectrum,
which is of fundamental importance for determining band
gaps �e.g., of nanoparticles�. Up to now much simpler ap-
proaches �i.e., linear extrapolation of the leading edge�, not
taking into account the actual electronic structure and reso-
nant effects, had to be used.10,22 Finally, we were able to
extract information about the time scale of the dephasing
processes in the intermediate state.
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FIG. 6. L3 emission spectra of the upper valence band for two
different excitation energy �top-most and bottom-most spectrum�.
In between, experimental and theoretical difference spectra are
given for different excitation energies �see text�. For the theoretical
differences an additional parameter a is used �see text�. The dashed
line marks the position of the VBM in the theoretical spectra.
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