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A theory of nonlinear two-photon absorption has been developed for a polaritonic band-gap material doped
with an ensemble of three-level nanoparticles. We have considered that the nanoparticles are interacting with
the polaritonic material. An expression of two-photon absorption has been obtained by using the density-matrix
method. The effect of the dipole-dipole interaction �DDI� has also been included in the formulation, which
leads to interesting phenomena. For example, it has been found that the two-photon absorption can be turned
on and off when the decay resonance energy of the three-level nanoparticles is moved within the lower-energy
band. It has also been found that the inhibition effect can also be achieved by controlling the strength of the
DDI.
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I. INTRODUCTION

There is a considerable interest in the study of the elec-
tronic and photonic properties of nanoparticles doped in dif-
ferent materials.1–12 For example, nanoparticles such as
quantum dots are doped in semiconductors,2–4 dielectric me-
dia,5 macrocavities,6 liquids,7 dispersing and absorbing ma-
terials,8 low-temperature solids,9 oxide materials,10 organic
materials,11 and photonic crystals.12

One of the most intriguing possible applications of nano-
particles is that they may be used to build quantum
computers.1 Nanoparticles are quantum heterostructures
which are composed of nanoscale regions of one type of
material embedded in a material of another type. The elec-
trons are confined within the nanoparticle region. Therefore,
the confined electronic energy levels can be accurately con-
trolled by varying the particle’s size, shape, or composition
and the number of confined electrons. Nanoparticles such as
quantum dots are also called artificial atoms or superatoms
and have atomlike properties.2,3

The aim of the present work is to study two-photon ab-
sorption in nanoparticles doped in polaritonic band-gap ma-
terials. The effect of the dipole-dipole interaction �DDI� has
also been included in the calculations. Examples of polari-
tonic materials include semiconductors �i.e., Ge, GaAs, SiC�,
oxide crystals �i.e., MgO�, ionic solids �i.e., NaF�, etc.13,14

These materials have energy gaps in their polaritonic energy
spectra due to the coupling between photons and optical
phonons. The presence of energy gaps has led to the predic-
tion of many interesting phenomena such as polariton-atom
bound states,14 superradiance,15 electromagnetically induced
transparency �EIT�,16 etc.

DDI has been investigated in nanoparticles when they are
doped in different host materials.5–9,17–23 For example, Wuis-
ter et al.5 have measured the effect of the DDI on the spon-
taneous emission rate in CdTe and CdSe quantum dots doped
in dielectric media. They found that it enhances the sponta-
neous emission rate and suggested that quantum dots can be
used for testing DDI theories. On the other hand, Wang and
Shih6 have performed time-resolved photoluminescence
measurements to study DDI in quantum dots doped in planar
cavity. They observed an increase of the energy transfer rate

in the microcavity compared to that measured in free space.
This behavior was attributed to the DDI between the quan-
tum dots.

Xu et al.7 have used photoluminescence to study the reso-
nance energy transfer in CdTe quantum dots doped in a
single water droplet. They found that DDI between dots is
enhanced in the aqueous solution due to Brownian motion.
However, Dung et al.8 have investigated the resonant DDI
between two-level quantum dots doped in a dispersing and
absorbing material. The dressed states created due to the DDI
are responsible for forming qubits in the quantum processor.
On the other hand, Petrosyan and Kurizki9 have proposed a
high-performance quantum processor from pairs of two-level
quantum dots doped in a low-temperature solid. They
showed that the DDI between dots creates symmetric and
antisymmetric states �i.e., dressed states�.

DDI has also been investigated when quantum dots are
doped in semiconductors. For example, Gea-Banacloche et
al.17 have studied the effect of DDI in arrays of quantum
dots. They showed that the dots act as three-level and four-
level atoms in the presence of the DDI, and the EIT mecha-
nism can be used for optical switching. On the other hand,
Lovett et al.18 have developed an optical scheme for quan-
tum computation in two-level quantum dots due to DDI.
They showed that the switching can occur on a time scale
which is much less than the typical decoherence times. Un-
old et al.19 have studied the DDI between two quantum dots
and found an energy shift in the exciton spectrum and the
Rabi oscillations. Sanders et al.20 have proposed a quantum
computer structure using strongly coupled quantum dots by
utilizing the DDI effect.

DDI in local-field approximation has also been studied in
nanoparticles.21–23 For example, Empedocles and Bawendi21

have observed a large Stark shift in the lowest excited state
due to the local field in CdSe quantum dots. They proposed
that these dots can be used for electro-optic modulation de-
vices. The effect of the local field on Rabi oscillations has
also been studied in a quantum dot by Paspalakis et al.22

They have predicted possible population inversion in the sys-
tem. The influence of electron-hole DDI in the local-field
approximation has also been investigated by Slepyan et al.23

in a single quantum dot.
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DDI has also been studied extensively in quantum
optics.24–28 It is found that when the density of multilevel
atomic gases is high, the near DDI �i.e., the local-field effect�
becomes important. The inclusion of the DDI between mul-
tilevel atoms has led to many interesting effects such as ul-
trafast optical switching,25 intrinsic optical bistability,26 en-
hancement of inversionless gain and absorptionless index of
refraction,27 and linear and nonlinear spectral shifts.28

In the present work, we consider that an ensemble of
nanoparticles is doped in a polaritonic crystal. The nanopar-
ticles are interacting with the polaritonic material. The for-
mulation of the two-photon absorption spectrum considers
three-level nanoparticles. A coupling field is applied between
the two excited states to control the two-photon process in
the particles. A probe-laser field is applied between the
ground state and the next excited state to measure the two-
photon absorption spectrum. This type of experimental ar-
rangement dealing with only three levels is called the cas-
cade configuration in quantum optics.29 In Fig. 1, a sche-
matic diagram of a three-level particle is shown.

We consider that a dipole moment is created in each nano-
particle due to the transition between the two excited levels.
This can be called the dipole moment due to the selected
transition. The nanoparticles are densely doped in polaritonic
crystals so that the particles are interacting with each other
via the dipole-dipole interaction due to the selected transition
�DDIST�.

Recently, DDIST has also been studied in quantum
optics30,31 and photonic crystals.32 For example, Lukin and
Hemmer30 have investigated the role of DDIST in three-level
and four-level atoms. Their system consists of two atoms
which are interacting with each other via the DDIST. The
induced dipole in each atom is created due to one of the
transitions in the atom. They predicted quantum entangle-
ment between two atoms due to the DDIST. They suggested
that the mechanism of this interaction can be used to produce
quantum logic gates. The effect of the DDIST on quantum

jumps has also been investigated by Skornia et al.31 in two
three-level atoms. In a previous paper, we have also studied
the DDIST in photonic crystals doped with four-level atoms
in the presence of three laser fields.32

Expressions for the two-photon absorption spectrum
�TPAS� have been obtained by using the density-matrix
method in the presence and absence of DDIST. The effect of
this interaction has been calculated using the mean-field
approximation.33–35 Two-photon absorption has also been in-
vestigated for multilevel atoms in quantum optics.36,37 How-
ever, the effect of the DDI on the inhibition of two-photon
absorption has not been investigated.

Numerical simulations have been performed for the SiC
crystal which has a gap to midgap ratio of about 18%. The
three levels of a nanoparticle are denoted by �1�, �2�, and �3�,
as shown in Fig. 1. These levels are taken in cascade con-
figuration where two-photon absorption takes place. Levels
�2� and �1� are driven by a probe-laser field, whereas a control
laser field is applied between levels �3� and �2�. It is consid-
ered that the nanoparticles are interacting not only with each
other but also with the polaritonic material which is acting as
a reservoir. Level �3� decays to level �2� due to the reservoir-
nanoparticle coupling.

The following interesting phenomena are predicted by the
present theory. It is found that as the DDIST coupling in-
creases, the peak located at zero detuning splits into two
peaks. These peaks are located on the right- and left-hand
sides of the zero detuning point. The right-hand peak is
stronger than the left peak. The heights of the peaks decrease
as the DDI parameter increases. This means that the strength
of the two-photon absorption process becomes weaker when
the nanoparticles are interacting with each other via DDIST.
At zero detuning, the spectrum of the two-photon absorption
has a minimum which corresponds to the inhibition of two-
photon absorption due to the DDIST. This is an interesting
finding of the present work.

The mechanism behind two-photon inhibition due to
DDIST can be explained by using a theory of dressed states.
In the absence of DDIST, there are no dressed states in the
system and only one route ��1�→ �2�→ �3�� is available for
the absorption of two photons. However, in the presence of
DDIST, the system has two dressed states denoted by ���
and ���. Now, the system has two routes, �1�→ �−�→ �3� and
�1�→ �+ �→ �3�, which are available for the two-photon ab-
sorption process. At zero detuning, the energy difference be-
tween two routes is zero. Therefore, these routes interfere
with each other and the inhibition of two-photon absorption
occurs.

We have also investigated the effect of the decay transi-
tion �3�→ �2� on the TPAS. We see a very interesting result
when the resonance energy gets near the band edge. It is
found that the two absorption peaks in the spectrum merge
into a single peak which is located at zero detuning. In other
words, the inhibition of two-photon absorption disappears
and the phenomenon of two-photon absorption can be
switched on and off by tuning the resonance energy.

The phenomenon obtained in the present work can be
used to advance toward the goal of producing logical photon
switches for quantum information processing. These materi-
als have unique advantages over conventional studies of EIT

FIG. 1. A schematic diagram of a three-level nanoparticle. The
levels are denoted by �1�, �2�, and �3�. A probe laser couples levels
�1� and �2� and a control laser couples levels �2� and �3�. Levels �3�
and �2� decay to levels �2� and �1�, respectively.
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in atomic gases and high-Q cavities.29 The present study has
at least two following main advantages. First, no control la-
sers are needed to create the quantum interference respon-
sible for the energy splitting as in the EIT effect.29 Second,
the system parameters can easily be adjusted to provide a
switching mechanism to turn the two-photon absorption on
and off.

II. TWO-PHOTON ABSORPTION SPECTRUM (TPAS)

We consider that an ensemble of three-level nanoparticles
is densely doped in a polaritonic material where the DDI
between particles becomes important. Recently, nanopar-
ticles such as quantum dots are used as multilevel atoms.2,3

The resonance energy in nanoparticles can be modified by
varying the particles’ sizes, shapes, or compositions, the
number of confined electrons, external magnetic and/or elec-
tric fields,2,3 etc.

The particles are interacting with one another by the se-
lected induced dipole transition �2�↔ �3�. The DDI Hamil-
tonian for the nanoparticles is written as33

Hd =
1

2�
i,j

�
�,�

J���ri − r j����ri����r j� , �1�

J���r� =
r�̂r�̂ − ���

�0�r�3
, �2�

where ���ri� is the �th component of the dipole moment of
the ith nanoparticle. The function J���ri−r j� is called the

coupling constant, r=ri−r j, and r�̂ is the �th component of
the unit vector r̂.

The exact inclusion of the Hamiltonian in the calculation
of the TPAS is a very challenging subject. Therefore, we use
the mean-field theory33,34 where the electric field EM created
by all the other dipoles on the ith dipole is expressed as33

E�
M = −� 1

2�
j

�
�

J���ri − r j����r j�� , �3�

E�
M =

�P�

3�0
, �4�

where �¯� is the quantum statistical ensemble average. The
mean field EM in Eq. �4� has been evaluated in textbooks33,34

by using the method of Lorentz. Here, P� is the �th compo-
nent of the polarization vector P and � is a constant which is
taken as unity.24,27,33,35

Following the method of Ref. 35, the DDI Hamiltonian
can be expressed in terms of the raising 	32

+ and the lowering
	32

− operators for the selected induced dipole transition
�2�↔ �3�. After some mathematical manipulation, we get the
DDIST Hamiltonian as

Hd = − �
32	32
+ + 
32

* 	32
− � , �5�

where 	32
+ = �3��2� and 	32

− = �2��3�. The variable 
32 is ob-
tained as


32 =
2N0��32

2

3�0
�32, �6�

where N0 is of the number particles per unit volume and �0 is
the dielectric constant of the medium. �32 and �32 are the
elements of the density matrix � and the dipole moment �
corresponding to the transition �2�↔ �3�.

The nanoparticles are also interacting with the polaritonic
material. Levels �2� and �3� decay to levels �1� and �2�, re-
spectively. The polaritonic material has an energy gap be-
tween energies �v and �c, where the former is the uppermost
energy of the lower band and the latter is the lowest energy
of the upper band. Following Ref. 14, the interaction Hamil-
tonian is written as

Hint = 	
C

d�k

2

��2Z2��k�p��k�	21

+ + ��3Z3��k�p��k�	32
+ �

+ H.c., �7�

Zi��k� =
��v − �k�2

��c − �k�2 + �2 , �8�

where H.c. stands for the Hermitian conjugate and � is a
constant. The operators p��k� and p†��k� denote the annihila-
tion and creation of polaritons with energy �k, respectively.
�2 and �3 are constants.14 The integration contour C consists
of two intervals: −�����v and �c����. The function
Zi��k� is known as the form factor and is obtained in Ref. 14
for a polaritonic material. In the rest of the paper, all energies
are measured with respect to an energy parameter �0, which
can be taken as the linewidth of an atomic level in free space.

The three levels �1�, �2�, and �3� of a nanoparticle are taken
in cascade configuration29 where two-photon absorption
takes place. Levels �2� and �1� are driven by a probe-laser
field of energy �p and Rabi energy xp. A control-laser field of
energy �c and Rabi energy xc is applied between the two
excited levels �3� and �2�. Using Eqs. �5� and �7� and the
density-matrix method of Ref. 29, the following equations of
motion for the density-matrix elements are obtained:

d�11

d�
= Z2

2�22 + ixs��21 − �12� , �9a�

d�22

d�
= − Z2

2�22 − ixs��21 − �12� + ixp��32 − �23�

+ i�
32
* �32 − 
32�23� , �9b�

d�33

d�
= − Z3

2�33 − ixp��32 − �23� − i�
32
* �32 − 
32�23� ,

�9c�

d�21

d�
= �i�21 − Z21

2 ��21 − ixs��22 − �11� + ixp�31 + i
32�31,

�9d�
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d�31

d�
= �i�31 − Z31

2 ��31 − ixs�32 + ixp�21 + i
32�21, �9e�

d�32

d�
= �i�32 − Z32

2 ��32 − ixs�31 − ixp��33 − �22�

− i
32��33 − �22� , �9f�

where �=�0t /�, �21= ��p−�21� /�0, �32= ��c−�32� /�0, and
�31=�21+�32. The �ij is the resonance energy for transition
�i�↔ �j�, where i and j stand for the three levels. The func-
tions Zij

2 are defined as

Z32
2 =

1

2

Z3

2��32� + Z2
2��21�� ,

Z31
2 =

1

2
Z3

2��32�, Z21
2 =

1

2
Z2

2��21� , �10�

where the square of the form factor �SFF� Zi
2 is obtained

from Eq. �8�.
Two-photon absorption occurs when electrons are trans-

ferred from level �1� to level �3� via level �2�. The density-
matrix element �33 gives a measure of the population in level
�3� due to two-photon absorption. The TPAS is calculated
from �33. We denote the absorption spectrum by I in the rest
of the paper.

From Eq. �9c�, we obtained the following expression for
TPAS in the steady state:

I =
2xc

�3
Im��32� . �11�

Note that the last term in Eq. �9c� gives zero contribution
when 
32 from Eq. �6� is substituted. The above equation can
be calculated numerically by solving Eqs. �9a�–�9f� using a
Runge-Kutta method in MAPLE. However, we want to get an
analytical expression for TPAS in the steady state.

Let us first obtain an expression for the TPAS in the ab-
sence of DDIST. We have considered that the control field xc
is weaker than the probe field xp. Therefore, we have evalu-
ated the density-matrix element �32 in the first order of con-
trol field xc. However, all the orders of xp are included in the
formulation. This means that nonlinear effects due to the
probe field are included in the calculation.

After rigorous mathematical manipulations, we have de-
rived the following expression for �32 from Eqs. �9a�–�9f�:

�32 = ixcX , �12�

where the function X is obtained as

X =
2Z21

2 �2xp
4 − d31d21xp

2� − �4Z21
2 xp

4 + Z2
2xp

2�d21�2�
d21�d32d31 + ixp

2��4Z21
2 xp

2 + Z2
2�d21�2�

�13�

and

d21 = i�21 − Z21
2 , d31 = i�31 − Z31

2 , d32 = i�32 − Z32
2 .

�14�

Putting Eq. �12� into Eq. �11�, the following expression for
the TPAS is obtained after further mathematical manipula-
tions:

I = I0A�Z31
2 �32 + �31Z32

2 � + B�Z31
2 Z32

2 − �31�32 + xp
2�

�Z31
2 Z32

2 − �31�32 + xp
2�2 + �Z31

2 �32 + �31Z32
2 �2 � ,

�15�

where I0=2xc
2 /Z3

2 and the functions A and B are obtained as

A =
Z3

2�2�31Z21
2 xp

2 − �21Z2
2xp

2�
4Z21

2 xp
2 + Z2

2��21
2 + Z21

4 �
,

B =
Z3

2�2Z21
2 Z31

2 xp
2 + Z2

2Z21
2 xp

2�
4Z21

2 xp
2 + Z2

2��21
2 + Z21

4 �
. �16�

The physics behind Eq. �15� is that it gives the TPAS
when electrons are transferred from level �1� to level �3� via
level �2�. When the probe-laser field of energy �p and the
control-laser field of energy �c are in resonance with the
transitions �2�↔ �1� and �3�↔ �2�, respectively, Eq. �15� has a
peak at the detuning parameter �31=0. The width and the
height of the peak depend on the SFF functions Z2

2 and Z3
2.

Similarly, in the presence of the DDIST, we have also
obtained the expression for �32 from Eqs. �9a�–�9c� in the
steady state:

�32 = ixc
X

1 − C�X
, �17�

where the DDI parameter C� is

C� =
2N0��32

2

3�0�0
. �18�

This parameter measures the strength of the DDIST and has
been widely used in the literature.24,27,35

Finally, the expression for the TPAS in the presence of the
DDIST can be obtained by putting Eq. �17� into Eq. �11�:

I = I0� �a�d

��d − C��b�2 + �C��a�2� , �19�

where functions �a, �b, and �c are obtained as

�a = A�Z31
2 �32 + �31Z32

2 � + B�Z31
2 Z32

2 − �31�32 + xp
2� ,

�b = A�Z31
2 Z32

2 − �31�32 + xp
2� − B�Z31

2 �32 + �31Z32
2 � ,

�d = �Z31
2 Z32

2 − �31�32 + xp
2�2 + �Z31

2 �32 + �31Z32
2 �2. �20�

Note that when we put C�=0, we get back the expression of
the two-photon absorption in the absence of DDIST 
see Eq.
�15��.

The physics behind Eq. �21� is that it gives the TPAS in
the presence of the DDI when electrons are transferred from
level �1� to level �3� via level �2�. It is important to note that
Eq. �19� does not have a peak at the detuning parameter
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�31=0 when the probe- and control-laser fields are resonant
with the transitions �2�↔ �1� and �3�↔ �2�, respectively. On
the other hand, Eq. �15� gives a peak at �31=0. This means
that there is an inhibition of two-photon absorption in the
system due to the DDIST. Equation �21� gives two peaks
which are located at the right- and left-hand sides of �31=0.
This phenomenon can be explained by using the idea of
dressed states which are discussed below. One can also see
from Eq. �21� that the heights of both peaks decrease as the
DDI parameter C� increases. In other words, the intensity of
the two-photon absorption process decreases when the nano-
particles are interacting with each other via DDIST.

Note that when C�=�d /�b, Eq. �19� reduces to

I = I0� �d

C�
2�a

� . �21�

The above expression tells us that the height and the width of
the absorption peaks of the spectrum depend on the quanti-
ties C�, �a, and �d.

In the next section, we have performed numerical simula-
tions when the DDIST is stronger than the probe and cou-
pling fields. In this situation, dressed states are created in the
system due to the strong coupling between levels �2� and �3�.
The analysis of the dressed states is needed to understand the
phenomenon of two-photon absorption in the next section.

We consider the following Hamiltonian:

H = ��21	22 + �31	33� − �xc	32
+ + xp	21

+ � − C��32	32
+ + H.c.,

�22�

where 	22= �2��2� and 	33= �3��3�. Note that the above
Hamiltonian is written in unitless quantities. The first, sec-
ond, and third terms correspond to a nanoparticle, particle-
laser field interaction, and the DDIST, respectively. Wave
functions of the above Hamiltonian can be written as a linear
combination of three states, �1�, �2�, and �3�, which form a
basis set.

After some mathematical manipulation, we found the fol-
lowing eigenvalues:

�± = ��21 + �32/2� ± ���32/2�2 + 4C�
2��32�2. �23�

Note that we have neglected the effect of the probe and cou-
pling fields in the evaluation of the above equations. The
corresponding wave functions are obtained as

� ± � =
C���32�

���± − �31�2 + C�
2��32�2

�2� +
��± − �31�

���± − �31�2 + C�
2��32�2

�3� .

�24�

The wave functions ��� and ��� are called the dressed states
or symmetric and antisymmetric states, respectively. The
dressed states due to the DDI have also been calculated in
the literature.19

III. NUMERICAL SIMULATIONS

In this section, numerical simulations are performed on a
SiC crystal which is a polaritonic band-gap material.13 The
energy-band parameters �v and �c are taken as �v=98 meV

and �c=118 meV.13 Polaritonic crystals are generally char-
acterized by their gap to midgap ratios. The gap to midgap
ratio for SiC is about 18.3%.

We consider that the resonance energy for the decay tran-
sitions �2�↔ �1� lies in the upper band �i.e., �21=1.5�v�. The
findings of this work are not affected whether the resonance
energy �21 lies in the lower band or in the upper band. How-
ever, the resonance energy �32 for the decay transition
�3�↔ �2� will be varied within the lower band. The param-
eters �2 and �3 appearing in the form factors are taken as
0.1�0. We have considered that the coupling field is tuned
with the transition �3�↔ �2� �i.e., �32=0�.

The three-dimensional figure for the normalized two-
photon absorption �I / I0� has been plotted in Figs. 2�a� and
2�b� as function of the detuning parameter �21 and the DDI
parameter C�. The decay resonance energy �32 is taken at the
middle of the lower band. The Rabi energy for the probe
field is taken as xp=1. Note that in Fig. 2�a� the spectrum has
a peak at zero detuning in the absence of DDIST. This peak
corresponds to two-photon absorption in the nanoparticles.

It is interesting to note that as the DDI parameter in-
creases, the peak located at the zero detuning point splits into
two. These two peaks are located on the right- and left-hand
sides of the zero detuning point in the presence of the
DDIST. We have plotted Fig. 2�b� for larger values of the
DDI parameter. As a result, the peaks are more pronounced
than those in Fig. 2�a�. The right-hand peak is stronger than
the left-hand peak. The heights of the peaks decrease as the
DDI parameter increases. This is because the heights are

FIG. 2. The plot of normalized two-photon absorption spectrum
�I / I0� as function of the detuning parameter �31 and the DDI pa-
rameter C�. The probe field is taken as xc=1 and the resonance
energy is taken as �32=0.5�v. Note that the single peak at zero
detuning splits into two peaks in the presence of the DDIST.
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inversely proportional to the DDI parameter 
see Eq. �21��.
Note that at large values of the DDI parameter, the mini-

mum between the two peaks has almost a zero value. This
minimum corresponds to the inhibition of two-photon ab-
sorption due to the DDIST. This is an interesting finding of
the present work.

It is interesting to note that two-photon absorption has
also been studied in multilevel atomic gases. By varying the
strengths and phases of the laser fields, the inhibition of two-
photon absorption has been predicted.36,37 However, the ef-
fect of DDI has not been investigated in these references.

The mechanism behind two-photon inhibition due to
DDIST can be explained by using a theory of dressed states
which was discussed in the preceding section. In the absence
of DDIST, there are no dressed states in the system and only
one route ��1�→ �2�→ �3�� is available for the absorption of
two photons. In other words, the route �1�→ �2� is available
for a probe field photon, whereas the route �2�→ �3� is avail-
able for a control field photon.

It is worth emphasizing that the probe field monitors the
two-photon absorption spectrum through the transition �1�
→ �2� by varying the detuning parameter �21. That is why in
the absence of the DDIST, we get one absorption peak due to
the transition �1�→ �2� at zero detuning �i.e., �21=0�.

However, in the presence of the DDIST, the system has
two dressed states ���� and ����. Now, the probe field photon
has two routes, �1�→ �+ � and �1�→ �−�. Therefore, there are
two routes ��1�→ �−�→ �3� and �1�→ �+ �→ �3�� which are
available for the two-photon absorption process. When the
detuning parameter lies on the right-hand side of the zero
detuning point �i.e., �21�0�, the two-photon absorption oc-
curs due to the route �1�→ �+ � �or �1�→ �+ �→ �3��. This is
why we get the right-hand peak in the spectrum. Similarly,
when �21 lies to the left-hand side of the zero detuning point
�i.e., �21�0�, the absorption occurs due to the route �1�
→ �−� �or �1�→ �−�→ �3�� and the left-hand peak appears in
the spectrum.

At zero detuning �i.e., �21=0�, the energy difference be-
tween the two routes �1�→ �−�→ �3� and �1�→ �+ �→ �3� is
zero. Therefore, these routes interfere with each other and
the inhibition of two-photon absorption occurs. This is why
we get a minimum which corresponds to the inhibition of
two-photon absorption in the system.

Note that the energy splitting ��+−�−� of the dressed
states depends not only on the DDI parameter C� but also on
�32. Furthermore, �32 depends on the functions Z2

2 and Z3
2 and

the probe Rabi energy xp 
see Eq. �12��. This is why we
found that the height of the minimum and the separation
between the two peaks depend on C� and xp.

The theory of dressed states has also been used to explain
the effect of the DDI in quantum optics,30,31 photonic crys-
tals,32 and quantum dots. For example, Lukin and Hemmer30

have used the dressed state theory for the DDIST to explain
quantum entanglement in two three-level and four-level at-
oms. In a previous work, we have also used the idea of
dressed states due to DDIST in four-level atoms doped in
photonic crystals.32 Petrosyan and Kurizki9 have considered
the splitting of energy states into symmetric and asymmetric
states �dressed states� due to the DDI in quantum dots. The
theory of dressed states has also been applied by Gea-

Banacloche et al.17 in arrays of quantum dots. They showed
that the quantum dots have three-level and four-level struc-
tures due to dressed states created by the DDI.

The role of the decay transition �3�→ �2� has also been
investigated on the TPAS. The results are shown in Fig. 3 as
functions of the resonance energy and DDI parameter. Inter-
esting results are found when the resonance energy gets near
the band edge. Note that the right and left absorption peaks
merge into a single peak which is located at zero detuning.
This means that the inhibition of two-photon absorption dis-
appears when the resonance energy lies near the band edge.
In other words, the phenomenon of two-photon absorption
can be switched on and off by tuning the resonance energy
within the lower band of the crystal.

The basic idea behind the above phenomenon can be ex-
plained as follows. Note that the linewidth of level �3� is due
to the decay transition �3�→ �2� and is calculated from the
SFF Z3

2��32�. The SFF has been plotted as a function of the
resonance energy in Fig. 4. Note also that the SFF has a large
value near the edge of the lower band and a small value near
the upper band edge. The width and the height of the absorp-
tion peaks depend on the linewidths of level �3�. When the
resonance energy �32 lies near the band edge, Z3

2��32� has a
very large value �see Fig. 4�. The broadening of level �3� is
larger than the energy splitting due to the DDIST. Therefore,

FIG. 3. The plot of normalized two-photon absorption spectrum
�I / I0� as function of the detuning parameter �31 and the energy. For
the control field, and the resonance energy and the DDI parameter
are taken as xp=1 and C�=50, respectively. Note that the two peaks
merge into one near the band edge.

FIG. 4. The plot of the function SFF as a function of energy
� /�v. The energy-band parameters are taken as �v=98 meV, �c

=118 meV, and �=10−3�v. The energy gap lies between �v and �c.
Note that the SFF has a large value near the lower band edge.
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the two peaks merge into one and the inhibition of the two-
photon absorption disappears at zero detuning.

Note that the switching phenomenon cannot be observed
if the resonance energy lies in the upper band since the func-
tion Z3

2��32� has a very small value at the upper band edge
�see Fig. 4�.

The reader may recall that the above calculations are per-
formed when the coupling field is tuned with the transition
�3�→ �2�. In other words, we have put �32=0 in �31=�21
+�32. However, if we consider that the probe field is tuned
with the transition �2�→ �1� �i.e., �21=0�, we will not be able
to see the inhibition effect. It is because there is no DDIST
effect due to the transition �2�→ �1� and the dressed level
splitting cannot be probed by the coupling field.

Recently, Scalora and Bowden38 have shown that when
the propagation effects in the study of ultrafast switching are
not important in a dense medium, the mean-field theory
�MFT� method is valid when dealing with DDI. They
showed that when the propagation effects are important,
density-matrix equations such as Eq. �9� should be supple-
mented by Maxwell’s equations. These equations must be
solved self-consistently to calculate the local electric field
and nanoparticle variables. In the present work, the propaga-
tion effects are not important, and therefore, the MFT is
valid.

We would like to discuss the limitations of the MFT
method used in the present work. One of the main limitations
is that the theory ignores the fluctuations due to the DDI
produced in the system.33,34 The individual dipole of a nano-
particle is interacting only with the mean field of all the other
dipoles in the photonic crystal 
see Eq. �3��. In some physical
phenomena, such as phase transition, the fluctuations become
important near the critical point. However, the MFT method
usually gives correct qualitative predictions for the phase
transition in three-dimensional systems. In the present work,
as we are not studying phase transition or similar phenom-
ena, the MFT method is valid and provides qualitative re-
sults. To get quantitative results for the present problem, one
has to go beyond the MFT method such as the random-phase
approximation.

It is worth mentioning that the shortcomings of the MFT
method are often mentioned at great lengths in the literature.
However, one should also emphasize the successes and the
wide range of applicability of the theory.33,34 For example,
the MFT method has been extensively used in studying in-
teracting systems such as gases, liquids, solids, fermions, and
bosons. The theory provides a feasible and useful approach
for complicated problems such as the calculation of the DDI
in the present paper. In fact, it is quite often the only theory
available for understanding the physics of interacting sys-
tems. It is found that many numerical approaches become
more difficult as the dimensionality increases, which is not
the case for the MFT method.

The findings of the present theory are valid not only for
SiC but also for all different types of polaritonic crystals
such as SiC, GaP, GaAs, CdTe, CdSe, InAs, MgO, NaF, etc.
This is due to the fact that the results presented in the paper
depend on the form factor, which in turn depends on the
band gap of the crystal. Since all polaritonic crystals have
band gaps, the findings in the paper are valid irrespective of
the choice of polaritonic crystal.

Note that the expressions for the TPAS given in Eqs. �19�
and �21� depend on the SFF functions Z3

2 and Z2
2, where Z is

called the form factor and is given in Eq. �8�. The form factor
depends on the values of �v and �c or the gap to midgap ratio
Rgtm, which is defined as

Rgtm =
�c − �v

��c + �v�/2
.

In short, the function SFF depends on the physical param-
eters of the polaritonic material. The values of �v and �c are
taken, respectively, as 45.5 and 50.1 meV for GaP and 33.6
and 36.2 meV for GaAs.13 Using the above equation, it is
found that the gap to midgap ratios for SiC, GaP, and GaAs
are 18%, 9.7%, and 7.5%, respectively.

We have plotted the function SFF for SiC, GaP, and GaAs
in Fig. 5 when the resonance energies lie within the lower
band of the respective crystals. The solid, dashed, and dash-
dotted lines correspond to SiC, GaP, and GaAs, respectively.
One can see from Fig. 5 that for a given value of the reso-
nance energy, the SFF has the largest value for SiC and the
lowest value for GaP. Note that the gap to midgap ratio for
SiC is larger than that of GaAs. Therefore, one can say that
the SFF has larger value for materials which have larger gap
to midgap ratio and vice versa.

We have performed numerical simulations on TPAS for
the three materials. The results are presented here. It is found
that the qualitative features of TPAS remain the same for all
three materials. However, it is seen that the heights of the
peaks have their largest values for SiC and the smallest for
GaP. Similarly, the resonance energy at which the two peaks
merge into one �i.e., the critical resonance energy� has its
largest value for SiC and the smallest for GaAs. It means that
the heights of the peaks are inversely proportional to the gap
to midgap ratio, whereas the critical resonance energy is di-
rectly proportional to it.
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FIG. 5. The plot of the function SFF as a function of energy
�� /�v� for SiC, GaP, and GaAs when the resonance energy lies
within the lower band. The values of �v and �c are taken, respec-
tively, as 98 and 118 meV for SiC, 45.5 and 50.1 meV for GaP, and
33.6 and 36.2 meV for GaAs. The solid, dash, and dash-dotted lines
correspond to SiC, GaP, and GaAs, respectively.
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