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The electronic structures of amorphous carbon at densities of 2.0, 2.3, 2.6, 2.9, and 3.2 g/ cm?® have been
calculated using density-functional theory with different simulation parameters. The carbon networks were
generated by liquid-quench method using Car-Parrinello molecular dynamics. The sp> fraction and the radial
distribution function are in good agreement with experimental results. At a density of 3.2 g/cm?, the highest
sp3, content of the simulated carbon networks reaches 89%, which is the upper limit sp® content of the ta-C
films deposited by the filtered cathodic vacuum one technique. The optical band gap increases with density (or
sp? fraction) of the networks. The defect density of states at Fermi level can significantly reduce the optical
band gap. The small rings with geometries very different from ideal sp> bonding cause the strong distortion of
o bond angle, which decrease the splitting of o—¢". The distortion of 7r and ¢ bond angle can decrease the
m— splitting. Such structural distortions can increase the states near Fermi level and reduce the optical gap.
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I. INTRODUCTION

Carbon can form a variety of objects with different struc-
tural and electronic properties presented by its forms such as
graphite, diamond, amorphous carbon, fullerenes, and carbon
nanotubes. Amorphous carbon (a-C) has high mechanical
hardness, elastic modulus, wear resistance, chemical inert-
ness, infrared transparency, good biocompatibility, wide
band gap, and low friction coefficient, and it can be depos-
ited at room temperature.' Because of these excellent prop-
erties, the a-C films have many attractive applications® in
areas such as various tools, magnetic storage, biomedical
coatings, optical windows, microelectromechanical devices,
and as field-emission cathode materials. Amorphous carbon
films can be prepared by sputtering, mass selected ion beam,
filtered cathodic vacuum arc (FCVA), and pulsed laser depo-
sition. Usually, a-C containing a majority of atoms in the sp*
configuration is referred to as tetrahedral amorphous carbon
(ta-C).

Although a lot of theoretical®’7 and experimental®-!! ef-
forts have been devoted to the study of this fascinating ma-
terial, the understanding of its microstructure and physical
properties is still far from being complete. It is a challenge to
simulate a-C because it can form a solid specimen with two-
fold, threefold, and fourfold coordinations. It is still unclear
whether the sp? fraction varies linearly with density, and how
the electronic structure and optical properties depend on the
microstructure. Molecular-dynamics method is a very effi-
cient method to simulate the a-C structure. Much work has
been done for modeling the a-C structure using a rapid
liquid-quench method. The popular theories used to describe
the interatomic interactions are density-functional theory
(DFT), tight-binding approaches, and empirical potential
methods.

Attempts have been made to simulate the structures of
a-C specimen using molecular dynamics at varied accuracy,

1098-0121/2007/75(15)/155418(9)

155418-1

PACS number(s): 61.43.Bn, 71.15.Pd, 02.70.Ns

computational cost, and system size. Empirical Tersoff!? po-
tential is a simple yet effective technique, which is param-
etrized to fit the elastic constants of graphite and diamond.
Kaukonen and Nieminen'? made some progress in the simu-
lation of the growth of diamondlike films using empirical
classical many-body potential proposed by Tersoff.
Kelires'*!3 also used Tersoff potential combined with Monte
Carlo annealing algorithm to generate a-C models. Brenner'®
empirical potential works well at low densities but it appears
strong deviation at high densities in modeling the a-C struc-
ture.  Empirical  environment-dependent  interaction
potential'”!3 (EDIP) is the most transferable among the em-
pirical potential methods used for modeling a-C, which was
first proposed for silicon. EDIP method shows good agree-
ment with DFT, but it slightly underestimates the sp> fraction
at high density.

Tight-binding molecular dynamics (TBMD) is another
transferable method and can be used for realistic studies of
the structure and electronic properties of a-C. Ho and
co-workers'?2! used TBMD to generate a range of structures
with densities from 2.2 to 3.4 g/cm’. However, the sp? frac-
tion is much lower than the experimental value. Blaudeck
and co-workers et al.?>?* presented a density-functional-
based scheme for determining the parameters of nonorthogo-
nal tight-binding (NOTB) models. A series of carbon net-
works was generated with densities from 2 to 3.5 g/cm?.
The sp? fraction increased from 9% to 88% accordingly. Re-
cently, Mathioudakis et al.>* presented an in-depth investiga-
tion of fundamental physical trends in «@-C based on
environment-dependent tight-binding® simulations. They
found that the variation of sp? fraction, or mean coordina-
tion, is linear over the whole possible range of densities. An
important result is the finding of three- and four-membered
rings in ta-C networks, which has never been found before
except the ab initio simulations.

Ab initio molecular dynamics is the most accurate, trans-
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ferable, and physical method. A low-density (2 g/cm?)
amorphous carbon structure was first obtained based on ab
initio molecular dynamics,?® in which the interatomic poten-
tial is constructed directly from the electronic ground state
using density-functional techniques. Then, a high-density
(2.9 g/cm®) structure was generated using Car-Parrinello
molecular dynamics (CPMD).?”?® Three- and four-membered
rings are first found in amorphous carbon networks, which is
an unusual topology. It has not been proved yet by experi-
ment whether such small rings exist in the ta-C structure up
to now.

In this work, we performed further study on the simula-
tion method, microstructure, electronic structure, and optical
properties of a-C within the framework of DFT. A series of
a-C networks with densities from 2.0 to 3.2 g/cm? has been
generated using two different simulation parameters: pseudo-
potential and fictitious electronic mass. The purpose of this
work is to answer the following questions.

(i) How does the microstructure depend on the density of
the structure? Previous researches indicate that the sp* con-
tent has a linear dependence on the density of the
network,’*?*19 which may not be very religious. The sp?
content increases as the density of a-C films increases in the
statistical data. Strictly speaking, it is not a linear relation-
ship, especially for high-density ta-C films.

(ii) How do the electronic structure and optical properties
depend on the microstructure? We especially discuss the re-
lationship between the small rings and their electronic struc-
tures. Atoms of three- and four-membered rings have a de-
crease of the o—o¢" splitting compared with other atoms,
which indicates the increase of states near Fermi level and
the reduction of optical band gap.

(iii) How do the simulation parameters such as pseudo-
potential and fictitious electronic mass (u) influence the
simulation results? Researchers have seldom discussed the
influences of pseudopotential and w on the final simulated
structures. Two exchange-correlation functionals
Becke-Lee-Yang-Parr’® (BLYP) and OLYP (=OPTX+LYP)
(Ref. 31) were used in this work. The simulated structures
with OLYP have statistically higher sp® content than the
structures with BLYP. Especially, at a density of 3.2 g/cm?,
the sp* content reaches 89% with OLYP, which is the upper
limit sp* content of the ta-C films deposited by the FCVA
technique.’>!'” The fictitious electronic mass () is an expe-
riential parameter and has a significant influence on the final
structure, which indicates that better structures can be ob-
tained by varying this parameter.

II. THEORETICAL CONSIDERATIONS
AND COMPUTATIONAL DETAILS

All the simulation processes were implemented using ab
initio CPMD (Ref. 33) with a plane-wave cutoff of 40 Ry and
an integration time step of 3 a.u. (0.072 fs). The key to the
continuous success of Kohn-Sham DFT lies in the develop-
ment of improved approximations to the exchange-
correlation functional (E,.). Therefore, the choice of the
pseudopotential becomes very important or even decisive for
such complex a-C networks. Two exchange-correlation func-
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tionals BLYP (Ref. 30) and OLYP (=OPTX+LYP) (Ref. 31)
in the Kleinman-Bylander’* form were used in this work.
BLYP is well established and has been successfully applied
to ab initio simulations of various carbon and carbide includ-
ing a-C.'32%3 OPTX is a new local exchange functional
developed by Handy and Cohen.3' Researches**3% showed
that OLYP is similar or even superior to the well-known
BLYP, with OPTX replacing the standard Becke exchange
functional.

The core of the Car-Parrinello method is a novel coeffi-
cient dynamics technique, which is used to transform the
electronic wave functions when the ions are moving. Car and
Parrinello® showed that the coupling between nuclear time
evolution and electronic minimization could be treated effi-
ciently via an adiabatic dynamics approach, which indicated
that the simulations strictly depend on the ability to control
the drift of the electronic wave functions away from the in-
stantaneous ground state. Therefore, an important question
for CPMD is under which circumstances the adiabaticity can
be achieved and how it can be controlled. Blochl and
Parrinello® presented a smart method to solve the problem
by introducing two separate thermostats for ions and elec-
trons without adding to the computational cost. The idea of
this method is that a fictitious dynamics is introduced for
electronic wave function. A very important parameter in
CPMD to control the adiabatic separation is the fictitious elec-
tronic mass (u), which is therefore also called “adiabaticity
parameter.” On one hand, it can determine if the molecular
dynamics could work under adiabaticity; on the other hand,
it can influence the final structure of simulation. The influ-
ence of u on the modeling of a-C has never been discussed
before. At a density of 3.2 g/cm?, four u were adopted while
everything else was kept the same.

In this study, a liquid-quench technique was taken by ab
initio CPMD within the framework of plane-wave pseudopo-
tential DFT. There were four steps for modeling the a-C
structure: spontaneous melting process, liquid phase equili-
brating, cooling process, and solid phase stabilizing. Each
simulation system contained 125 atoms in a simple cubic
supercell whose volume remained constant throughout the
simulation. The initial structure was a simple cubic lattice,
which was highly unstable and melted spontaneously without
adding any kinetic energy. Within 0.05 ps, the simple cubic
lattice was destroyed, and the temperature had risen to
5000 K. Then, the liquid began to diffuse. At a temperature
of 5000 K, a quench to the Born-Oppenheimer surface was
performed and the system remained liquid phase at 5000 K
for 0.5 ps. In the liquid equilibrating process, a Nosé
thermostat*' on both ions and electrons was applied to con-
trol the temperature of ions and the fictitious electronic ki-
netic energy. This thermostat prevented the electronic wave
functions from drifting away from the Born-Oppenheimer
surface by removing excess fictitious kinetic energy. During
the cooling process, the temperature of ions was controlled
by velocity rescaling algorithm, whereas the fictitious elec-
tronic kinetic energy was controlled by Nosé thermostat. The
solid phases were equilibrated for another 0.5 ps by using the
Nosé thermostat method to control the temperature of ions
and the fictitious electronic kinetic energy.
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FIG. 1. Structural models of a-C at densities of (a) 2.0, (b) 2.3, (c) 2.6, (d) 2.9, and (e) 3.2 g/cm? Subfigures (a)—(e) show the carbon
networks of samples A, C, E, G, and I, respectively, included in Table I. Black, gray, and white atoms denote sp>, sp?, and sp' sites,
respectively. Subfigure (f) displays the radial distribution functions of samples A, C, E, G, and I (solid lines) included in Table I, compared

to the neutron-diffraction data (dotted line) (Ref. 42).

III. RESULTS AND DISCUSSION

A. Structure

A series of carbon networks at densities from
2.0 to 3.2 g/cm? has been generated using the Car-Parrinello
technique.® Different structures with the same density were
modeled using two different exchange-correlation function-

als while the fictitious electronic mass (x) was kept 200 a.u.
during the calculations. Representative carbon networks gen-
erated at 2.0, 2.3, 2.6, 2.9, and 3.2 g/cm3 are shown in Fig.
1, while Table I summarizes some important structural prop-
erties of all the networks. As shown in Fig. 1, at a low den-
sity of 2.0 g/cm?, the structure contains mainly sp>-bonded
atoms, sp3-bonded atoms, and a small quantity of

TABLE I. Summary of structural parameters from the simulations in this work.

Coordination
Density Bond Bond
Sample (g/cm®) E.. length (A) angle (deg) C, C; Cy Ave
A 2.0 OLYP 1.49 115.5 5.6 75.2 19.2 3.1
B 2.0 BLYP 1.47 118.6 12 81.6 6.4 2.9
C 2.3 OLYP 1.50 113.1 32 64 32.8 33
D 2.3 BLYP 1.51 115.8 6.4 73.6 20.0 3.1
E 2.6 OLYP 1.53 112.8 2.4 52.8 44.8 34
F 2.6 BLYP 1.54 112.6 0 54.4 45.6 35
G 2.9 OLYP 1.56 110.3 0 27.2 72.8 3.7
H 2.9 BLYP 1.55 109.9 0 28.8 71.2 3.7
I 3.2 OLYP 1.56 109.2 0 11.2 88.8 3.9
J 32 BLYP 1.54 109.8 0 20.8 79.2 3.8
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sp'-bonded atoms with an average coordination of 3.1. Such
a low-density network is open with long chains and large
rings. The structure becomes more compact as the density
increases. At densities above 2.6 g/ cm’, the structures con-
tain mainly sp3-bonded atoms without sp'-bonded atoms in-
volved. In a high-density 3.2 g/cm? network, several struc-
tures containing 77%-89% sp3 hybridized atoms were
obtained, which are as high as that could be obtained by
experiments.'®3? Previous ab initio molecular-dynamics
simulations® only generated carbon networks with about
81% sp* content at the same density. This difference is per-
haps due to the selection of exchange-correlation functionals
and different simulation parameters. With BLYP functional,
the five structures at densities of 2.0, 2.3, 2.6, 2.9, and
3.2 g/cm? are similar to previous works* based on the Car-
Parrinello technique. We also adopted a new exchange-
correlation functional OLYP and obtained an sp® content
which is higher than any previous work based on the Car-
Parrinello technique.

The cutoff distance used to define the coordination in all
the networks is 1.85 A, which is determined from the carbon
atomic radius and the radial distribution function G(r) shown
in Fig. 1(f). The G(r) provides useful information about the
simulated liquid and disordered solid which can be compared
with the neutron-diffraction data. It is defined by

G(r) =4mr{p(r) = pol. (1)

where p(r) is the density of atom centers at a distance r from
an atom, averaged over all atom centers in the system, and p,
is the average density. The first two peaks agree well with
experimental data in both the r position and the shape of the
curve. Some special structures containing three- and four-
membered rings were generated. Such small rings exist in all
the simulated networks, which agrees with the previous ab
initio MD simulations.?® However, in previous works, all the
atoms in the three- and four-membered rings are sp> hybrid-
ized. We noticed some abnormal structures that are one or
two sp>-bonded atoms existing in the three- and four-
membered rings, which have been overlooked before. The
most common bond angle at an sp? site is close to the stan-
dard tetrahedral value of 109.5° and at an sp? site is 120°.
While three- and four-membered rings make contributions to
the distribution near 60° and 90°, respectively. Such small
rings decrease the average bond angle especially for the low-
density structure.

As shown in Fig. 2, it seems that the sp® content depends
on the density of the specimen as experimentally measured,
and nearly linear fits of this relationship have been
available.!%?*?° Strictly speaking, the relationship is not ex-
actly linear because the sp? content can vary in a range of
about 10% at a given density, which depends on the deposi-
tion method and processing conditions.

B. Electronic structure and optical properties

Amorphous carbon has three kinds of hybridizations,
which are mainly sp, sp?, and a small quantity of sp' sites.
sp? sites have only o states while sp?> and sp! sites also
possess 7 states. o and 7 states have large differences in
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FIG. 2. The sp? fraction plotted as a function of density. In (a),
the open circles and open up triangles are calculated from the simu-
lation results. The solid squares (Ref. 43), solid circles (Ref. 10),
solid up triangles (Ref. 44), and solid down triangles (Ref. 45) are
all from experimental data. In (b), the open circles are our simulated
results. Others are all from Ref. 18.

electronic structure. o states form a network of two-center
bonds between adjacent atoms. In the bond-orbital approxi-
mation, any property of occupied states such as the total
energy, charge density, or polarizability can be expressed as
simply the sum of independent, short-range terms for each
bond. There are no long-range forces in this approximation,
and the electronic structure depends on the short-range order.
7 states are different, because a 7 orbital usually interacts
with 7 states on more than one atom to form a conjugated
system such as benzene. Then, one can no longer define a
unique bond orbital. Conjugated bonds cannot now be ex-
pressed as the sum of independent, two-center bonds. Each
bond contains contributions from adjacent bonds, and this
gives rise to long-range forces and long-range
polarizabilities.!

Amorphous structures are significantly different from
crystal structures in electronic states. The electronic states in
an amorphous system are either extended or localized. In
amorphous carbon, states in the middle of bands and states
next to the band edge called “tail states” are localized. The
localized and extended states are separated by an energy
called the mobility edge. The band gap is no longer a per-
fectly forbidden gap but contains some localized states. The
mobility gap is defined as the energy difference between the
valence- and conduction-band mobility edges. The optical
band gap is an energy difference between the density of
states (DOS) at the conduction- and valence-band edges. In
a-Si:H, the definitions of Ey, gap, Tauc gap, and mobility
gap are all closely the same value, which is not the case in
a-C:H or ta-C. In contrast, the Ey, gap in a-C:H or ta-C is
always nearly 20% higher than the Tauc gap.' The mobility
gap is much wider than the optical gap because the optical
gaps are controlled by the DOS only. The optical matrix
element does not depend on localization. The strong local-
ization of states in a-C has a significant effect on the elec-
tronic properties and devices, as it lowers the carrier
mobility.*0
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FIG. 3. The electronic density of states of the simulated struc-
tures A, C, E, G, and I included in Table 1. The solid line is the total
DOS of the s and p orbitals. The dotted and dashed lines correspond
to projections of the p and s orbitals, respectively.

The DOS and optical properties were calculated using the
CASTEP code,*’” which is based on DFT using Vanderbilt-type
ultrasoft pseudopotentials*® and a plane-wave expansion of
wave functions. We used the generalized gradient approxi-
mation (GGA) in the scheme of Perdew-Burke-Ernzerhof*
to describe the exchange and correlation potential, since the
GGA is more accurate than the local-density approximation.
The computed total and projected densities of states of the
five simulated structures at different densities were shown in
Fig. 3. The Fermi level is set to 0 eV. A Gaussian curve with
a standard deviation of 0.2 eV has been used to smoothen the
data. As would be expected, there are states near Fermi level
in all the simulated structures. The states near Fermi level
decrease in intensity as the density increases. The local den-
sity of states (LDOS), which was shown in Fig. 4(a), indi-
cates that the states near Fermi level are mainly from the
contributions of sp® hybridized atoms. This could explain
why the structure with a high sp® fraction has lower states
near Fermi level.

The electronic properties of the ta-C films are controlled
by 7 and 7 states, which lie close to Fermi level, whereas
the mechanical properties are controlled by o and o states.
Therefore, we are mainly interested in 77 and 7" states in this
work. The defects have the most important influence on the
reduction of the optical gap, because in the case of a dan-
gling bond, a peak is obtained at Fermi level. Experimental
results’*-33 indicate that defects can reduce the optical gap of
a-C (a-C:H) quite a lot. Teo et al.* obtained the highest
optical gap ta-C by vacuum annealing to decrease defects
while maintaining a high sp* fraction. Another important fac-
tor for the determination of the effective optical gap is the
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FIG. 4. The calculated local density of states for sample 1. In (a),
the solid line is the total DOS of all atomic orbitals, while the dotted
and dashed lines correspond to projections of sp? and sp> hybrid-
ized orbitals. In (b), the LDOS of three kinds of typical sp* atoms
are compared. In (c), the LDOS of nine atoms with sp® hybridized
orbitals which belong to three-membered rings, four-membered
rings, and others (not belong to small rings).

smallest 77-7r~ splitting which occurs with non-negligible
abundance. Our simulated models do not support the pres-
ence of aromatic rings even in low-density a-C, because the
fivefold, sixfold, and sevenfold rings are strongly cross-
linked by the inclusion of at least one or two sp® atoms.
Here, we are more concerned about high-density ta-C. In our
simulated ta-C structures, there are only short sp? chains and
dimer sp? atoms. The defects are isolated sp> atom and odd
numbered sp? chains. The LDOS of such a defect is shown
in Fig. 4(b) (solid line). The LDOSs of normal dimer sp?
atoms indicate that the 77" splitting is about 4 eV. If an sp?
site lies in a strongly distorted network, the bond angle of =
and o will be far from normal values, where the 7-7" split-
ting will reduce to about 2 eV, as shown in Fig. 4(b) (dashed
line), which indicates the increase of states near Fermi level
and the reduction of optical gap.

Besides the sp? atoms, we also investigated some special
sp® atoms, which have a slight influence on the band, edge.
As shown in Fig. 4(c), atoms of three- and four-membered
rings have a decrease of o-o splitting compared with other
atoms. In other structures, the small rings have the same
contribution to the DOS. The decrease of o~ splitting has a
slight influence on the optical gap because the o-¢" splitting
is much higher than the 7-7" splitting. So, the optical gap is
mainly determined by sp? atoms. However, such small rings
have an influence on valence- and conduction-band tails and
thus have an influence on the optical band edge.

It is well known that the interaction of a photon with the
electrons in the system can be described in terms of time-
dependent perturbations of the ground-state electronic states.
Transitions between occupied and unoccupied states, includ-
ing plasmons and single particle excitations, are caused by
the electric field of the photon. The spectra resulting from
these excitations can be described as a joint density of states
between the valence and conduction bands. The imaginary
part &,(w) of the dielectric function can be calculated from
the momentum matrix elements between the occupied and
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FIG. 5. The calculated &, spectra (dotted line) of sample L com-
pared with experimental data (Ref. 55) of graphite, diamond, and
ta-C.

unoccupied wave functions within the selection rules, and
the real part ;(w) of dielectric function can be evaluated
from imaginary part &,(w) by Kramers-Kronig relationship.
Thus, absorption coefficient a(w) can be derived from equa-
tionn

() = \20[VeX(0) + £3(0) - £, ()] )

Figure 5 shows the comparison of the &, spectra of diamond,
graphite, ta-C film obtained by experiment, and calculated &,
spectra of ta-C. The &, spectra of graphite show two peaks,
one around 4 eV due to 7 excitations and one about 13 eV
due to o excitations. Diamond shows only a single peak at
13 eV due to o excitations. Low-density ta-C with low sp*
fraction shows two peaks, one weak peak at around 4 eV due
to -7 transitions, the other at 9—11 eV due to o-o tran-
sitions. The ta-C with high sp? fraction has only one main
peak at around 10 eV due to o-¢ transitions. Our calcula-
tions accord well with the experimental results. The peak
position in ta-C (about 10 eV) is lower than in diamond
(13 eV) because the loss of the k-selection rule in amorphous
solids allows transitions to occur at lower energy.” In addi-
tion, the structural distortions such as small rings would also
reduce the o-o" transitions as described above, which could
be another explanation.

As is typical for amorphous materials, it is difficult to
measure the band gap from the DOS due to the presence of
states near Fermi level. A useful measurement of the optical
gap can be obtained by calculating the Ey, gap or Tauc gap
using the imaginary part of the dielectric permittivity &,(w).
The process of calculating &,(w) for the simulated structure
is a straightforward one involving a convolution of the occu-
pied and unoccupied densities of states, provided one makes
the assumption that matrix elements for dipole transitions are
independent of energy. The optical-absorption characteristics
of the simulated structures are plotted in Fig. 6. Usually, the
Tauc gap is obtained by the linear fraction of the curve.
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FIG. 6. The optical-absorption characteristics of the simulated
structures A-I.

Because the calculated results do not show good linearity, we
only calculated the E, gaps for comparison with the experi-
mental data, as shown in Fig. 7. The calculated Ey, gaps are
0.43, 0.49, 0.92, 1.51, and 3.23 eV for the samples A
(2.0 g/cm®), C (2.3 g/cm?), E (2.6 g/cm®), G (2.9 g/cm?),
and I (3.2 g/cm?), respectively. The calculated E,, gaps are
lower than experiments because of the inherent limitation of
DFT.

C. Simulation parameters

Two simulation parameters investigated in this work are
exchange-correlation functional and fictitious electronic
mass (u). w is an intrinsic part reflecting the experimental
deposition process and are not artifacts of the simulation
technique. Exchange-correlation functional deals with the ac-
curacy of simulation. The simulation results show that the
structures with OLYP compare better with experiments than
the structures with BLYP at five different densities at least
for the sp> content. The simulated structures with BLYP have
a slightly lower sp* fraction than the experimental data. This
confirmed previous researches’*-3% that OLYP is similar or
even superior to the well-known BLYP. In addition to the sp®
fraction, the average bond length, bond angle, and the distri-
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FIG. 7. The optical band gap of the simulated structures and
experimental results. Open circles denote the calculated Egy, gaps of
samples A, C, E, G, and 1. Solid circles and solid triangles are
experimental data (Refs. 44 and 54).
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FIG. 8. Bond angle distributions of the simulated structures.
Subfigures (a)—(j) stand for samples A-J included in Table 1.

butions of bond angles are also different, as shown in Table I
and Fig. 8. With OLYP and BLYP, the bond angle distribu-
tions larger than 140° have a general reductive tendency with
increasing density. The bond angle distributions near 60° and
90° have an obvious reductive tendency with increasing den-
sity with OLYP, while the tendency is not obvious with
BLYP.

The Car-Parrinello technique differs from other ab initio
molecular-dynamics methods by the dynamical optimization
method for the electronic wave-function degrees of freedom
(i.e., the basis set expansion coefficients) which can be
treated simultaneously with the Newtonian nuclear dynam-
ics. The parameter of inertia, usually called “fictitious elec-
tronic mass,” controlling the response of the basis set coef-
ficients to the potential in the simulated annealing approach,
is chosen much more than real electronic mass and much

PHYSICAL REVIEW B 75, 155418 (2007)

140
120} r (b)
100} .

NBE O
ccoo

100¢

Frequency

N B O ®
[=N-N=-N=]

910 60 80 100 120 140 160 40 60 80 100 120 140 160 180
Bond angle (degrees)

FIG. 9. Bond angle distributions of the simulated structures.
Subfigures (a), (b), (c), and (d) stand for samples I, K, L, and M,
respectively, included in Table II.

smaller than the atomic masses. In this way, the wave func-
tion adapts instantaneously to the moving nuclei, keeping the
electrons sufficiently close to the ground state. For a given
physical system, the only parameter to control adiabatic
separation is the fictitious mass, which is therefore also
called “adiabaticity parameter.” If u is too small, eventually
the time step appears too large and the integration by the
Verlet algorithm is not correct anymore, which gives rise to a
drift in the constant of motion. So, the reduction of w has the
drawback that the time step needs to be reduced. Thereby, it
will decrease the computational efficiency of the method. If
M 1s too large, electrons are too heavy and adiabacity will be
lost. As a consequence, we have to make a compromise. And
M is a parameter determining not only the adiabaticitiy issues
but also the dynamic process. It can be seen from Table II
and Fig. 9 that p has a large influence on the simulated
structures.

IV. CONCLUSION

The structures of amorphous carbon with different simu-
lation parameters at densities of 2.0, 2.3, 2.6, 2.9, and
3.2 g/cm® have been modeled using ab initio molecular dy-
namics. The microstructure, electronic structure, optical
properties, and their relations were investigated. The simu-
lated structures with OLYP have statistically higher sp? con-
tent than the structures with BLYP. At a density of
32 ¢/ cm’, the sp3 content reaches 89% with OLYP, which is
the upper limit sp* content of the ta-C films deposited by the

TABLE II. Summary of structural parameters from the networks produced with different w. All of the

four samples were generated with OLYP.

Coordination
Bond Bond
Sample i length (A) angle (deg) C, C; Cy Ave
[ 200 1.56 109.2 0 11.2 83.8 39
K 300 1.54 108.9 0 11.2 88.8 3.9
L 400 1.53 109.7 0 232 76.8 3.8
M 500 1.54 110.0 0 20.8 79.2 3.8

155418-7
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FCVA technique.!%3? The fictitious electronic mass (u) is an
experiential parameter and has a large influence on the final
structure, which indicates that researchers can obtain better
structures by adjusting this parameter. The optical gap in-
creases with increasing density (or sp? fraction) of the net-
works. The small rings with geometries very different from
ideal sp® bonding cause the strong distortion of ¢ bond
angle, which decrease the splitting of o-¢". The distortion of
o and o bond angle has a noticeable decrease of 77" split-
ting. Such structural distortions would increase the states

PHYSICAL REVIEW B 75, 155418 (2007)

near Fermi level and reduce the optical gap. The defects such
as isolated sp? sites and odd numbered sp? chains will give a
state at Fermi level, which significantly reduce the optical

gap.
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