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High frequency sound velocity in the glass former 2Ca(NO3),-3KNOj:
Molecular dynamics simulations
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Molecular dynamics simulations of the fragile glass-forming liquid 2Ca(NOj3),-3KNO3 (CKN) were per-
formed from its molten state at 800 K down to its glassy state at 250 K. Time correlation functions of mass
current fluctuations were calculated in order to investigate sound waves of high wave vectors, 0.18<k
<0.67 A~'. The high frequency (THz) sound velocity of CKN was obtained from the slope of the dispersion
curve of excitation energy of acoustic modes, w(k), as a function of temperature across the glass transition. The
temperature dependence of the sound velocity of longitudinal acoustic modes is discontinuous in a range that
is higher than the glass transition temperature 7, estimated from the 7' dependence of density and energy. This
result demonstrates that the high frequency sound velocity probes the transition from liquidlike to solidlike
regimes at a temperature higher than the 7, of the simulated material. The sound velocity of transverse acoustic
(TA) modes presents discontinuity at the same value of the thermodynamic derived T. It is proposed that the
distinct behavior of high frequency TA modes is due to fast reorientational motions of NO;™ anions that are

able to relieve local shear stresses.
DOI: 10.1103/PhysRevB.75.144202

I. INTRODUCTION

A supercooled liquid undergoes glass transition when the
arrest of molecular motions occurring at low temperature
precludes that structural relaxation can be observed in an
experiment. Usually, the glass transition temperature T, of a
material is determined from rather macroscopic probes, such
as the sharp decrease of heat capacity or the more than ten
orders of magnitude increase in viscosity upon going from
the supercooled liquid to the amorphous solid state.!> How-
ever, the system might present the response of a viscous
(liquidlike) or an elastic (solidlike) material at a given T
depending on the time scale, i.e., the frequency w, probed in
a particular experimental technique. Several orders of mag-
nitude of w can be tuned by using different spectroscopic
techniques, allowing for the investigation of collective dy-
namics of supercooled liquids in a wide frequency range.>*
On cooling down the material, the transition between re-
gimes will be observed when the inverse of the structural
relaxation time, the so-called « relaxation 7, initially higher
than the measurement frequency at high 7, w<<1/7,, be-
comes very small at low 7, w>1/7,.

The molten salt mixture 2Ca(NO3),-3KNO; (CKN) is a
prototype fragile glass-forming liquid, i.e., a system whose
viscosity increases in a non-Arrhenius pattern when ap-
proaching Tg.5 Sound wave excitations in CKN have been
investigated by ultrasonic  experiments at MHz
frequencies,®’ by Brillouin scattering spectroscopy at hyper-
sonic (GHz) frequencies,®'! and, more recently, by inelastic
x-ray scattering spectroscopy at THz frequencies.'? Figure 1
collects the results of sound velocity of CKN as a function of
temperature reported in these works. (When cooling CKN,
the calorimetric glass transition is observed at T,=335 K; on
heating, two melting temperatures 7, indicating distinct
crystalline structures, are observed at 425 and 444 K.13) The
figure shows the transition of the velocity of propagation of
longitudinal acoustic modes vy, from the low frequency
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limit in the normal liquid state to the high frequency limit in
the glassy state, in which the structure is frozen with respect
to the frequency of the measured excitations, w>1/7,. Fig-
ure 1 also illustrates that v; , depends markedly on the actual
frequency that is being probed in a particular experiment, so
that, for a fixed temperature in the 7,<T<T,, range, vy
increases when the excitations change from MHz to GHz
frequencies.

A single value at THz frequency was reported in Ref. 12
for glassy CKN at room temperature (see vy, at 293 K in
Fig. 1). Investigation of fast collective properties of short
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FIG. 1. The temperature dependence of sound velocity of lon-
gitudinal acoustic (LA) modes of CKN at different frequencies: (<)
1.0 MHz, Ref. 6; (¥¢) 0.2 GHz, Ref. 6; (®) 10.0 GHz, Ref. 8; (O)
10.0 GHz, Ref. 9; (A) 10.0 GHz, Ref. 10; (%) 10.0 GHz, Ref. 11;
(*) 1.0 THz, Ref. 12. The inset shows the corresponding data of
Ref. 9 for transverse acoustic (TA) modes. The vertical dotted line
indicates the calorimetric glass transition temperature, 7,=335 K
(Ref. 13).
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wavelength, i.e., in the high wave vector and frequency
(k,w) range, is the domain of inelastic neutron (INS) or
x-ray (IXS) scattering spectroscopies.'* The temperature de-
pendence of excitation energies of sound modes at high
(k,w) range obtained by IXS measurements on molecular
glass formers shows a discontinuity at a temperature 7', that
is higher than the calorimetric Tg.15 This finding indicates
that a liquid-glass transition is occurring at THz frequency
proper to an arrest of relaxations at the molecular scale, since
IXS probes wave vectors larger than ~0.1 A~'. In other
words, whereas T, indicates the macroscopic arrest of struc-
tural relaxation, 7, indicates a microscopic liquid-glass tran-
sition. The ratio 7,/T, depends on the studied glass former;
for instance, in the case of o-terphenyl, 7, is very close to
T,.'>16 This finding was corroborated by molecular dynamics
(MD) simulations,'” in which the dynamic structure factor
S(k,w) of o-terphenyl was calculated as a function of tem-
perature.

The THz range is the typical range accessible by com-
puter simulations of liquids. Due to limitations in computa-
tional resources, computer prepared glasses undergo quench-
ing rates that are approximately ten orders of magnitude
higher than common laboratory conditions. As a conse-
quence of such high quenching rates, a “smearing out” of the
liquid-solid transition occurs, i.e., the glass transition region
because less sharp at very high quenching rates than at the
usual quenching condition. As discussed by Angell and
Torell,'8 the wide temperature range in which the response of
the system changes from liquidlike to solidlike should be
called the “dispersion region” in fast quenching experiments.
Interestingly, the smearing out of the glass transition can also
be observed in real samples prepared at low quenching rates
provided that enough high frequency relaxations could be
probed in the experiment. This proposition was illustrated by
Angell and Torell'® with the Brillouin light scattering results
of CKN at GHz frequency reported by Torell (black circles
in Fig. 1),® where a change in slope of the vy A(T) plot is
observed at 500 K, which is much higher than the calorimet-
ric T,. However, the results reported by Torell® covered only
the 361 <T<655 K range, i.e., above the calorimetric T,.
When Brillouin measurements on CKN were further ex-
tended to low T,>!0 they revealed a sharp discontinuity of
vpa(T) at the calorimetric 7, (white triangles and white
circles in Fig. 1). The results of Torell and Aronsson® for the
sound velocity of transverse acoustic excitations vy, shown
in the inset of Fig. 1, also show a sharp transition from lig-
uidlike to solidlike values at 7.

As pointed out above, we do not have a complete picture
of sound velocity in CKN at THz frequency. The aim of this
work is to investigate the temperature dependence of acous-
tic excitations at THz range in CKN by MD simulation. In a
previous MD investigation of CKN,'? the nature of acoustic
and optic modes of CKN has been studied in a wide wave-
vector range, 0.2<k<7.0 A~'. At the time that this MD
study was reported, the x-ray result of Ref. 12 for glassy
CKN was published. In Ref. 12, the sound velocity of CKN
at THz frequency was obtained from the dispersion curve of
excitation energy, w(k), obtained in the 0.13<k<0.8 A~!
range. In this work, MD simulations were performed with a
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larger number of particles than in the previous study,” so
that more data for k below 0.8 A~! could be recorded, en-
abling the calculation of the sound velocity. Contrary to the
previous study,'® in which the simulations were performed at
fixed temperature, LA and TA modes of CKN are investi-
gated here as a function of temperature across the glass tran-
sition of the simulated system. The temperature dependence
of calculated single-particle properties such as diffusion co-
efficient, reorientational relaxation, and the self-part of the
intermediate scattering function has already been reported.”
Thus, the aim of this work is to show that high frequency
collective dynamics might point to a liquid-solid transition at
T, that is higher than T, the latter determined as usual from
discontinuity on the temperature dependence of density, en-
ergy, or diffusion coefficient, given the same (high) quench-
ing rate experienced by the material.

II. COMPUTATIONAL DETAILS

The MD simulations were performed with a polarizable
model that was originally proposed for the study of the equi-
librium structure and basic dynamical properties of CKN in
its molten state.2’?? The potential-energy function contains a
pairwise additive part, given by a Born-Mayer potential as it
is usual for simulation of molten salts, plus a fluctuating
charge (FC) model that accounts for polarization effects on
the NO;™ anions. In the FC model, the partial charges as-
signed to the atoms of a given NO;~ anion are not fixed;
instead, they fluctuate during the simulation due to the
changing environment experienced by the ion.”* Charge
transfer is not allowed between different anions, and the K*
and the Ca>* species carry their full formal charge (no polar-
ization effects are considered for cations). The magnitude of
charge transfer between atoms inside a given anion is dic-
tated by the difference in the instantaneous electronegativity
of each atom. At each time step of the MD run, atomic elec-
tronegativities are calculated by a quadratic expansion of the
electrostatic energy. Thus, partial charges of NO;™ species
are updated simultaneously with ionic coordinates, in a simi-
lar fashion as Carr-Parrinello MD simulations. The param-
eters in the expansion of the electrostatic energy that deter-
mine the charge fluctuation in the NO;~ species were
corroborated by ab initio calculations.”* More details about
the implementation of the polarizable model in the MD
simulation, and parameters of the FC model for CKN, can be
found in Refs. 21 and 24.

In the previous investigation of collective dynamics of
CKN at a single temperature,'® a system made of 501 ions
was considered. This system size limited the number of low-
k data, precluding that reliable sound velocity could be ob-
tained. In this work, a larger system size (996 ions) has been
considered (166 Ca%*, 249 K*, and 581 NO;"). This system
was used in the previous study of single-particle dynamics of
CKN across the glass transition.”® In Ref. 19, the long-range
electrostatic interactions were handled with the Ewald sum
method, whereas in Ref. 20 the Wolf method was used® in
order to reduce computational time. The Wolf method con-
siders a truncated shifted Coulomb potential, so that the in-
teraction between two charges is evaluated as long as their
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FIG. 2. Dispersion curve for LA modes of CKN at 800 K with
different system sizes and protocols for handling the long-range
electrostatic interactions: (O) 501 ions, and the Ewald sum method
(results of Ref. 19); (@) 996 ions, and the Wolf method (Ref. 25)
(this work). The full line on the black circles is a linear fit to the
results of this work. In an arbitrary intensity scale, the static struc-
ture factor S(k) of the simulated system is also shown as a full line.

distance is smaller than a cutoff radius. This method is
equivalent to ensuring charge neutrality in the spherical vol-
ume around a given charge.? It has been shown that both the
Ewald sum and the Wolf method give the same ionic mean-
square displacement and the same decay rate of reorienta-
tional time correlation function and intermediate scattering
function of CKN (see Fig. (1) in Ref. 20). Recently, good
agreement has been found for several thermodynamics, equi-
librium, and dynamics properties of molecular and ionic sys-
tems simulated with the Wolf method and the Ewald sum
method.?® In this work, it is mandatory to compare whether
excitation energies of acoustic modes calculated with the
Wolf method agree with previous results obtained with the
Ewald sum method." Figure 2 compares the dispersion
curve of LA modes of CKN at 800 K calculated with the
Ewald sum method and a system size of 501 ions (as in Ref.
19) with the results of this work calculated with the Wolf
method and a system size of 996 ions. The agreement be-
tween the two protocols of simulation is clear. It is also evi-
dent that the larger system gives a nice linear relationship
between w and k in the range 0.18<k<<(.64 A‘l, from
which the high frequency sound velocity is determined. (The
smallest accessible wave vector, k=27L"'[1,0,0], is given
by the typical length of the simulation box, L~ 34.0 A.)
The same protocol used in Ref. 20 was considered for
cooling down the system: from a well-equilibrated configu-
ration at 800 K, the temperature was decreased at 50 K steps
to the smallest temperature of 250 K. Equilibration period at
each temperature was typically 1.0 ns, plus 1.0 ns for data
acquisition (the time step was 1.0 fs). Temperature and pres-
sure were controlled by the method of weak coupling to a
bath as proposed by Berendsen et al.?’” The NO;™ anion was
considered as a rigid body, and a quaternion method was
used to solve the rotational equations of motion.?® Spectra of
LA and TA modes were obtained by Fourier transforming the
corresponding time correlation functions of mass current
fluctuations.!?2%3% Examples of calculated LA and TA spec-
tra of CKN at fixed temperature can be found in the previous
publication.!” The excitation energy at a given wave vector is
obtained from the frequency of the maximum of the current
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FIG. 3. Temperature dependence of configurational energy (top
panel) and density (bottom panel) of CKN simulated with the po-
larizable FC model (black circles with scale on the left). The white
circles are the corresponding numerical derivatives (scale on the
right). The vertical dashed line at 400 K marks the “calorimetric”
T, of simulated CKN that will be used in the following
comparisons.

spectra, and the slope of w(k) plots provides the apparent
sound velocity at THz range for each temperature. Fur-
ther computational details can be found in previous
publications.'?-2?

III. RESULTS AND DISCUSSION

The temperature dependence of average density p and
configurational energy E of simulated CKN are shown in
Fig. 3 by black circles. The dispersion region in which p and
E change from liquidlike to solidlike values is better appre-
ciated by the corresponding derivatives (white circles in Fig.
1) that are related to the thermal-expansion coefficient and
heat capacity. The pattern of these derivatives resembles ex-
perimental data recorded with typical laboratory cooling
rates, but with a dispersion region that extends for a much
broader temperature range. In the case of simulated CKN,
the dispersion region covers ~200°, whereas the transition in
laboratory prepared glassy CKN takes place in ~20°. Iden-
tification of 7, in MD simulations is usually accomplished
from the change in slope of p(7T) and E(T) curves, although
the temperature behavior of diffusion coefficient D is also
used.?!3? In the previous investigation of single-particle dy-
namics of CKN,? it has been identified that 7,=380+20 K
from density and dynamical properties of the simulated sys-
tem. Although significant enhancement of ionic mobility in
CKN is observed when including polarization effects in the
simulations,?*?* the resulting 7', of the simulated system with
the FC model is still higher than the experimental 7,. The
mismatch between simulated and experimental T, is not nec-
essarily due to a drawback of the model; it should be as-
signed instead to the very fast cooling rate in the MD simu-
lations. Nevertheless, the focus here is to compare the
“calorimetric” T, of the simulated system with the liquid-
solid transition as probed by the high frequency sound ve-
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FIG. 4. Dispersion curves of longitudinal acoustic (LA) modes
of simulated CKN at indicated temperatures (black symbols). The
full lines are linear fits to the 250 and 800 K results. The white
circles are experimental data available for glassy CKN at 293 K
(Ref. 12).

locity. In Ref. 18, approximate temperature scaling of com-
pressibility data of CKN was performed in order to compare
the glass transition of CKN with simulation results for a
simple Lennard-Jones model system with parameters charac-
teristic of argon. In this work, T,, as estimated from Fig. 3
shall be compared with the transition region revealed by the
high frequency collective dynamics for the same system un-
dergoing the same quenching rate. Thus, the vertical dashed
line drawn at 400 K in Fig. 3 marks the change of slope of
p(T) and E(T) curves, as it is usually associated with T, in
MBD simulations, which will be used in the following analy-
sis instead of the experimental 7, of real CKN.

Since simulated 7, seems higher than the real system 7T,
it is mandatory to first verify whether calculated excitation
energies of high frequency LA modes of CKN are reasonable
in comparison with experimental data. Such a comparison
was not possible at the time that the collective dynamics of
501 ions simulated at fixed 7 was reported,'® since the x-ray
results of Matic et al.'?> was published simultaneously with
Ref. 19. Dispersion curves of LA modes calculated in this
work with the 996-ion system are shown in Fig. 4 for some
temperatures together with the single temperature data re-
ported in Ref. 12 for glassy CKN. A nice linear w(k) rela-
tionship is observed within the 0.2<k<0.7 A~' range,
whose slope is comparable with experimental data. Since the
potential-energy function was not built specifically for study-
ing the acoustic modes, the agreement with experiment
should be considered satisfactory, indicating that the stiffness
of the polarizable FC model for CKN is realistic.

Figure 5 shows excitation energies of LA and TA modes
as a function of temperature for a fixed k, namely, the small-
est wave vector accessible in the MD simulations. The wave
number of LA excitations seems to saturate at a temperature
T, that is close to the calorimetric 7, previously determined
in Fig. 3. One can say that 7, estimated from the excitation
energy of the high frequency LA modes is ~10% higher than
T, since T, itself is not a sharp value. More interesting,
however, is the finding that the energy excitation of TA
modes is discontinuous at a 7', that is lower than the 7, value
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FIG. 5. Temperature dependence of the excitation energy of LA
and TA modes of CKN, respectively, black circles and white tri-
angles, at the smallest wave vector accessible in the MD simula-
tions, k=27L"'[1,0,0]. The scale for TA excitation energy is on
the right. As a guide for the eyes, the full lines show linear fits to
the high-temperature range. The vertical dashed line at 400 K is 7,
of the simulated system as estimated in Fig. 3.

indicated by the LA modes. In other words, Fig. 5 suggests
that w(7T) at fixed k bends within a 7 range that is lower for
TA modes than for LA modes. Plots similar to Fig. 5 have
been obtained by inelastic x-ray scattering measurements of
LA modes of n-butyl-benzene, o-terphenyl, and glycerol."
Observed ratio T,/ T, ranged from =1 for n-butyl-benzene to
~1.6 for glycerol, indicating a correlation between 7,/T,
and fragility. Excitation energies in Fig. 5 correspond to a
single k, but the actual 7, depends on k, as already observed
by MD simulations of o-terphenyl,!” where the difference
between T, and T, increased for LA modes of higher k. Un-
fortunately, corresponding results for TA modes of
o-terphenyl were not reported in Ref. 17. Thus, the most
important conclusion that can be drawn from Fig. 5 is that
the comparison between LA and TA modes of CKN strongly
suggests that, as far as TA excitations are concerned, the
structure at the molecular scale is not yet frozen at the same
T, as LA excitations suggest.

The high frequency sound velocity of CKN was obtained
from linear fits to dispersion curves w(k) for each tempera-
ture. The resulting temperature dependence of sound velocity
of LA and TA modes, vy s and vr,, is shown in Fig. 6. It is
clear from Fig. 6 that 7, for LA modes is higher than the
corresponding value for TA modes. The vy 5(T) curve gives a
T, that is ~25% larger than T,, whereas the vrs(7) curve is
discontinuous at essentially the same calorimetric T,. Thus,
Fig. 6 demonstrates the assertion that a high frequency probe
such as high-(k, w) LA modes will reveal a liquid-solid tran-
sition at a higher temperature than thermodynamics proper-
ties, given the same (high) cooling rate experienced by the
material. On the other hand, Fig. 6 adds another piece of
information, as TA modes continue to experience some local
structural relaxation down to 7.

In the previous investigation of the single-particle dynam-
ics of CKN,2 diffusion coefficient D, reorientational relax-
ation time 7,,, and structural relaxation time 7, of the self-
part of the intermediate scattering function F(k,7) of NO;~
anions were calculated. Whereas F(k,) reached a plateau at
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FIG. 6. The temperature dependence of the high frequency

sound velocity of LA modes (top panel) and TA modes (bottom

panel) of CKN. As a guide for the eyes, the full lines show linear

fits to either low- or high-temperature ranges. The vertical dashed
line at 400 K is T, of the simulated system as estimated in Fig. 3.

T,, indicating that 7, diverged and local-density fluctuations
became frozen at T, the reorientational time correlation
function C,,,, (1) still decayed at T below T, so that it was
possible to measure 7, at low 7. When D, 7,,, and 7, are
plotted together as a function of temperature, all of them
display the same activation energy in the high-7 range, and
then they decouple for T below ~500 K (see Fig. 6 of Ref.
20). Thus, decoupling between these different dynamical
processes occurs in the same temperature range in which vy
saturate to the solidlike value (see Fig. 6). Furthermore, it is
worth noting that 7~ 500 K is also the range in which ex-
perimental vy 5(7) curves at GHz frequency present the first
change in slope (see Fig. 1). This first discontinuity observed
in v A(7) at GHz well above T, might also be due to the
same dynamical decoupling observed in the MD simulations,
which is much more evident when the probe is vy, at THz
frequency.

In Ref. 20, the self-part of van Hove correlation function
G,(r,1) of NO;™ anions and its reorientational counterpart,
G,(0,1), related to the evolution of the angle #(¢) made by a
unitary vector along the Cj axis of a given NO;~ anion at
distinct times, were calculated. At low temperature (400 K),
where G,(r,t) indicates that diffusion is essentially frozen,
G,(0,1t) clearly indicates that rotational hopping processes
are still taking place (see Fig. 9 of Ref. 20). Rapid reorien-
tational dynamics that decouples from translational dynam-
ics, and that persists at low temperature, has been revealed
by Raman,* NMR,3* and transient optical Kerr effect®® mea-
surements of CKN. In the case of quinoline,*® neutron-
scattering spectroscopy revealed coupling between shear and
reorientational dynamics, and indicated that fast librational
motions would be able to relieve local stresses. It is proposed
here that large angle jumps occurring in the simulated CKN
at low T are the origin of the distinct behavior of v,(7) and
va(T) curves in Fig. 6. Since these different dynamical pro-
cesses span an extended time range, it would be useful to
have a perspective view of the relevant time correlation func-

PHYSICAL REVIEW B 75, 144202 (2007)

1.0 T T T T ]
S osf F 750K |
g\ Jeor
S 00 TANT- V-
LA
TA
-0.5— 1 1 1 1 N
1.0 t + t + +
S 05 ]
N
S oo AVAW
V
450 K
05[ . . . ]
0.01 0.1 D row 10 100 1000

FIG. 7. A comparative perspective of several time correlation
functions of CKN at 750 and 450 K. The figure shows the self-part
of the intermediate scattering function F,(k,7) at k=1.46 A and the
reorientational time correlation function C,,,,(f) of NO;™ anions as
previously reported in Ref. 20. These are compared with the time
correlation functions of longitudinal and transverse mass current
fluctuations calculated in this work for the smallest accessible wave
vector.

tions in order to verify whether this proposition is a reason-
able one. Figure 7 provides in a single plot a comparison of
Fy(Kk,1), Cropt), CpA(2), and Cp(2) of CKN simulated at 750
(top panel) and 450 K (bottom panel). It is clear that trans-
lational, reorientational, and collective dynamics are all
coupled together at high 7. At low T, the time correlation
functions of mass current fluctuations display an oscillatory
pattern in a much shorter time range than the overall dynam-
ics of diffusive and reorientational motions. However, it is
interesting to note that the initial fast decay of C,,,(f) at
450 K still overlaps the initial decay of Cpa(7), in which the
latter decays to ~0.8 of its zero time value. Thus, the as-
sumption of Ref. 36 for liquid quinoline, i.e., it uses fast
librations as an efficient mechanism to relieve microscopic
stresses, seems also a reasonable one for CKN. In summary,
the density fluctuations of high k that are probed by the LA
modes are frozen at T, higher than T,, so that vy reaches
solidlike values at T~ 500 K, but v, continues to increase
with further decrease of T because local relaxations still re-
main down to T, of simulated CKN.

IV. CONCLUSIONS

The archetypical fragile ionic glass-former CKN has been
simulated with the polarizable FC model in a wide tempera-
ture range covering the well-equilibrated liquid state down to
the deeply cooled glassy state. The main upshot of the MD
simulations was to demonstrate that the high frequency
sound velocity of LA modes probes the liquid-solid transi-
tion in a temperature that is higher than the 7, estimated
from thermodynamic properties of the same material under-
going the same quenching rate. The temperature in which
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vpa reaches its solidlike value is the same as that in which
decoupling between D, 7,, and 7, was previously
observed.?’ Conversely, the temperature discontinuity of the
sound velocity of TA modes occurs at the calorimetric T, of
the simulated system. In Ref. 20, it was demonstrated that
fast reorientational dynamics due to angular hopping pro-
cesses continues to be active at low temperature. It is pro-
posed here that this microscopic dynamics would be able to
relieve local stresses in CKN at low 7, when the structural
arrest has already taken place and density fluctuations are
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almost frozen. It is our hope that further IXS measurements
of the high frequency sound velocity of CKN could reveal
the distinct temperature dependence between LA and TA
modes as anticipated by these MD simulations.
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