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In spite of the intense effort devoted in the last few years to understanding the complex dynamics of the
different �electro-�chemical and physical mechanisms that take part in the metallic dissolution process, the
influence of the dissolution reactive mechanism on the surface dynamics is still an open question. We present
the results obtained from simulations of a microscopic metal-electrolyte interface model. The model considers
a single-crystal metal that dissolves according to a reactive scheme with intermediate adsorbed species. Simu-
lations show that roughness development induces a direct relationship between the spatial and temporal scales
of the model. As a consequence of that, the time ordering of the chemical species intrinsic to the dissolution
mechanism is projected spatially, leading to an unexpected chemical ordering on the interface. We show how
this self-organization depends on the overall reaction kinetics and that it can be modeled from the standard
macroscopic approach. One of the main consequences of the chemical ordering is that dissolution is no longer
random. The heterogeneous distribution of dissolution active sites gives rise to active dissolution domains on
the surface, resulting in different degrees of roughness with respect to the random dissolution reference model.
These morphological differences persist in all scales. An important consequence of such complex behavior is
that surface morphology changes when the electrode potential is varied during driven electrochemical disso-
lution. This is a remarkable result if we take into account the fact that the proposed interface model evolves
under very simple conditions, namely, surface reaction kinetic control and reactivity not dependent on the local
or global surface structure. Therefore, the results presented in this paper contribute to the description of
metal-electrolyte interface structure and to the understanding of the processes that participate in the surface
roughening observed during driven metal dissolution.
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I. INTRODUCTION

It is a well-known fact that self-organization can arise
from the stochastic dynamics of disordered systems.1 Dy-
namic evolution can lead the system toward a self-organized
critical state with long-range spatial correlations characteriz-
ing these far-from-equilibrium stationary states. Within the
context of reactive processes on surfaces, self-organization
arises fundamentally as a consequence of the interplay be-
tween the dimensional restriction to the reaction imposed by
the boundary conditions—reactive process is bounded to the
substrate or interface—and the participation of irreversible
nonlinear reactive mechanisms.2 Effects such as aggregation
of one species or segregation between two species are, in
many cases, due to lateral interactions among adsorbates3–5

and/or to nonrandom adsorption mechanisms.6–8 In the case
of alloys, for instance, segregation between two elements in
binary alloys9 or cosegregation between two or many ele-
ments in multialloys10 seems to be directly related with the
surface enrichment induced by the adsorption of some
species,11 giving rise to the formation of adsorbate
structures.12 Another important cause for spatial heterogene-
ity is the restriction to the reactant diffusion imposed by a
low dimensionality of the support or due to a sufficiently low
temperature. In the case of reactive processes involving non-
linear reactions,13–15 the reactive mechanism itself induces a
heterogeneous distribution of reactants, even in the case of
noninteracting adsorbates, a diffusion-limited reaction, and
the presence of random adsorption mechanisms.16 In almost
all cases, surface self-organization dramatically affects reac-
tion kinetics17–19 and surface morphology.20–23 Therefore, the

study of mechanisms that can lead to self-organization be-
comes crucial in growth processes24 as well as in several
heterogeneous chemistry domains such as catalysis �see
Refs. 25–28 for the case of catalytic activated reactions�,
oxidation,29 adsorption,12 or corrosion.30

Within the context of the electrochemical processes of
metal dissolution, preliminary results obtained from com-
puter simulations of a metal-electrolyte interface model
evolving under open-circuit potential conditions showed an
unexpected reactant self-organization at the interface.31 This
kinetic-induced heterogeneity was unexpected since the
model did not consider any of the classical mechanisms that
may induce chemical ordering: dissolution kinetics was un-
der surface reaction control �ion diffusion from and/or into
the electrolyte was supposed to be much faster than charge-
transfer reactions, so Laplacian fields around surface are not
considered�; all the reactions conforming to the reactive
mechanism of dissolution were linear; reactivity was inde-
pendent of the surface position; neither interaction between
adsorbates, preferential adsorption-desorption mechanisms,
nor passivation processes were considered; the electrolyte
composition was assumed perfectly uniform and the metallic
electrode was considered as a perfect monocrystal without
defects. Even for so simple an interface model, evidence
pointed to a chemical ordering resulting from the interplay
between the reactive kinetics and the surface roughness. In
the first part of this paper, we present a different mechanism
of surface chemical ordering that accounts for those results
and we describe its most important features.

This self-organization has important consequences on the
interface evolution. In the second part of this work, we ana-
lyze one of them: its influence on the dynamics of surface
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roughness. As we shall see, one of the most important effects
of the chemical ordering is that dissolution is no longer spa-
tially random, but it occurs mainly at those positions occu-
pied by the heterogeneously distributed dissolution active
sites, thus giving rise to surface domains where dissolution
takes place. As the chemical self-organization is reaction ki-
netics dependent, changes in the kinetics—due to variations
in the driven force for dissolution, as the applied electrical
potential, for instance—lead to changes in the surface rough-
ness. The results presented in this paper thus represent a
contribution to the understanding of the surface roughening
observed during driven metal dissolution in aqueous solu-
tions.

The link between an external parameter such as the po-
tential and surface topography is a very important issue in
surface electrochemistry.32–34 The wide research in the metal
dissolution mechanisms has shown that at low currents,
when the dissolution rate is controlled by surface processes
involving mainly interfacial charge-transfer reactions, disso-
lution occurs principally at those surface active sites weakly
bonded to the surface35—as kinks in the steps on the crystal
surface.36 This establishes a direct link between surface
roughness and dissolution rates—rough surfaces exhibit
more low-coordinated sites and, consequently, show higher
dissolution rates. Changes in the roughness induced by the
varying applied potential may lead to changes in the disso-
lution mechanism, thus having a considerable influence on
the overall reaction as has been reported by some models.37

In the anodic dissolution of iron, for instance, electro-
chemical surface roughening has been observed
experimentally,38,39 showing an increasing number of kinks,
where dissolution mainly takes place, as the anodic potential
increases. In acid solutions, the Cu electrodissolution also
proceeds predominantly from kinks,40 Cu�100�, or step
edges,41 Cu�111�, with rates of dissolution increasing as the
potential was increased.

Many models have been proposed to explain the variation
of roughness with the electrode potential. Most of them have
tried to discern the dominant physical process without ad-
dressing the electrochemical aspects of the problem. Further-
more, they have only addressed specific cases, thus resulting
excessively ad hoc and phenomenological. By comparing in
situ sequential scanning tunneling microscope imaging of
roughness evolution during the electrodissolution of Ag with
general nonelectrochemical atomistic and continuum models
derived in the framework of the dynamic scaling theory,42,43

Vela et al.44 explained that the increase in roughness of the
Ag single-crystal surface from low to high current densities
was due to the atom surface diffusion with energy barriers at
step edges. In the case of anodic dissolution of Cu in acid
solutions with potentials assuring a process under a surface
reaction kinetic control, nanoscopy imaging45–48 revealed
again a different roughening behavior: in null current condi-
tions, the Cu surface processes—principally the surface mo-
bility of Cu atoms—lead to a smoothening of small pits,
while for constant current densities, an inhomogeneous at-
tack proceeds, resulting in different surface domains that
obey different dissolution models, one of them favoring deep
pit growth and thus turning the interface unstable.

Discrete45,49 and continuum48 models, in which surface pro-
cesses are influenced by the development of unstable singu-
larities induced by nonlocal effects �electrodissolution en-
hancement at tip cavities�, were proposed to account for the
experimental observations. Driven morphological instabili-
ties have also been observed during anodic dissolution of
sputter-deposited nickel films.50 Influence of potential on the
roughness regime becomes crucial in the anodic dissolution
of alloys. In the dealloying of brass,51 for instance, under
potentials favoring the electrodissolution of zinc and the for-
mation of vacancies and copper islands, evolving alloy inter-
face displays two consecutive different roughness regimes: a
first one, which exhibits a stable interface controlled by sur-
face diffusion and second one in which a negative surface
tension effect that enhances zinc electrodissolution at cavi-
ties turns the interface unstable.

In some cases, an explanation of the heterogeneous disso-
lution induced by the applied electrochemical potential and
its influence on the surface topography development has
been qualitatively attempted in terms of the possible reaction
mechanism taking place at the interface, as in the Cu
electrodissolution.45 In spite of these efforts, the influence of
the adsorption-desorption processes at the electrode surface
has been assumed negligible or simply not considered in
most theoretical models, although this effect has been ob-
served experimentally.41,47,52 As far as we know, no exhaus-
tive analysis of the interplay between surface dynamics and
electrochemical kinetics has been done, and modeling of the
dissolution reactive mechanism has thus generally consid-
ered its simplest and often multielectronic one-step form:

M ——→
k

Msol
z+ +ze−, where sol denotes the M ionic species

at the electrolyte solution and the kinetic constant k can de-
pend on the local coordination �surface site reactivity depen-
dent on the local surface structure�.37,43,49,53,54 However, in
general, dissolution reaction follows electrochemical reactive
mechanisms that must consider several dissolution routes
and usually involve intermediate reaction steps, yielding in-
termediate metallic species associated with adsorption-
desorption processes of ions from the electrolyte. Their spa-
tial distribution and influence on the surface dynamics are
explored in this work.

II. CHEMICAL ORDERING MECHANISM

A. Reactive and computational model

A metal dissolution process may actually be modeled with
the help of a branched scheme of alternative routes, each of
them composed of a succession of electron exchange reac-
tions. In each of these paths, the metal atom evolves through
a cascade of intermediate compounds formed in combination
with ions present in the electrolyte. A single linear chain of
reactions is the simplest of such models:

M�0��
k−1

k1

M�I�ads�
k−2

k2

M�II�ads�
k−3

k3

¯ M�n�ads ——→
kn+1

��solution� .

�1�
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Here, the original metal atom—state M�0�—jumps from
left to right progressively, assuming more oxidized forms
that combine into adsorbates, M�i�ads, and finally ending up
irreversibly into the electrolyte. There are two solid reasons
for focusing on such a model. First, despite its simplicity, the
sequential pattern in Eq. �1� is the basic building block of
more realistic approaches in the understanding of metal dis-
solution processes. As a matter of fact, dissolution models
proposed in the literature display reactive schemes that differ
in complexity. In Ref. 55, for instance, a reaction model is
proposed to account for the stationary—steady-state polar-
ization curve—and transient—electrochemical impedance—
responses of iron electrodes in acidic medium. The model
considers three dissolution paths and includes three adsorbed
reaction intermediate species. It can be seen that each disso-
lution route is given by Eq. �1� with n=1 and n=2.

In second place, model �1� also displays unambiguously
the self-ordering features at the root of the chemical and
morphological heterogeneities associated with the surface
roughening we shall show in this paper. In order to display
the general features of concern to the present work, we shall
address a particular case of Eq. �1�: the three-adsorbate case,
with intermediate states M�I�ads, M�II�ads, and M�III�ads.

The working interface model is similar to that already
presented,31 so we only enumerate its principal hypotheses.
�1� All adsorbates obey the Langmuir isotherm—no lateral
interactions are allowed—and consequently form monolay-
ers. �2� Kinetic regime is limited by charge-transfer
reactions—mass transport across the interface from and/or
into the electrolyte is much faster than charge-transfer pro-
cesses. �3� Chemical and electric potentials are independent
of the local structure—reactivity of chemical species does
not depend on their position on the interface. �4� Surface
diffusion is frozen, so no surface relaxation occurs via this
process �far-from-equilibrium evolution condition�. These
assumptions are rather restrictive and unrealistic but they al-
low a complete assessment of the consequences of the kineti-
cally induced chemical ordering inherent to the model.
Monte Carlo simulations of the interface evolution have been
carried on a �1+1�-dimensional ��1+1�D� lattice represent-
ing a perfect monocrystal with a metal atom as the lattice
unit. Dissolution process is simulated by assigning a cellular
state to each chemical species and a transition rule to each
elemental step of the dissolution reactive mechanism. These
transition rules are governed by transition probabilities Ri
directly related with the corresponding kinetic constants:
�Ri�=b�ki� �results are independent of the rescaling factor b�.
Different geometries and different neighborhoods �Von Neu-
mann, four first neighbors in a square lattice; Moore, eight
first neighbors in a square lattice and six first neighbors in a
triangular lattice� have been considered and no qualitative
differences have been observed in the results. The lattice is
initially set in state M�0�, representing the metal electrode,
except for the uppermost row, which is in state � in the
representation of the electrolyte. The initial interface is per-
fectly flat. Once the dissolution process starts, the hitherto
plane interface roughens and evolves by defining a preferen-
tial direction of growth along the vertical axis. The lattice
width L, which has been varied between 102 and 2�104

units, represents the mesoscopic scale of the model ���m�,
while we shall refer to the limit L→� as the macroscopic
scale.

B. Chemical ordering and surface roughening

From a statistical point of view, the reactive mechanism
establishes a chronology in the occupation of the accessible
states. In order to formalize this idea, we can imagine a
closed set of N particles initially in state M�0� and let the
ensemble evolve according to the rules define by Eq. �1� and
particularized to the three-adsorbate case. In the thermody-
namic limit N→�, the probabilities pi, i=0, . . . ,3, of finding
a site in any of the states M�i� at any time t follows the set of
differential equations below:

d

dt
p0 = p1R−1 − p0R1,

d

dt
p1 = p0R1 + p2R−2 − p1�R−1 + R2� ,

�2�
d

dt
p2 = p1R2 + p3R−3 − p2�R−2 + R3� ,

d

dt
p3 = p2R3 − p3�R−3 + R4� .

The initial conditions are p0�t=0�=1 and pi�t=0�=0, for i
=1,2 ,3. From Eq. �2�, we have

d

dt
�
i=0

3

pi = − p3R4, �3�

from which we obtain �i=0
3 pi�1, for t�0. This is obvious if

we take into account that the probabilities pi in Eq. �2� rep-
resent fractions of the initial set N and the system evolves
toward the complete dissolution: pi���=0.

Figure 1 illustrates an example of sequential state occu-
pation by presenting the following solutions to Eq. �2� in the
case of uniform forward �Ri=R� and zero backward elemen-
tary transition rates �R−i=0�: p0�t�=e−Rt, p1�t�=Rte−Rt, p2�t�

FIG. 1. Time evolution �in 1 /R units� of pi obtained by solving
Eq. �2� in the case Ri=R and R−i=0. The vertical broken lines
correspond to the mean times t̃i calculated from Eq. �4�.
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= �Rt�2e−Rt /2, and p3�t�= �Rt�3e−Rt /6. It can be seen that dis-
solution evolves through different stages, in which increasing
oxidation level species are sequentially preponderant. The
broken vertical lines indicate the value of the mean time of
occurrence of each stage in the dissolution mechanism,
evaluated according to

t̃i =

	
0

�

pi�t�tdt

	
0

�

pi�t�dt

, i = 0, . . . ,3. �4�

Solving Eq. �4� for the case displayed in Fig. 1 yields t̃i= �i
+1� /R, implying t̃i� t̃i+1 for i=0,1 ,2. This time ordering in
state occupation is actually a general feature of Eq. �1�. In
the general case of nonuniform forward and backward tran-
sition probabilities, values of t̃i depend in a complex form on
the whole set of reaction probabilities, but in any case, mean
times corresponding to different species are always different
and increasing in the 0→3 oxidation level direction, which
proves that there is a time ordering of species implicit into
the reactive scheme.

The above specific sequence of stages in the dissolution
route has an important consequence as far as the surface
distribution of adsorbates and the surface roughening is con-
cerned. Figure 2 shows how the evolution of a local inden-

tation into the metal bulk carries a time-differentiation pro-
cess along the direction of penetration. Evolution is
associated with the sequential incorporation of new lattice
sites into the interface as a result of the dissolution process.
Each cell in the figure is characterized by the number of time
steps �times it has been visited by the Monte Carlo algo-
rithm� elapsed since it has become part of the interface, i.e.,
exposed to the chemical action of the electrolyte. We call it
residence time tr. As the notch grows into the metal bulk,
cells newly uncovered are preferably located at the bottom of
the pit, while its upper rim is constituted of older interface
cells. Averages for tr taken along lattice rows and columns
after six steps indicate a sequential dating of interface cells
along the sides of the etch.

Following the discussion of Figs. 1 and 2, a link may then
be established between position and residence time of inter-
face cells, and consequently between position and state oc-
cupancy in the reaction chain �1�. Figure 3 illustrates that
fact for the kinetic case of Fig. 1. Average residence time
corresponding to height h, 
tr��h�, appears at the bottom of
the figure, where height h is defined for each position as the
distance along the vertical direction from the lowermost in-
terface site. Starting from the bottom of the indentation, the
first sector, with 0� 
tr��1/R, will consist of cells more
likely in state M�0� �see Fig. 1�; the second sector, with
1/R� 
tr��2/R, will consist mostly of cells in state M�I�ads,
while the third and fourth sectors, with 2/R� 
tr��3/R and

FIG. 2. Illustration of the evolution of a microscopic perturbation in the corrosion front. As the dissolution proceeds, the morphological
perturbation propagates into the metallic bulk, yielding roughness. For the sake of simplification, we have assumed the simpler dissolution

mechanism M ——→
R

Msol
z+ +ze− with a small reaction probability �R�1/L�, so only one or two cells may dissolve in each Monte Carlo step.

Residence time tr in Monte Carlo units has been indicated inside those metallic cells belonging to the interface �according to the Monte Carlo
algorithm, all surface sites have been visited, on average, once in each unit of time or MC step�. The crosses stand for the just dissolved cells.
The thick line represents the metallic surface profile, which is initially �t=0� flat. After six MC steps, the evolution of the morphological
perturbation has generated spatial correlations among the average residence times of interface cells, 
tr�, both in the propagation �Y� and in
the horizontal �X� direction. Moore neighborhood has been considered. Symmetry in both sides of the indentation with respect to height is
only significant from a statistical point of view.
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tr��3/R, respectively, will be predominantly made up of
cells in states M�II�ads and M�III�ads, in that order. In this
way, a microscopic chemical ordering emerges along the
interface of surface indentations during the roughening
process.

The spontaneous organization illustrated in Fig. 3 be-
comes apparent in both the microscopic and the mesoscopic
scales of the model and survives into the stationary regime,
attained after a time T* of simulation when the chemical and
morphological parameters saturate to a constant mean value.
From a microscopic point of view, the chemical ordering will
result in nontrivial correlations among the chemical species
that show a surface distribution of reactants, in which cells in
the same state are most likely to be closer, while consecutive
states in the dissolution path will frequently appear as neigh-
bors on the interface. On the mesoscopic level, a stationary
ordering of the species will appear in the direction of propa-
gation of the corrosion front, as illustrated in Fig. 3, where

the mean height of each state h̃i, defined below, has been
indicated in the right side. With the term stationary we mean
that this ordering persists in time once the stationary is
reached �snapshots of interface taken at different times will
display the same mesoscopic ordering�.

By denoting as 	i�t ,h� the probability of finding a cell in
state i at residence time t and height h, the average residence
time of cells in state i as function of height, 
tr�i�h�, and the

mean height h̃i are defined as follows:


tr�i�h� =

	
t

t	i�t,h�

	
t

	i�t,h�
, h̃i =

	
h

h	
t

	i�t,h�

	
h
	

t

	i�t,h�
. �5�

It must be noticed that the residence time associated with
each species encompasses the whole lifetime of a cell, from
the moment it first belonged to the interface �forcibly in state
M� until the running time. This means, for instance, that the
residence time of a cell in state M�I�ads incorporates the time
it spent in state M before jumping to M�I�ads.

According to Eq. �5�, if the function 
tr�i�h� is linear, i.e.,
the average residence time associated with each state in-

creases linearly with height, we then have t̃i= 
tr�i�h̃i�. That

means that the interface position with height h̃i has an aver-
age residence time for state i exactly equal to t̃i. This fact has
been represented in Fig. 3 with the horizontal and vertical
broken lines.

C. Simulation and results

The results obtained from the model simulations support
the ideas developed in the previous section. The normalized
distribution of the residence times associated with each state,
obtained from the analysis of a large number of interfaces
during a simulation of the three-adsorbate case with Ri=R
and R−i=0, agrees perfectly with the theoretical ones dis-
played in Fig. 1. In Fig. 4, we depict the normalized pair-
correlation functions obtained in the same simulation and
defined as


ij�r,t� =

�i�r1,t�� j�r2,t��

�i�t�� j�t�
, �6�

where the bracket 
·� indicates spatial averaging over the
interface. The microscopic density �i�r , t� takes the value of
1 if, at time t, the cell at position r is in state M�i�, while
�i�r , t�=0 otherwise; �i�t� is the surface coverage fraction of
species M�i�, equal to 
�i�r , t��; and r is the distance �in
lattice units� between positions r1 and r2. This distance is
given by the shortest path along the surface and is different
from the Euclidean distance r1−r2 on rough surfaces. Val-

ues for 
̄ij�r�= 

ij�r , t��t�T* in the figures are the result of
time averages once the stationary is reached �t�T*�.

Figure 4�a� shows the spatial decay of correlations for
cells in the same state �i= j�. The results show positive cor-

relations at first neighbors for all states �
̄ii�1��1�. This
value and the degree of packing decrease as we go across the
dissolution path from left to right. Figure 4�b� displays cor-
relations between consecutive states �j= i+1�. The decay of


̄01�r� indicates that states M�0� and M�I�ads are neighbors.
This interaction is weaker between adsorbates M�I�ads and

M�II�ads, while 
̄23�r� shows that, although cells in states
M�II�ads and M�III�ads are neighbors too, the pairs M�II�ads

−M�III�ads are sparsely distributed, in agreement with the
results of the previous figure. Finally, nonconsecutive states
in the dissolution path are not neighbors in their distribution
on the interface, as can be inferred from the negative corre-
lations displayed in Fig. 4�c�.

Differences among the correlations of different chemical
species lie beneath the behavior displayed in Fig. 1. It can be
inferred, for instance, that the level of packing of state M

FIG. 3. Illustration of the microscopic chemical ordering. The
balls represent the chemical species covering totally the surface of
an indentation into the metallic bulk �in gray�. The numbers inside
the balls correspond to the oxidation state in the reaction chain �1�.
The broken horizontal lines indicate the mean height of each spe-

cies, h̃i, defined in Eq. �5�, while the broken vertical lines point out
interface positions with average residence times equal to t̃i. Both
positions coincide �horizontal and vertical dotted lines intersect at
surface positions� because we have assumed a linear relationship
for 
tr�i�h�. Symmetry in both sides of the indentation with respect
to height is only significant from a statistical point of view.
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will be larger than that of species M�I�ads since the difference
between p0 and p1 , p2 , p3 within the interval 0� t� t̃0 is
much larger than the difference between p1 and p0 , p2 , p3

when t̃0� t� t̃1.
Figure 5 offers a different kind of picture in order to as-

sess the chemical ordering on the mesoscopic scale. It dis-
plays the normalized distribution of chemical species along
the preferential �vertical� direction Y of interface growth,

Ni�h� = � ni�t,h�

� �
h=0

hmax�t�

ni�t,h���
t�T*

, �7�

where ni�t ,h� is the number of interface cells in state M�i� at
time t and at height h �h=0 for the lowermost interface site
and h=hmax for the highest one�. The mean height of each

FIG. 4. Spatial decay of the pair correlation
function defined in Eq. �6� obtained from a simu-
lation of the three-adsorbate case with Ri=R and

R−i=0: �a� 
̄ii�r�, �b� 
̄ii+1�r�, and �c� 
̄ii+2�r�.
Points have been joined to guide the eyes.
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species, calculated from the discrete version of Eq. �5�,

h̃i =� �
h=0

hmax�t�

ni�t,h�h

�
h=0

hmax�t�

ni�t,h� �
t�T*

, �8�

has been indicated in the figure with a vertical broken line. It
can be seen that microscopic chemical organization leads to
a heterogeneous height distribution of species and that the
resulting ordering is consistent with the position of the cor-
responding state in the dissolution mechanism, as predicted
in Fig. 3.

In the discussion of Fig. 3, we pointed out the fact that if

tr�i increases linearly with height, the height interface posi-

tion corresponding to h̃i has exactly an average residence
time associated with state i equal to t̃i. In Fig. 6, we show
that the function 
tr�i�h� obtained in the simulations, although
monotonously crescent, is not linear. However, it can be seen
that the hypothesis of the linear approximation holds and t̃i

�
tr�i�h̃i�. Based on that approximation, we can hope that

mean times t̃i will capture, in some way, the dependence of h̃i
on the reactive kinetics. This supposition will play a key role
in the modeling of the driven kinetic roughening presented in
the next section.

We have seen that the results displayed in Figs. 4–6 are
consistent with the scenario presented in Fig. 3 for the sim-
plest kinetic case of scheme �1�. However, the characteristics
of the chemical ordering presented in that scenario, both in
the miscroscopic �range and intensity of correlations� and
mesoscopic �type and degree of ordering� scales, depend on
the electrochemical kinetics of the overall scheme: changes
in the values of the set of reaction probabilities �Ri� lead to
changes in the chemical ordering. Next, we shall see that this
has important consequences as far as the surface roughness is
concerned.

III. PREFERENTIAL DISSOLUTION

Dissolution takes place at interface positions occupied by
the dissolution active cells, i.e., those cells in the intermedi-
ate state that leads to the dissolution elementary step �state
M�III�ads in the three-adsorbate model proposed above�.
Therefore, if the distribution of reactants on interface is het-
erogeneous, dissolution will not occur randomly. We shall
refer to it as preferential dissolution.

In the example of the previous section, dissolution active
cells were located, on average, in the upper parts of the in-
terface. That means that dissolution will occur principally at
the top of bumps on the rough surface. Then, preferential
dissolution will have an opposite effect on the development
of roughness, contributing as a stabilizing mechanism in the
evolution of morphological perturbations. This will lead to a
degree of roughness lower than that in the random dissolu-
tion case. Now we can imagine the opposite case—not pos-
sible in the previous model—in which kinetics of the reac-
tive scheme leads to dissolution active cells to cover the
lower parts of the interface. The preferential dissolution at
the surface valleys will destabilize the evolution of the mor-
phological perturbations of the front, thus enhancing rough-
ness. Therefore, changes in the dissolution kinetics lead to
changes in the distribution of reactants on the interface, a
fact that induces differences in the preferential dissolution,
resulting in different levels of roughness.

A. Kinetic roughening during driven metal dissolution

One important result is that chemical and physical prop-
erties of interface are invariant under an isotropic rescaling
of the kinetic parameters, �ki��=b�ki�, which only amounts to
a simple rescaling of time exclusively affecting the pace of
the overall process. Only an anisotropic transformation leads
to changes in the distribution of reactants and, consequently,
to a different degree of irregularity. Therefore, interface fea-
tures depend only on the relative values of the whole set of
kinetics parameters taking part in the process. This result has
important consequences regarding driven-dissolution pro-
cesses, i.e., metallic dissolution processes driven by means
of an externally applied potential, in which the variation of

FIG. 6. Height variation of the average residence time for each
state i, 
tr�i�h�, in 1 /R units, obtained from the same simulation to

that of Fig. 5. Mean heights h̃i and mean times t̃i have been indi-
cated by vertical and horizontal dotted lines, respectively.

FIG. 5. Normalized height distributions of species obtained at
the steady state of a simulation of the three-adsorbate case with
Ri=R and R−i=0. The points have been joined to guide the eyes.
The sampling has considered interfaces with hmax=10. The lattice

size was L=100. The mean height of species i, h̃i, calculated from
Eq. �8�, has been indicated in the figure with a vertical broken line.
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the surface roughness with the applied potential is a well-
asserted fact.

The classical nonequilibrium electrochemical kinetics de-
termines that the energy zF supplied by the overpotential
 �regarding the open-circuit potential� is distributed in the
elementary step i in the following way: �Ga,i

* =�G0,i
*

−z�iF and �Gc,−i
* =�G0,−i

* + �1−�i�zF, where �Ga,i
* and

�Gc,−i
* are the activation energies in the oxidation �forward

anodic reaction� and in the reduction �inverse cathodic reac-
tion�, respectively, z is the number of electrons implied in the
step, and �i is the transfer coefficient �0��i�1�. From this
hypothesis, the Tafel law is obtained for the kinetic constants
ki and k−i: ki=k0,i exp��iF /RT� and k−i=k0,−i exp�−�1
−�i�F /RT�, where we have considered z=1. In order to
simulate the electrode polarization, transition probabilities of
the model are then assumed in the following way:

Ri = R0,ie
�i�F/RT�,

R−i = R0,−ie
−�1−�i��F/RT�. �9�

Different values of the transfer coefficients entail differ-
ences in the response of the elementary transition probabili-
ties to changes in the overpotential, thus leading to a varia-
tion in the relative kinetics among the elementary steps.
Accordingly, chemical organization and surface roughness at
steady-state polarization will depend on the electrode over-
potential .

We have simulated the anodic dissolution of the electrode
using a simplified version of Eq. �1� that considers a single
adsorbate �n=1�. The model was proposed by Bockris56 to
explain the experimental steady-state polarization curves ob-
tained during driven dissolution of Fe in acid environment
and is given by the following reactions:

Fe + OH−→
k1

←
k−1

�FeOH�ads + e−,

�10�

�FeOH�ads→
k2

�FeOH�sol
+ + e−.

Interface roughness at time t is characterized by the inter-
face width, given by the standard height deviation

w�L,t� =�1

L
�
j=1

L

�hj�t� − 
hj�t���2, �11�

where hj�t� is the interface height at horizontal lattice posi-
tion j and 
hj�t�� is the average height: � j=1

L hj�t� /L. In order
to avoid the influence of overhangs, we shall consider in Eq.
�11� the minimum value of the heights for a given position j.
Figure 7 displays the variation of w̄�L� with  obtained in the
simulation of the electrodissolution of the electrode model
according to Eq. �10� and using Eq. �9�. w̄�L� is the satura-
tion value of interface width, reached after time T*�L� when
horizontal correlations of interface heights reach the system
size L.42 It appears normalized by the equivalent value cor-
responding to the perfect random dissolution, w̄RD�L�, ob-
tained from the simulation of the simplest reactive model:

M→
k

Msol
z+ +ze−. Since all interface sites are in state M, the

hypotheses of our interface model assure a homogeneous
dissolution. Each set of points corresponds to a different set
of kinetic parameters �k0,1 ,k0,−1 ,k0,2 ,�1 ,�2� �the solid lines
will be discussed later�.

The preferential dissolution mechanism induced by the
spontaneous chemical heterogeneity lies beneath the results
displayed in Fig. 7. This can be understood with the help of
Fig. 8, which depicts the dependence on  of the ratio be-

tween the mean height of interface h̃ and the mean height of
active dissolution sites in Eq. �10�—those cells in state

M�I�ads— h̃1. A correlation between the variation of surface

roughness and that of h̃ / h̃1 emerges from the comparison
with Fig. 7. When the chemical heterogeneity is negligible

�h̃ / h̃1→1�, active dissolution sites are homogeneously dis-
tributed on the surface and roughness is the same to that of

FIG. 7. Values of w̄ / w̄RD vs  �in RT /F units� obtained after
simulations of the driven dissolution of an electrode of size L
=1000 and triangular structure. Each set of points corresponds to a
different set of kinetic parameters �k0,1 ,k0,2 ,k0,−1 ,�1 ,�2�: points
�0.0135, 0.0135, 0.369, 0.5, 0.5�; triangles �0.0082, 0.00116,
0.0045, 0.5, 0.99�; and squares �0.0068, 0.0095, 0, 0.5, 0.99�. Each
point is the average of 1000 independent runs starting from a flat
surface. The symbols have been joined with the broken lines to
guide the eyes. The continuous lines stand for the analytic kinetic
approach to each set of points given by t̃ / t̃1 in Eq. �18�.

FIG. 8. Values of h̃ / h̃1 vs  obtained in the same simulations to
those of Fig. 7. The symbols have been joined to guide the eyes.
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the random dissolution model. The decrease in the h̃ / h̃1 ratio
indicates the shift of the preferential dissolution sites toward
higher positions on the interface; dissolution thus acts as a
smoothing mechanism that diminishes w̄�L�. It is also worth
noting that for two of the three sets of kinetic parameters, the
normalized roughness deviates from the expected random
dissolution behavior even at open-circuit conditions �=0�,
which means that chemical heterogeneity may take place at
spontaneously evolving interfaces.

Values of parameters in Figs. 7 and 8 have been chosen to
illustrate the fact that surface roughness can vary with the
overpotential in completely different ways that are nonethe-
less not reflected in the steady-state polarization curve of the
electrode. In Fig. 9, we show, for the three cases of Fig. 7,

the variation with  of the steady-state current density J̄,
which is obtained from the charge balance across the inter-
face:

J̄ = k1�1 − �̄1� + �k2 − k−1��̄1. �12�

�̄1 is the surface coverage fraction of the adsorbed species
M�I�ads at steady state, obtained from the mass balance
across the interface:

d

dt
�1 = k1�1 − �1� − �k2 + k−1��1. �13�

In classical electrochemistry, the deduction of dissolution
mechanisms and kinetics is based on mathematical
models—as those in Eqs. �12� and �13�—that fit the experi-
mental steady �polarization curve� and nonsteady �electro-
chemical impedance� responses of the electrode.55 Since the
polarization curves depicted in Fig. 9 are quite similar inde-
pendently of the different kinetics simulated, it clearly ap-
pears that the simple steady-state experimental approach
does not allow the full comprehension of interface kinetics.
Non-steady-state techniques give deeper interface insights

but, consistent with what is presented in the present work,
the effect of surface relaxation on the experimental results is
still a matter of solid discrepancies in the literature.57 In this
sense, taking advantage of the current facilities for roughness
observation in all scales, Figs. 7 and 9 indicate that it would
be interesting to incorporate this dynamic surface approach
to the classical electrochemical models, which could contrib-
ute to those processes of mechanistic deduction. This would
be theoretically feasible provided that one can mathemati-
cally establish the interplay between roughness and the
physical and chemical processes that take part in the disso-
lution process, which is the aim of the next section.

B. Kinetic model for roughness

We can elaborate further on the relationship between

roughness and the ratio h̃ / h̃1 by invoking the linear approxi-
mation discussed in the previous section and the connection

of h̃ / h̃1 to its kinetic equivalent t̃ / t̃1, where t̃1 is defined in
Eq. �4� and t̃ is given by

t̃ =

	
0

�

�p0�t� + p1�t��tdt

	
0

�

�p0�t� + p1�t��dt

, �14�

with p0�t� and p1�t� as solutions to the differential system
equivalent to Eq. �2� for model �10�. To calculate the depen-
dence of t̃ / t̃1 on the overpotential , we can solve the
equivalent differential system and integrate its solutions ac-
cording to Eqs. �4� and �14�. Instead of that, we shall adopt a
much simpler strategy that will easily lead us to a simply
analytic expression. For that purpose, we shall make use of

another definition for �̄i, obtained from the macroscopic
equations,

�̄i =

	
0

�

pidt

	
0

�

�
j

pjdt

, �15�

and we shall consider the following algebraic relations be-
tween the mean times t̃0 and t̃1:

t̃0 =
1

R1
+ t̃1� R−1

R2 + R−1
� ,

�16�

t̃1 = t̃0 +
1

R2 + R−1
.

The first equation in Eq. �16� establishes that the mean time
of state M is equal to the mean time corresponding to its
oxidation, 1 /R1, plus the mean time corresponding to the
oxidized state M�I�ads weighted by its relative probability of
reduction back to state M. In the second equation, t̃1 is equal
to the mean time of its predecessor, t̃0, plus the mean lifetime
of state M�I�ads, which is given by the inverse of the sum of

FIG. 9. Electrode polarization curve corresponding to each set

of kinetic parameters of Fig. 7. Steady-state current density J̄ has
been calculated from Eq. �12�. Values obtained from this macro-
scopic approach are quite similar to those obtained in the
simulations.
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the reaction probabilities that transform that state, 1 / �R2

+R−1�.
According to Eq. �15�, Eq. �14� can be written as

t̃ = t̃0�̄0 + t̃1�̄1. �17�

By solving the algebraic system in Eq. �16� and by substitut-

ing into Eq. �17� the values of t̃0 , t̃1, �̄0=1−�̄1, and �̄1
obtained from the stationary condition in Eq. �13� with the
kinetic constants replaced by the corresponding transition
probabilities, we obtain

t̃

t̃1

=
R1

2 + �R2 + R−1�2 + R1�R2 + 2R−1�
�R1 + R2 + R−1�2 , �18�

with the dependence on  through Eq. �9�.
Variation of t̃ / t̃1 with , obtained from Eq. �18�, has been

displayed in Fig. 7 in continuous lines for the three sets of
kinetic parameters used in the simulations. This variation is
quantitatively similar to the change of the steady interface
roughness with the polarization of the electrode, sustaining
the so-called linear approximation. Results show that t̃ / t̃1 can
potentially represent a dimensionless analytic kinetic de-
scriptor of the interface roughness.

C. Scaling behavior

We shall finish analyzing the influence of the system size
L on the results presented in this work. Since chemical or-
dering essentially develops at microscopic scales, correla-
tions between the chemical species will not be affected if L
changes, whenever this value is larger than the correlations
range. With respect to the height ordering, differences be-

tween the mean heights of the different species �h̃i− h̃j� are
also independent of the lattice size. However, the influence
of scale on the chemical ordering manifests when consider-
ing the ratios between the mean heights. In Fig. 10, we show

how h̃ / h̃1 varies with L in the kinetic case corresponding to
the minimum value of roughness in Fig. 7 �obtained with

R1�R2 and R−1�0, and giving �̄1�0.5�. We see that 1

− h̃ / h̃1 decreases as a power law of the form

1 − h̃/h̃1 � L−0.5. �19�

Since h̃1− h̃ is independent of L, we obtain that h̃1 scales with
the system size as a power law of L with exponent of 0.5.

This value does not depend on the dissolution reactive
mechanism considered in simulations or the values of kinetic
parameters employed in the model. Actually, it is a conse-
quence of the scaling behavior of dissolving solid surfaces
under a surface reaction kinetic control. For those processes,
it has been shown43,49,53 that the interface is self-affine and
its width scales with the time of evolution and system size in
the following form, established by the dynamic scaling
theory known as the Family-Vicsek scaling:42

w�L,t� � L�f� t

L�/�� , �20�

with f�u��const if u�1 and f�u��u� if u�1. In the case
of �1+1�D dissolution processes without surface
diffusion,43,53 values of the growth ��� and roughness ���
exponents approach those predicted by the two-dimensional
Kardar-Parisi-Zhang equation, indicating that these processes
belong to the same universality class as the Eden or the bal-
listic deposition models in surface growth. In fact, scaling
analysis of interfaces obtained in simulations considering
different reaction models and different kinetic regimes has
shown the values ��0.33 and ��0.5 in all cases, which are
similar to the values of 1 /3 and 1/2 predicted by the con-
tinuum theory. The scaling law w̄�L��L0.5 and the self-
affinity properties of interface assure that all height distances
scale with the same power law, thus explaining the result in
Eq. �19�.

To conclude, we analyze the scaling behavior of the dif-
ferences in roughness displayed in Fig. 7. If the origin of the
preferential mechanism lies in the microscopic chemical or-
dering, we could expect that those differences are due to
some type of intrinsic width wintr that does not scale with the
system size, and whose effect on the roughness scaling could
be described by the following convolution approximation:42

FIG. 10. Dependence of 1− h̃ / h̃1 on L in
base-10 logarithms for the kinetic case R1=R2

and R−1=0. Each point is the average of n inde-
pendent runs, with n decreasing from 5000 �L
=100� up to 50 runs �L=2�104�. The dotted line
with a slope of −0.5 has been plotted for com-
parison. The results correspond to the Von Neu-
mann neighborhood.
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w2�L,t� = wRD
2 �L,t� + wintr

2 �t� . �21�

According to that argument, the interface width obtained
from simulations of model �10� should converge to that of
the random dissolution model for large enough systems.
However, the results support the idea that differences persist
in all scales, increasing in the form of a power law with the
same exponent of 0.5. In Fig. 11, we show the scaling be-
havior of the difference between the roughness of the mini-
mum point in Fig. 7 and that of the random dissolution
model. It can be seen that this difference also scales in the
form �L0.5. Again, this holds for the whole set of points
displayed in Fig. 7, so we can conclude that the behavior
displayed in that figure is independent of the scale consid-
ered. Taking account of the good estimation obtained from
the kinetic parameter t̃ / t̃1, we can finally write

w̄�L,k� �
t̃

t̃1

�k�w̄RD�L� , �22�

where the symbol k stands for the kinetics of the process.
Equation �22� suggests that the dependence of interface
roughness on both the dissolution kinetics and the system
size can be split into two terms: a first purely kinetic term,
t̃ / t̃1�k�, given by Eq. �18� for model �10�, which carries in an
analytic way the influence of the electrochemical kinetics on
roughness, and a second term, w̄RD�L�, providing the charac-
teristic roughness intrinsic to the stochastic nature of disso-
lution and dependent on L.

IV. DISCUSSION

A large class of uniform and localized corrosion processes
involves several chemical and electrochemical reactive steps
with the participation of metal atoms and chemical species
from the solution. This set of elementary reactions consti-
tutes the corrosion mechanism, which varies according to the
type of metal and the electrolyte composition. In many cases,
the mechanism includes adsorption-desorption processes

leading to adsorbates, as in the dissolution of iron in acidic
medium. The adsorption of anions may form compounds
with the surface metallic sites, intermediate states, while
some cations may be reduced, yielding simple adsorbates, as
in the hydrogen evolution mechanism. In other cases, as dis-
solution in some basic or neutral solutions, the corrosion
product may be adherent and only the presence of aggressive
anions can induce its dissolution from the metal surface. In
all of these cases, the existence of coupled interfacial reac-
tions unavoidably establishes a time ordering in the reaction
sequence.

The theoretical and computational analysis of a simple
dissolution model has revealed a different mechanism of
chemical ordering on nonequilibrium evolving metal-
electrolyte interfaces: the time ordering of chemical species
implicit to the reactive scheme is projected into the spatial
dimension by the stochastic roughening of the metal surface.
We have focused, in the explanation of the mechanism, on
the general features of that chemical ordering, and its conse-
quences on the interface dynamics. However, we have not
displayed all possible scenarios that can be obtained by vary-
ing the reactive kinetics or the dissolution scheme. These
scenarios can show long-ranged correlation—in contrast to
the short-ranged correlations shown in Sec. II or even no
ordering, i.e., homogeneous distribution of reactants. In any
case, the chemical organization can be predicted analytically,
at least in a qualitative way, from the mean-field macroscopic
approach developed in Sec. II B.

The understanding of the processes that participate in the
roughening of a metallic electrode is essential both theoreti-
cally and experimentally. It opens up the way for the estab-
lishment of the correct link between external parameters such
as the applied electrical potential or the electrolyte composi-
tion and a technologically important aspect such as the sur-
face topography. In my opinion, this work represents a con-
tribution to that understanding. As we have shown, chemical
ordering can favor or inhibit the development of roughness
in function of these external parameters. It is important to
notice that this effect scales with the system size, so it is
observable in the macroscopic scales of the model. By work-
ing with a single scheme �10�, we have focused on the influ-

FIG. 11. Dependence of w̄�L�− w̄RD�L� on L
in base-10 logarithms for the kinetic case R1

=R2 and R−1=0. Each point is the average of n
independent runs, with n decreasing from 5000
�L=100� up to 100 runs �L=2�104�. The dotted
line with a slope of 0.5 has been plotted for com-
parison. The results correspond to the Von Neu-
mann neighborhood.
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ence of the applied potential. In this sense, the electrode
response to variations of potential constitutes one of the ma-
jor sources of experimental data to gather information about
the electrochemical processes taking part at the interface. In
this work, we have related analytically the roughness re-
sponse of the electrode with the driven electrochemical ki-
netics. The results presented in this paper suggest that rough-
ness, which can be measured in all scales with the aid of the
modern nanoscopic imaging techniques, could represent, in
the early future, an experimental parameter that provides

information about the mechanism and kinetics of a given
process.
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