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The potential energy landscape of a monolayer adsorbed on well-ordered �111� surface is analyzed for
periodic cells with a variable number of adsorbate �Nads� and substrate �Nsub� particles. The atom-surface
potential is described by the first Fourier series term with variable corrugation, while the lateral interaction in
the monolayer is modeled by a repulsive exponential term. Special attention is devoted to the determination of
the total number of minima for given Nads and Nsub and the probability of relaxation to the global minimum in
each of the unit cells, as well as the construction of the lowest energy versus coverage curve as a function of
the atom-surface potential corrugation. We find that the global appearance of the energy landscape in the
majority of the unit cells is particularly simple, characterized by the global minimum positioned in a very wide
basin and the high-energy minima forming a tail structure. However, this rule is broken for several unit cells
when the corrugation of the atom-surface potential becomes large, making the location of the global minimum
a rather difficult task. Despite the simplicity of our model, phase transitions from commensurate to striped
incommensurate to hexagonal incommensurate rotated structures are observed.
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I. INTRODUCTION

The potential energy landscapes of different systems, such
as clusters, biomolecules, and glasses, have attracted much
attention over the last few years.1–6 The availability of high
quality interaction potentials makes possible the detailed
analysis of minima and saddle points in order to gain valu-
able insight into the kinetics and dynamics of these systems.
On the other hand, adsorbates on well-ordered surfaces rep-
resent a system where the interaction potentials are available
in very few cases, mainly for rare gases adsorbed on metal
surfaces.7–9 For many chemisorption systems, not even a
phenomenological picture of interactions is available yet.

Due to this lack of knowledge regarding the forces
present in adsorbate-substrate systems, many different “toy”
models have been proposed and extensively studied so far.
One of the most well-known and studied ones is the Frenkel-
Kontorova model,10 where the interaction between adjacent
atoms is modeled by springs. Once the correct force constant
for a given system is known, the Frenkel-Kontorova model
can be successfully used for simulation of the ground state of
the monolayer-surface system. This model has been em-
ployed for simulation of reconstruction of the Ni�100�
surface,11 Cu atoms adsorbed on the Ru�1000� surface,12 and
herringbone reconstruction of Au�111�,13 just to mention a
few previous works. Another kind of studies includes those
which use the Lennard-Jones potential for the description of
monolayer-surface interactions and which have been fre-
quently employed in the study of the ground state of mono-
layers on the �100� surface.14–16

Monolayers formed at well-ordered surfaces show a wide
variety of ordered structures: simple commensurate, uniaxi-
ally compressed, and complex incommensurate with domain
walls among others.7,17,18 Even when analytic expressions for
the interactions of a monolayer-surface system are known,
i.e., for Xe-Pt�111�,19,20 the determination of the global mini-
mum is still a formidable task. 21 That is, although molecular
dynamics could be employed with a large system size to

determine the most probable minimum of an adsorbate-
substrate system,22 this approach suffers from the finite-size
effect and requires an initial guess, making the search pro-
cess biased. Furthermore, the adsorbate-substrate system is
usually described by a fixed finite unit cell under periodic
boundary conditions, where the ground state and phase tran-
sitions are obtained with the change in model parameters.
However, this approach is rather inadequate whenever pre-
cise characterization of stable structures is desired. For
instance, it would require a very large unit-cell size to dis-
tinguish between high-order commensurate and incommen-
surate structures, thus making a detailed study of the poten-
tial energy surface in this unit cell computationally
prohibitive. An unbiased search method for the global mini-
mum and commensurate-incommensurate phase transitions
of an adsorbate-substrate system should be able to obtain
the global minimum in a series of unit cells with variable
coverage.

In comparison with true three-dimensional �3D� systems,
such as clusters and biomolecules, the investigation of the
potential energy surfaces �PES� of monolayer-surface sys-
tems possesses several advantages. Specific cells with differ-
ent Nads and Nsub and defined coverage ��1, 1

3 , 1
4 , . . . can be

generated, where the global minimum is known a priori and
consists of every particle positioned on the equivalent most
stable site. This fact can be used to obtain necessary heuris-
tics about the PES of cells with given Nads. In the case of 3D
systems, one can never be sure when the global minimum
has been reached, thus requiring complex heuristics and de-
tailed knowledge of the PES to propose and “prove” that a
certain minimum is the global one. Another advantage is that
the atom-surface potential of the monolayer-surface system
can be systematically varied and trends can be obtained for
different terms of the corresponding Fourier expansion. Fur-
thermore, the restricted two-dimensional symmetry of the
monolayer should reduce the number of minima from what is
expected in 3D for an equivalent number of particles.
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In the present work, the potential energy landscape of a
model monolayer-surface system is analyzed in detail. The
atom-surface potential is described by the first Fourier series
term with variable corrugation, while the lateral interaction
in the monolayer is modeled by a repulsive exponential term.
The focus is on the determination of the total number of
minima and the probability of relaxation to the global mini-
mum for a series of unit cells of the �111� surface. It is shown
that even when the number of minima of a given unit cell is
very large, the global minimum can be found with an unbi-
ased search starting from random configurations of mono-
layer particles. Furthermore, we obtain the global minimum
of an extensive sample of unit cells for the coverage interval
0.33���0.5. This allows us to propose the most probable
minimum structures of our model system and a possible se-
quence of phase transitions between them.

II. THE MODEL AND SYSTEMS

It is well known that when the corrugation of the surface
potential is negligible, the ground state of the monolayer is
trivial, adopting a perfect hexagonal arrangement with a
spacing given by the minimum of the lateral interaction po-
tential. When either the surface corrugation or the �repulsive�
lateral interaction is strong, hexagonal �in�commensurate
monolayer-surface structures emerge.23,24 Therefore, it is rea-
sonable to assume that the lowest-energy structures for a
given coverage are located in cells where the formation of
perfect hexagonal monolayers is possible.

A primitive cell of the �111� surface with atomic radius
R=1 is spanned by two vectors, v1= �2,0� and v2= �1,�3�,
with 60° angle between them. Any expanded nonprimitive
cell is then obtained as a linear combination of these two
vectors: V1= �2a+b ,−�3b� and V2= �a+2b ,�3a�, where a
and b are integers. The number of atoms in such expanded
cell is N=a2+b2+ab. This can be shown by packing N
circles of radius R=1 into a rhombus enclosing the unit-cell
area. We restrict our study to cells with Nsub=a2+b2+ab and
Nads=A2+B2+AB, where a, b and A, B are integers. The
coverage ��=

Nads

Nsub
� is restricted to 0.33���0.5. This covers

the adsorption coverage region of many real systems, such as
rare gases and halogens on metal surfaces.25,26

We generate cells with all possible combinations of Nads
and Nsub for Nads�43 and 0.33���0.5. These parameters
give rise to 128 different cells. In what follows, these cells
will be called C

Nads

Nsub
. Standard periodic boundary conditions

are used in the x and y directions for all unit cells.
The atom-surface potential is represented by the first term

of the Fourier series,9,27

V�x,y� = 2VG0
�cos�G0y� + cos�G0��3
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x −
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2
y��
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x −
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where G0= 4�
�3l

, l=2 is the surface lattice constant, and VG0
is

the first Fourier coefficient. The variation is allowed from
VG0

=−1.111 to VG0
=−3.888, corresponding to the potential

corrugation from 10 to 35 arbitrary energy units. The lateral
interaction between the monolayer atoms is modeled by a
simple exponential term C exp�−Dx� �Ref. 28�. Although, it
is a simplification when compared to real systems, such
model has been used successfully for the description of io-
dine adsorbed on the Pt�111� surface.28 Furthermore, the use
of such simple expression allows us to decompose the total
interaction potential into attractive �adsorbate-substrate� and
repulsive �adsorbate-adsorbate� parts. This model should be
able to represent real systems for a small variation in cover-
age, as the C and D parameters can be tuned to represent any
force constant for a given interatomic distance. The param-
eters for the lateral interaction are taken to be C=8�105 and
D=4. These particular values have been chosen to simulate
strong repulsion in the monolayer. The cutoff for calculation
of the lateral interaction is set to 20 �in surface lattice con-
stant units�. For each cell, this has been accomplished by
changing the number of adjacent cells taken into account for
the calculation of the lateral interaction.

The main goals of our study are as follows.

�1� Analysis of the potential energy landscape in cells
with �= 1

3 . The lowest-energy structure in these cells regard-
less of Nads and Nsub is the ��3��3�R30° one with one atom
per primitive unit cell. This analysis will allow a precise
determination of the probability of relaxation to the global
minimum as a function of Nads.

�2� Enumeration of the total number of minima and de-
duction of the probability of relaxation to the global mini-
mum as a function of the atom-surface potential corrugation
�VG0

� and coverage �change of Nsub for a fixed Nads�.
�3� Determination of the lowest energy vs coverage curve

as a function of the atom-surface potential corrugation and
identification of phase transitions �i.e., commensurate to
incommensurate�.

To fulfill these objectives, we perform an excessively
large number of conjugate-gradients local optimizations in
each C

Nads

Nsub
cell as needed. The positions of Nads adsorbate

particles are initialized randomly before each conjugate-
gradient optimization. For each part of our study, a specific
strategy is used to ensure that a sufficient number of optimi-
zations have been performed before drawing conclusions.
The algorithm for choosing this specific strategy will be ex-
plicitly stated in the next section.

Although several robust algorithms are available for glo-
bal optimization such as basin hopping,29 genetic
algorithms,30,31 simulated annealing,32 and others, the main
interest of this work is the characterization of the potential
energy surface minima of an adsorbate-substrate system. Due
to the fact that little is known about the topography and
topology of these systems, such “brute force” approach
seems to be justified. Moreover, it will be shown that al-
though the total number of minima for a given C

Nads

Nsub
cell can

be large, the probability of finding the global minimum is
frequently quite large as well. This fact provides further sup-
port to the brute force approach adopted in this work.

III. RESULTS

Due to the effect of the atom-surface holding potential,
the global minimum of a cell with �= 1

3 is the ��3
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��3�R30° structure with one atom basis, regardless of Nads
and Nsub. This comes in handy when identifying how prob-
able the process of finding the global minimum of a given
C

Nads

Nsub
cell starting from a random configuration of adsorbate

atoms is.
We have chosen ten different unit cells, from C 3

9 to C 81
243 ,

in order to determine this probability. Figure 1 shows
the probability of finding the global ��3��3�R30° minimum
as a function of the number of adsorbate atoms Nads for
VG0

=−1.111. It changes from 100% for the C 3
9 cell to 3% for

the C 81
243 cell. Note that this curve does not show simple

exponential decay; instead there are two local maxima for
Nads=9 and Nads=16. However, for Nads�16 the decay be-
comes exponential. Even when Nads=81, around 30 optimi-
zations are enough to find the global minimum with a brute
force approach. In order to better understand the magnitude
of the probability of reaching the global minimum, we have
also performed an extensive number of optimizations from
C 3

9 to C 21
63 to determine the total number of minima in these

cells. The algorithm we used is as follows: �1� Perform
10 000 optimizations and identify different minima.33 �2�
Perform additional 10 000 optimizations and, if no other lo-
cal minimum has been found, stop; otherwise go to step �1�.
It is worth mentioning that the above algorithm required
around 5�105 steps to find all minima in the C 21

63 cell due to
the well-known exponential growth in the number of minima
with the increase in the number of simulated particles.29,34,35

This is illustrated in the inset of Fig. 1. We have identified
803 distinct minima in the C 21

63 cell; however, the probability
of finding the global minimum for this cell starting from a
random configuration is around 29%. Therefore, it seems that
the global minimum is well defined and located in a very
broad basin of the potential energy surface. The densities of
minima curves are shown in Fig. 2 for C 9

27 , C 12
36 , C 16

48 , and
C 21

63 . Once again, one can clearly distinguish the global ��3
��3�R30° minimum as the most likely one. The second
closest minimum is generally far away in energy and reach-

ing probability. The majority of high-energy minima form
characteristic tail structure and lie far away in energy from
the global minimum.

Another interesting question is how the total number of
minima and the probability of reaching the global minimum
are affected by the corrugation of the atom-surface potential.
To answer this question, we changed VG0

from −1.111 to
−3.888 and repeated the simulations in cells with �= 1

3 . The
total number of minima increased dramatically when going
from VG0

=−1.111 to VG0
=−3.888. For C 12

36 , it increased from
40 to 1044. However, the probability of reaching the global
minimum is only slightly affected: it decreases from 37% to
31%. In the case of a larger C 21

63 cell, the global minimum is
found in 29% of the runs for VG0

=−1.111, 24% for VG0
=

−1.666, and 14% for VG0
=−3.888. These results indicate that

even while the total number of minima may be very large for
a given unit cell, the global minimum can be easily found by
simple unbiased search starting from random configurations.

In order to investigate the effect of the repulsion gradient
on the potential energy landscape of our model system, we
have studied the total number of minima when Nads is kept
constant and Nsub is changed. An illustrative example is the
case of the C 21

49 cell in comparison to the previously studied
C 21

63 one. The total number of minima in the latter is 803 for
VG0

=−1.111, while for the former it is only 33. The reduc-
tion in the number of minima is dramatic due to the in-
creased repulsion between the atoms in the monolayer. When
the repulsion is increased, the monolayer atoms become
more restricted in their movement, explaining the reduced
number of minima. On the contrary, the increase of VG0

al-
lows the adsorbate atoms to relax into more favorable sites,
thus increasing the possibility of formation of new minimum
structures. However, the effect of both changes on the prob-
ability of reaching the global minimum seems to be small.
This fact will be used below for constructing the lowest en-
ergy versus coverage curve and for investigating the struc-
tures and phase transitions of our model system.

So far, we have analyzed the minima in cells with �= 1
3

and identified simple rules to determine the rate of relaxation

FIG. 1. Plot of the probability of reaching the global minimum
vs the number of adsorbate particles Nads for cells with �= 1

3 and
VG0

=−1.111. The inset shows the total number of minima found for
given Nads in the same unit cells.

FIG. 2. �Color online� Density of minima plot for C 9
27 , C 12

36 ,
C 16

48 , and C 21
63 cells with VG0

=−1.111.
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to the global minimum. However, it is not clear how general
these rules are and whether they can be generally applied to
any C

Nads

Nsub
cell. To answer this question, we have performed

simulations in 128 different cells, with 3�Nads�43 and
0.33���0.5. For each unit cell, the following procedure
was employed: �1� 1000 optimization runs have been accom-
plished and the minima have been sorted from the lowest to
the highest ones. �2� Step �1� is repeated until the lowest-
lying minimum has been found at least five times. Although
this procedure is not guaranteed to find the global minimum,
it has done so for all cells with �= 1

3 . We have also randomly
selected ten cells with �� 1

3 and doubled the number of runs
from the procedure described above. In all cases, the lowest-
lying minimum did not change. Therefore, I believe that the
probability of finding the global minimum with this proce-
dure is quite high. For VG0

=−1.111 and VG0
=−1.666, the

global minimum has been found in almost all cells within
1000 runs; in some of them, it required 2000 runs to obtain
the lowest-lying minimum five times. However, this situation
changed for VG0

=−3.888. The global minimum in the vast
majority of cells has been found within 1000 optimizations;
however several �6� cells showed difficulty in finding the
global minimum and required more than 10 000 iterations.
For at least three cell �C 36

109 , C 39
109 , and C 37

112�, we have not
been able to find the lowest-lying minimum five times even
after 50 000 runs. In Fig. 3, the minima density plot for C 37

112
is depicted for VG0

=−3.888. The structures with the highest
reaching probability are those in the middle of the plot; how-
ever, no particular structure is favored in striking difference
with cells of �= 1

3 .
Another interesting comparison can be made for the C 25

75
and C 25

73 cells, whose density of minima is shown in Fig. 4.
The coverage of both cells is almost identical, differing only
in two substrate particles. However, it can be seen that while
the C 25

75 possesses a familiar structure of minima �well-
defined global minimum and high-energy minima forming a
tail structure�, the C 25

73 cell possesses many candidates with
similar reaching probability �and very small compared to the
C 25

75 case�. It would be interesting to find the reason for such

drastic change for apparently similar cells. One should note
that even if no warranty exists that the global minimum has
been found in the C 25

73 cell, the relatively high density of
minima indicates that the lowest-lying minimum should be
close enough to the global one after a sufficiently large num-
ber of runs.

Finally, we proceed to calculate the global minimum en-
ergy versus coverage curve for different corrugations of the
atom-surface potential, encouraged by the fact that the global
minimum can be easily obtained in most cells for 3�Nads
�43 and 0.33���0.5. We follow the same algorithm as
employed in the previous paragraph. The minimum energy
curve is depicted in Fig. 5 using VG0

=−1.111 for 0.33��
�0.44. As expected, on a large scale the energy is getting
higher with an increase in coverage. However, many local
minima can be distinguished for the simulated coverage
range. The first minimum on the left side �global minimum�
is the simple commensurate ��3��3�R30° structure. The
ball models for some intermediate minima are shown in Fig.

FIG. 3. Density of minima plot for C 37
112 �VG0

=−3.888� with
global minimum being not the most probable.

FIG. 4. �Color online� Density of minima plot for C 25
73 and C 25

75
�VG0

=−3.888�. Scales on the left-hand and right-hand sides corre-
spond to the C 25

73 and C 25
75 cells, respectively. Notice the extremely

reduced scale for the C 25
73 cell.

FIG. 5. Global minimum energy versus coverage plot for cells
with 3�Nads�43 and 0.33���0.5 with VG0

=−1.111.
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6. One can clearly see that increasing the coverage from �
= 1

3 makes the striped incommensurate �SI� structures stable.
The ��3��3�R30° domains are separated by domain walls.
The structure of the domain walls depends on the coverage,
changing from triangular shape for C 37

108 , hexagonal shape
for C 39

111 , to heavy domain walls for C 37
103 and C 37

100 . For �
�0.371, a phase transition to hexagonal incommensurate ro-
tated �HIR� structures occurs. The reason for this transition is
that the density of domain walls exceeds certain critical
value and, even if the monolayer-surface energy is increased
for rotated incommensurate structures, the repulsive lateral
interaction makes the monolayer adopt a hexagonal arrange-
ment. After �=0.42, the curve in Fig. 5 maintains a linear
shape.

It is not clear what the effect of the Nads�43 restriction
on the minimum energy curve is. Therefore, we have per-
formed additional simulations for 43�Nads�81 and ob-
tained the global minimum energy for all unit cells, taking
advantage of the fact that relaxation to the global minimum
for VG0

=−1.111 requires a small number of conjugate-
gradient optimizations even for Nads=81. The curve becomes
more complex than the one in Fig. 5, with a lot more inter-
mediate minima. However, the overall shape and phase tran-
sitions seem to coincide with the simulations for the reduced
set of cells, and the conclusions of our study are not modified
by this fact. Moreover, these differences between smaller and
larger sets of cells pose an interesting question: “what is the
limiting value of Nads in order to reach an accurate descrip-

tion of incommensurate phases?” The answer is clearly de-
pendent on the particular interaction model, but it is worth
pursuing additional work to analyze this question in detail.

The global minimum energy vs coverage curves are
plotted in Fig. 7 for VG0

=−1.111, VG0
=−1.666, and VG0

=−3.888. The first observation is that the energy of the
monolayer-surface system goes down while the atom-surface
potential corrugation is increased, as expected. The simple
commensurate ��3��3�R30° arrangement also becomes
more stable in comparison to the surrounding structures
when the corrugation is higher. The curves for VG0

=−1.111
and VG0

=−1.666 are similar, with just a few differences in
local minima. The curve for VG0

=−3.888 is more complex
than for other values of VG0

and local minima can be ob-
served even for ��0.44 �not shown in Fig. 7�. While the
��3��3�R30° is the only commensurate structure observed
for VG0

=−1.111 and VG0
=−1.666, another commensurate

�4�4� structure is found for VG0
=−3.888 at �=0.438, de-

picted in Fig. 8 �it exists at least for Nads�43�. However, this
structure deviates from the simplest hexagonal arrangement,
possessing square and hexagonal “islands.” Despite these

FIG. 6. Topographic view of different global minimum struc-
tures �GMSs� with VG0

=−1.111: �a� GMSs of the C 39
111 cell, �b�

GMSs of the C 37
100 , �c� GMSs of the C 39

103 , and �d� GMSs of the C 28
67 .

The stable structures range from commensurate ��3��3�R30° �not
shown here�, to striped incommensurate �SI� in the C 39

111 and C 37
100

cells, between SI and hexagonal incommensurate rotated �HIR� for
the C 39

103 cell, and HIR for the C 28
67 cell. The images were generated

using ALSA software �Ref. 36�.

FIG. 7. Global minimum energy versus coverage plot for cells
with 3�Nads�43, 0.33���0.5, and VG0

=−1.111, VG0
=−1.666,

and VG0
=−3.888. The sudden jumps at some points of the curve are

due to cells with the same coverage �e.g., C 3
7 and C 21

49� but with
different energies.

FIG. 8. The model for the �4�4� commensurate structure ��
=0.438� obtained with VG0

=−3.888. �a� Topographic image. �b�
Transparent circle model with the unit cell marked by a white
parallelogram.
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differences between stable arrangements for different corru-
gations of the atom-surface potential, the same kind of phase
transitions could be observed for any value of VG0

: from
commensurate ��3��3�R30° to SI to HIR.

For the sake of completeness, we have also studied the
effect of the higher-order atom-surface Fourier terms on
the potential energy minima. We set V�3G0

=−0.1VG0
with

VG0
=−0.111 and obtain the global minimum energy versus

coverage curve similar to the one depicted in Fig. 5. The
appearance of the curve is similar; however, the commensu-
rate ��7��7�R19.1° and ��19��19�R23.4° structures be-
come the most stable for �= 3

7 and �= 7
19, respectively, in-

stead of higher-order commensurate structures, which are the
most stable for a one-term Fourier model. For a detailed
analysis of this particular case, see Ref. 24.

IV. CONCLUDING DISCUSSION

A comprehensive �and somewhat exhaustive� analysis of
the potential energy surface minima has been performed for
a model monolayer-surface system. A large set of cells has
been generated, where enumeration of local minima and the
rate of relaxation to the global minimum has been obtained
for a variety of interaction potential models. The energy
landscape in those cells seems to have a particularly simple
structure with the global minimum located in a wide basin
and the majority of high-lying minima forming a character-
istic tail structure. Despite the simplicity of the interactions
used in this work, particularly the exponential repulsion for
the interaction between the monolayer atoms, a sequence of
C→SI→HIR structures has been observed, resembling rare-

gas atoms adsorbed on metal surfaces.37,38 This fact is sur-
prising and deserves a more thorough investigation. One pos-
sible explanation is that the qualitative nature of monolayer-
surface structures is largely determined by the atom-surface
attraction and the repulsive part of the lateral interaction po-
tential, as has been proposed for bulk systems.39

Several interesting questions have arisen as a result of the
present study.

�1� The striking difference in the potential energy land-
scape of similar unit cells, i.e., C 25

73 versus C 25
75 . The reason

for this difference would be definitely worth additional in-
vestigation.

�2� The definition of “incommensurability” in a finite-
size model. That is, significant differences in the global mini-
mum energy vs coverage plot for smaller and larger sets of
unit cells make one wonder what maximum Nads, after which
the energy of incommensurate structures converges, is suffi-
cient.

�3� The influence of the high-order Fourier terms on the
stable structures and phase transitions is not yet clear
enough.
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