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NPT and NPzzT molecular dynamics simulations of Lennard-Jones atoms were used to compare homoge-
neous and heterogeneous nucleation. In the heterogeneous cases, the attraction between the fluid and a smooth
fcc �100� surface was varied. Multiple simulations were used to determine nucleation times from which
nucleation rates were estimated using a transient nucleation model. Calculations demonstrated a clear enhance-
ment in nucleation rates in the heterogeneous cases compared to the homogeneous case. To obtain homoge-
neous nucleation rates similar to the heterogeneous cases required temperatures about 10 K higher. It was also
found that void formation was favored as the attraction between the liquid and solid was decreased. Varying the
system size, thermostatting method, and barostat time constant affected quantitative results, but not the quali-
tative trends.
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I. INTRODUCTION

Nucleation is a phenomenon that continues to be of both
fundamental and practical interest. Efforts to improve the
cooling rates of high performance CPU’s, miniaturize direct
methanol fuel cells, and produce perfect, spherical nanoscale
particles all could be improved if a better understanding of
the basic nucleation mechanisms could be achieved.

One particularly interesting issue concerns bubble nucle-
ation in a superheated liquid near a solid surface. Classic
theories for nucleate boiling invoke vapor trapped in the well
of crevices or holes1 with a pressure difference outside ver-
sus inside commensurate with the curvature imposed by the
size of the crevice. Both laboratory studies2,3 and household
observations �e.g., water in a pot on your stove� are consis-
tent with this mechanism. Typical length scales for the crev-
ices are the order of a few to tens of microns with pressure
differences less than one atm for water at 20 °C. The pre-
sumption of vapor trapped on a surface with nanometer scale
defects, however, would theoretically require pressure differ-
ences of hundreds of atmospheres, something not supported
by recent experiments. For example, Theofanous et al.4 per-
formed boiling experiments on clean surfaces with four na-
nometer mean surface roughness and found that superheats
of only tens of K were required for nucleation compared with
hundreds or thousands of K predicted by models. Clearly
classic theories have limitations explaining nucleation on
nearly smooth surfaces.

Atomistic simulations are an attractive means for studying
phenomena on nanometer length scales, and there has been a
good deal of work examining homogeneous bubble nucle-
ation. Homogeneous nucleation rates have been computed in
a Lennard-Jones system at negative pressure5–7 and at posi-
tive pressure.8,9 Homogeneous nucleation has also been stud-
ied in a varying mixture of monoatomic and diatomic
Lennard-Jones oxygen,10 and in unary and binary Lennard-
Jones fluids.11 Zahn12 studied homogeneous nucleation in
water at 100 °C using transition path sampling molecular
dynamics.13,14 The work of forming voids in a superheated
Lennard-Jones fluid was calculated using umbrella sampling
Monte Carlo simulations.15,16 Corti and Debenedetti17 stud-

ied the width of the transition region between nucleation and
spinodal decomposition using restricted ensemble Monte
Carlo simulations.

There have been fewer computational studies of heteroge-
neous systems. Maruyama and Kimura18 studied bubble
nucleation in a Lennard-Jones fluid between harmonic plati-
num walls. The nucleation was induced by moving the upper
wall to reduce the pressure. The effect of surface wettability
on contact angle was obtained by varying the platinum-fluid
energy parameter. Yi et al.19 studied the vaporization of a
thin Lennard-Jones argon layer from a harmonic platinum
wall. Explosive boiling on a hot surface of fluid with variable
depth was studied using argon on a platinum surface20 and
using water on a gold surface.21 Neimark and Vishnayakov22

studied nucleation of a Lennard-Jones fluid in wetting
spherical pores using Monte Carlo simulations.

The present work was undertaken to see if molecular
scale behavior under phase-change conditions would reveal
understandings that could be related to the larger scale phe-
nomena that is observed with boiling experiments. Molecular
dynamics simulations were utilized to investigate several
fundamental aspects of bubble nucleation, including the dif-
ferences between homogeneous and heterogeneous nucle-
ation, how the nature of the fluid-solid interaction affects
nucleation rates, and the structure and mechanism of forma-
tion of critical bubble nuclei during heterogeneous nucle-
ation.

A. Simulation conditions

To examine the role surfaces play on nucleation, three
heterogeneous systems having different solid-fluid interac-
tion energies were studied. A homogeneous system was also
investigated. The heterogeneous systems were simulated in
the isothermal, isostress �NPzzT� ensemble, while the homo-
geneous simulations were conducted in the isothermal, iso-
baric �NPT� ensemble. Nucleation was induced by rapidly
increasing the fluid temperature to arrive at a metastable state
point, after which the system was evolved in time until
nucleation occurred. The fluid was modeled using the fol-
lowing 12–6 Lennard-Jones potential
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The potential and forces were truncated at rc=11.9175 Å,
with long range corrections to the pressure and energy ap-
plied in the homogeneous case. The Lennard-Jones param-
eters were chosen to represent argon7 and are given in Table
I. The solid in the heterogeneous simulations was modeled as
a 12–6 Lennard-Jones crystal having a starting lattice param-
eter of 5.405 Å and the �100� surface exposed to the fluid.
During the simulations the solid retained its fcc character but
was compressed slightly in the direction of the applied stress.
Interaction parameters between the solid and fluid were var-
ied to model a weakly attractive surface �small �sf�, a neutral
surface ��sf =� f f�, and strongly attractive surface �large �sf�.
These different cases will subsequently be referred to as the
weak, neutral, and strong cases. A listing of the solid poten-
tial parameters is given in Table I. For all the simulations, a
time step of �t=2.16 fs was used.

1. Heterogeneous Simulations

For the heterogeneous cases, 2302 fluid atoms were simu-
lated in contact with 648 solid atoms within a supercell con-
sisting of 9�9�2 unit cells. The configuration is shown in
Fig. 1. Periodic boundary conditions were used in the x and
y directions, while in the z direction mean field restraining
wall potentials were used at the top and bottom of the cell.
The position of the top wall potential was adjusted to main-

tain a constant normal stress �Pzz�. The position of the bot-
tom wall potential, which was placed below the solid atoms,
was held constant to keep the solid in place. Note that the top
wall potential only interacted with the fluid atoms and the
bottom wall potential only interacted with the solid atoms.
No truncation of the interactions was used; all of the atoms
interacted with a wall potential at all times.

Interactions with the restraining walls were modeled us-
ing a 9-3 potential24,25 in which the potential energy between
a solid or fluid atom an absolute distance z from a wall is
given by

�9–3 =
2��w�3

3
�� 2

15
� �

z + �
�9

− � �

z + �
�3� ,

� = �2/5�1/6� . �2�

The bottom wall was at z=0 and the top wall was at the box
height. The force on the top wall was d�9−3 /dz while the
force on the bottom wall was −d�9−3 /dz. This is a mean field
potential and is based on integration of the 12–6 Lennard-
Jones potential over the x �from −	 to 	�, y �from −	 to 	�,
and z �from −	 to −�� positions of wall atoms, approximated
as a continuum with a wall number density, �w. The density
of the top wall was 2.25 times the density of the liquid at the
initial temperature and pressure �96.0 K and 4.23 bar�. The
density of the bottom wall was 2.25 times the initial density
of the solid. The Lennard-Jones parameters � and � in the
wall potential were chosen to be the same as for the fluid-
fluid and solid-solid interactions for the top and bottom wall,
respectively.

To control the temperature of the system, a Nosé-Hoover
thermostat was used, with a time constant of 0.05 ps. A
single thermostat can be applied globally to all atoms in the
system, or two separate thermostats can be used, one for the
solid and one for the fluid. As discussed below, both ap-
proaches were used.

The normal stress at time step 
, Pzz�
� was calculated as
the sum of the forces per area on the upper wall and was
controlled by changing the acceleration �aw� of the upper
wall using a proportional-integral controller with the integral
evaluated using the trapezoid approximation

aw�
� = kP„Pzz�
� − Pset… +
kI�t

2 	
i=1





„Pzz�i� − Pset…

+ „Pzz�i − 1� − Pset…� , �3�

where Pset is the normal stress set point. The wall accelera-
tion was controlled rather than the position for stability rea-
sons. The values of kP and kI were 20.0 Å2/amu and
0.005 Å2/ps amu.

The wall position �rw� and velocity �vw� were advanced
via a velocity Verlet type algorithm with a modified position
move �Ref. 26�,

rw�
 + 1� = rw�
� +
�t

2
vw�
� +

3�t2

4
aw�
� . �4�

Because the system is metastable after ramping the tempera-
ture, any overshoot in the wall position leads to instabilities.

TABLE I. Lennard-Jones parameters. The subscripts ss, sf , and
f f are for solid-solid, solid-fluid, and fluid-fluid interactions,
respectively.

� f f

�Å�
�ss

�Å�
�sf

�Å�
� f f /kB

�K�
�ss /kB

�K�
�sf /kB

�K�

Homogeneous 3.405 121.014

Weak 3.405 3.405 3.405 121.014 1210.14 60.507

Neutral 3.405 3.405 3.405 121.014 1210.14 121.014

Strong 3.405 3.405 3.405 121.014 1210.14 191.340

FIG. 1. The configuration of a heterogeneous simulation box.
The light colored atoms are the fluid atoms and the dark colored
ones are solid. The z directions were bounded by wall potentials,
while periodic boundary conditions were used in the x and y direc-
tions. Image created using VMD.23
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To control this, the wall velocity was throttled using the fol-
lowing approach. For the first 67 ps after ramping the tem-
perature, integral control was not used in Eq. �3� and the
maximum wall velocity was restricted using the following
algorithm. A maximum initial wall velocity, vmax, of
0.9 Å/ps was set. If this value was exceeded during a time
step, the wall velocity was assigned the maximum wall ve-
locity and a new maximum wall velocity was set equal to
vmax+10−8
. After 67 ps, integral control was used in Eq. �3�
and vmax=10 Å/ps

2. Homogeneous simulations

The homogeneous simulations were performed in the
NPT ensemble using extended system dynamics27 on 2500
atoms with full periodic boundary conditions. The thermostat
time constant was 0.05 ps and the barostat time constant was
3.5 ps. As mentioned earlier, the usual long-range
correction26 to the pressure to account for the truncated
forces was applied.

3. State points

A collection of N0 stable, initial configurations were gen-
erated at 96.0 K and 4.23 bar for both the homogeneous and
heterogeneous simulations by running equilibration simula-
tions for a minimum of 648 ps �300 000 time steps�. Once
equilibrated, each system was rapidly brought to a meta-
stable state by linearly ramping the Nosé-Hoover set point
temperature to the desired value over a period of 1.67 ps.
The global temperature reached the new set point tempera-
ture within 3 ps. Using an accurate equation of state,28 the
boiling point and spinodal temperature for the homogeneous
system at this pressure were found to be 106.69 and
144.46 K, respectively. Note that for the homogeneous simu-
lations it was necessary to use temperatures that were very
near the spinodal line, given the fact that nucleation times are
prohibitively long at lower temperatures. These temperatures
are in the transition region between nucleate boiling and
spinodal decomposition.17 For the heterogeneous cases, the
location of the spinodal is unknown and dependent on the
nature of the solid-fluid interaction as well as the distance
from the solid.29

4. Temperature and thermostatting method

While a single thermostat kept the overall temperature
constant, the solid tended to heat up faster than the fluid
when the set point temperature was increased. This caused
the fluid to be at a lower overall temperature than the solid.
Moreover, a temperature gradient was observed within the
fluid phase. Figure 2 shows the overall solid and fluid tem-
peratures for each heterogeneous case as a function of set
point temperature. These temperatures were obtained by av-
eraging over all runs in the time periods after ramping the
temperature but before any phase change occurred. The weak
system has the largest temperature difference between solid
and fluid, and in all cases the difference increased with in-
creasing set point temperature. The temperature difference
between solid and fluid is small for the neutral and strong
cases. Figure 3 shows the average temperature profile along

the z direction for the weak case at 132.0 K for three sepa-
rate simulations in which a single global thermostat was
used. The temperature is nearly constant throughout the
solid, which consists of the bottom four layers. This is in-
dicative of the high thermal conductivity of this phase. The
fluid adjacent to the solid is 5.0–8.0 K cooler than the solid,
which is due to the heat transfer barrier that exists between
the two phases. There is also a temperature gradient within
the fluid itself. The differences in temperature between the
solid and fluid as well as the fluid temperature gradients are
all much smaller for the neutral and strong cases. To main-
tain both the fluid and solid temperatures at the set point
temperature, two separate thermostats were used for the
weak case simulations. Figure 4 shows that the use of dual
thermostats maintains a nearly uniform temperature profile
across both the solid and fluid, with fluctuations on the order
of less than 1 K. Since the solid and fluid temperatures were
very close to the set point temperature for the strong and
neutral cases, only a single thermostat was used for those
simulations. Obviously, two thermostats could be used for
these cases as well to maintain even tighter temperature con-
trol. Finally we note that due to the presence of the mean
field wall potentials, linear momentum in the direction nor-

FIG. 2. Fluid and solid temperatures as a function of set point
temperature for all heterogeneous cases. The open symbols are the
fluid temperatures and the filled symbols of the same shape are the
solid temperatures for each case.

FIG. 3. Vertical temperature profiles for three independent weak
case simulations at a global temperature of 132.0 K. The bottom
four points are the solid layers and the others are the fluid. Lines are
included to guide the eye.
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mal to the surface was not conserved. When dual thermostats
were used, linear momentum was not conserved in any di-
rection. To remedy this, the linear momentum of the solid
and fluid in the x and y directions were zeroed after each
time step for the dual thermostat simulations. Table II lists all
the simulation set point and fluid temperatures.

B. Nucleation times and rates

To determine nucleation rates with this simulation proce-
dure, an objective measure is required for determining when
a system actually nucleates. The nucleation times were esti-
mated as the point in time when the fluid volume increase
became significantly greater than the maximum volume fluc-
tuations observed prior to the sharp increase in volume. The
maximum volume fluctuations were greater in the homoge-
neous case than in the heterogeneous cases. For the hetero-
geneous case the nucleation times were found when the vol-
ume was 115% of the mean volume of the metastable state
point, while for the homogeneous systems they were found
at 130% of the mean volume. The average fluid volumes at
the metastable state points were calculated using the average
of the fluid volume from each simulation after reaching the
metastable volume. Figure 5 shows a typical volume versus
time plot for a homogeneous and weak heterogeneous simu-
lation. The filled symbols designate the average volume of
the system and the open symbols are the volumes where
nucleation was assumed to occur. Changing the threshold
volumes where nucleation is assumed to have occured does
change the estimated nucleation rates somewhat, but the
overall trends observed were not greatly impacted by these
threshold values. To obtain nucleation rates, we consider that
the N0 different simulation boxes with volumes Vbox are parts
of a larger volume V.30–33 When a nucleation event occurs in
a simulation box, the volume available for nucleation de-
creases to V-Vbox. The rate of change of the number of simu-
lation boxes that have not yet nucleated �N� is given by

dN

dt
= − J�t�NVbox, �5�

where J�t� is the nucleation rate at time t. Solving Eq. �5� in
terms of t with the boundary condition that N=N0 at the lag

time t0 and assuming a constant nucleation rate J�t�=Js and
simulation box volume Vbox gives a linear model with the
following form:

t = − ln� N

N0
�� �JsVbox� + t0. �6�

Bartell32 and Jacob and Bartell33 used the method of
moments34 for transient nucleation to analyze crystallization
simulations. They used an approximate inversion of the re-
sult to derive a nonlinear model in which the time for a
nucleation event is given by

t = t0 +
g

JsVbox
− t0�1 −

0.5

MR
2.5�

�exp�− 1.82� g

JsVboxt0
�1/2��MR − 1�0.41� ,

g = − ln� N

N0
� . �7�

This reduces to Eq. �6� if the reduced moment �MR� is 1.0. A
theoretical result by Kashchiev35 agrees with the above ex-
pression for MR=1.4. A recent analysis by Kashchiev36 gave
the dependence of MR on critical nucleus size and supersatu-
ration. We found that Eq. �7� represents the results of the
present simulations better than does Eq. �6�, and so it will be
used in all subsequent analysis.

II. RESULTS

A. Fluid ordering

Due to the differing solid-fluid energy parameters in the
heterogeneous cases, different levels of ordering of the fluid
near the solid surface were observed. In all cases, there was
some ordering. The density profiles at the initial state point
are shown in Fig. 6. In the weak case, there was on average
a larger low density region near the surface compared with
the other cases. This made formation of voids near the weak
surface easier, so nucleation occurred right at the fluid-solid
interface for this case. In the neutral and strong cases, how-
ever, the fluid next to the surface was highly ordered and
almost solidlike. In the strong case, the ordering extended
further into the fluid than in the neutral case. For these two
surface interactions, nucleation tended to occur above the
solidlike fluid layers.

B. Nucleation times and rates

To estimate nucleation times and rates using Eq. �7�, the
following procedure was used. N0 independent simulations
were run at a given temperature. The time at which the vol-
ume reached the nucleation threshold value was recorded,
after which time the simulation was stopped. A set of nucle-
ation times was thus collected at each temperature and used
in Eq. �7� to determine values of Js and t0, assuming MR
=1.4. The data were weighted according to the inverse
square of the spacing between the points obtained from the

FIG. 4. Temperature as a function of z for the weak case aver-
aged over 39 simulations at a set temperature of 132.0 K with dual
thermostats. The bottom four points are the solid layers and the
others are the fluid. Lines are included to guide the eye. Note the
temperature scale differs from Fig. 3
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fit using an iterative process.33 The point with the longest
time was given zero weight. The weighting should provide a
better estimate of the nucleation rate and lag time than a
nonweighted fit, since the points at the longest times are the
least accurate due to their low probability of occurrence.
Note that the nucleation rate will depend on the value of MR
used in the fitting. As mentioned above, a value MR=1.4 was
assumed.35 We note, however, that the qualitative trends in
nucleation rates between the different cases are independent
of the exact value of MR. As an example of the type of fit
achieved by the model, Fig. 7 shows plots of −ln�N /N0� vs.

nucleation time for the neutral case at three temperatures.
The fits for the other cases are similar.

Table II shows the estimated nucleation rates and time
lags obtained from fitting the simulation results to Eq. �7�.
The method used to determine errors in the parameters is
described in the Appendix. The temperatures used in the ho-
mogeneous cases were about 10 K higher than those used in
the heterogeneous cases to get nucleation rates that are in the
same range. The nucleation rate decreased with increasingly
attractive surfaces. There were no clear trends in the time
lags with temperature or surface.

TABLE II. Steady state nucleation rates �m−3s−1�10−35� and time lags �ps�10−2� for all cases at each temperature for the nonlinear
weighted fit. Estimated fluid temperatures �Tfl� as well as set point temperatures �Tset� are shown. They differ for the heterogeneous cases
with one thermostat. Numbers in parentheses are the 68.3% confidence intervals. The number of simulations Nsim for each case is shown in
the third column.

Tset�K� Tfl�K� Nsim Js t0

Homogeneous

143.5 143.5 39 0.016�0.0121, 0.0240� 9�7.1, 12.5�
143.7 143.7 32 0.04�0.026, 0.066� 1.0�0.75, 1.40�
144.0 144.0 44 0.12�0.089, 0.167� 1.1�0.90, 1.52�
144.5 144.5 43 1.1�0.85, 1.57� 1.6�1.27, 2.14�

Weak

132.0 130.30 39 0.25�0.182, 0.360� 6�4.3, 7.6�
133.0 130.41 38 0.6�0.44, 0.88� 4�3.4, 5.9�
134.0 130.25 40 4�2.7, 5.4� 6�5.0, 8.6�
135.0 130.82 40 7�5.0, 9.9� 6�4.9, 8.4�
135.5 131.00 37 8�5.9, 12.3� 6�4.6, 8.2�
136.0 131.21 40 5�3.5, 7.1� 5�3.7, 6.4�

Neutral

134.0 133.57 33 0.012�0.0081, 0.0192� 1.6�1.21, 2.24�
135.0 134.17 37 0.10�0.072, 0.149� 4�2.8, 5.0�
135.5 134.46 34 0.4�0.25, 0.54� 5�3.7, 6.8�
136.0 134.81 35 1.8�1.29, 2.70� 7�5.2, 9.4�

Strong

134.5 134.05 33 0.017�0.0116, 0.0276� 10�7.6, 14.0�
135.0 134.41 34 0.05�0.035, 0.076� 2.7�2.04, 3.71�
135.5 134.67 33 0.18�0.122, 0.291� 4�3.2, 6.0�
136.0 134.95 35 0.5�0.39, 0.83� 4�3.4, 6.2�

Homogeneous, 
b=0.1 ps

144.0 144.0 107 0.23�0.197, 0.275� 0.7�0.57, 0.79�
144.5 144.5 107 1.2�1.06, 1.49� 0.54�0.461, 0.640�

Weak, 2 Thermostat

132.0 132.0 39 0.18�0.133, 0.264� 6�4.4, 7.6�
133.0 133.0 40 1.5�1.12, 2.23� 7�5.7, 9.8�
134.0 134.0 40 5.2�3.82, 7.63� 7�5.3, 9.1�
135.0 135.0 40 31�22.5, 45.0� 8�6.1, 10.6�

Weak, 11�11 unit cells, 2 Thermostat

132.0 132.0 38 0.13�0.094, 0.188� 5�3.6, 6.3�
Weak, 13�13 unit cells, 2 Thermostat

132.0 132.0 40 0.12�0.091, 0.182� 4�3.1, 5.3�
Weak, 4604 fluid atoms, 2 Thermostat

132.0 132.0 �0.19
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The differences in nucleation rates between the heteroge-
neous systems were correlated with the strength of interac-
tion between the fluid and the solid, and consequently with
the ordering near the nucleation site. Making the surface
more attractive decreased the nucleation rates, but there was
a limit to this. Once the interactions were strong enough to
induce solidlike order of the fluid near the surface, further
increasing the interaction energy had little effect on nucle-
ation rates. Thus the strong and neutral surfaces had similar
nucleation rates, while the weak case had much higher rates
at the same temperature.

Changing the threshold volume used to determine the
nucleation times in the heterogeneous cases from 15 to 30%
above the average volume usually increased the nucleation
rate. As shown in Table III, the average increase was 37.5%
in the weak case. In the neutral case, the average increase
was 26.1%, while in the strong case the average change was
9.3%. In the neutral and strong case the nucleation rate de-
creased for the lowest and two lowest temperatures, respec-
tively. In these cases the increase in nucleation rate also be-
came larger with increasing temperature.

When controlling the temperature of the solid and fluid
separately, nucleation rates increased by up to a factor of
four with the largest difference at the highest temperature.
This was probably due to the increasing difference in fluid
temperature compared to set point temperature as seen in
Fig. 2. Time lags t0 were essentially unchanged. The net
result was that, while differences in thermostatting method
did affect the actual values obtained for the nucleation rate, it
did not appear to qualitatively change the basic finding that
the presence of even a smooth surface with no solid or fluid
impurities greatly enhances nucleation rates when compared

TABLE III. Comparison of steady state nucleation rates
�m−3s−1�10−35� for the one thermostat heterogeneous cases when
the nucleation times were at 1.15 times the average volume or 1.3
times the average volume. Estimated fluid temperatures �Tfl� as well
as set point temperatures �Tset� are shown. Numbers in parentheses
are the 68.3% confidence intervals.

Tset�K� Tfl�K� Js�1.15� Js�1.3�

Weak

132.0 130.30 0.25�0.182, 0.360� 0.29�0.218,0.431�
133.0 130.41 0.6�0.44, 0.88� 0.9�0.67,1.3�
134.0 130.25 4�2.7, 5.4� 5�3.7,7.0�
135.0 130.82 7�5.0, 9.9� 9�6.4,12�
135.5 131.00 8�5.9, 12.3� 10�7.38,15.1�
136.0 131.21 5�3.5, 7.1� 7�5.6,11�

Neutral

134.0 133.57 0.012�0.0081, 0.0192� 0.012�0.0082,0.0180�
135.0 134.17 0.10�0.072, 0.149� 0.10�0.0726,0.149�
135.5 134.46 0.4�0.25, 0.54� 0.6�0.40,0.88�
136.0 134.81 1.8�1.29, 2.70� 2.5�1.79,3.90�

Strong

134.5 134.05 0.017�0.0116, 0.0276� 0.016�0.0116,0.0255�
135.0 134.41 0.05�0.035, 0.076� 0.05�0.035,0.073�
135.5 134.67 0.18�0.122, 0.291� 0.19�0.135,0.295�
136.0 134.95 0.5�0.39, 0.83� 0.7�0.49,1.1�

FIG. 5. Volume as a function of time for the weak and homo-
geneous cases. Open symbols are the points at the nucleation time.
Filled symbols are the volumes used to calculate the average
volume.

FIG. 6. Number density profiles for the three heterogeneous
cases at the initial state point �96.0 K�. The first four peaks are the
solid layers and the other peaks are fluid. All three cases show some
ordering near the solid surface. There is also some ordering at large
z due to the top wall potential. The more attractive surfaces show
more ordering and this ordering extends further into the liquid.

FIG. 7. Nucleation times vs the negative logarithm of the ratio
of the number of nonnucleated simulations to the total number of
simulations. The symbols are simulation results for the neutral case
and lines are the fit to Eq. �7�. The temperatures in the legend are
the set point temperatures.
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to homogeneous nucleation. Furthermore, the weakly attrac-
tive surface induces nucleation much more readily than a
neutral or strongly attractive surface.

C. Temperature dependence of nucleation rate and
comparison to classical nucleation theory

The nucleation rate as a function of inverse temperature is
plotted in Fig. 8 for all cases. The solid and fluid were inde-
pendently thermostatted for the weak case. For the strong
and neutral cases, nucleation rates are shown using both the
set point and fluid temparatures.

Nucleation is an activated process, so the steady state
nucleation rate should be related to the free energy change
for nucleation via an Arrhenius-type expression,

ln�Js� = ln�A� −
�G

kBT
. �8�

Although the data in Fig. 8 appear to be reasonably linear,
both the pre-exponential factor �A� and free energy change
��G� are functions of temperature. For this reason, it was not
possible to estimate reasonable free energy activation barri-
ers. However, it is possible to compare the homogeneous
simulation results with classical nucleation theory. The clas-
sical theory gives the nucleation rate for a superheated single
component system as follows:37

Js = �l�3�lv

�m
�1/2

exp� − 16��lv
3

3kBTl�
Psat − Pl�2� ,


 = exp�Pl − Psat

�lkBTl
� . �9�

The nucleation rate depends on the number density of the
liquid ��l�, liquid-vapor surface tension ��lv�, mass of a mol-
ecule �m�, temperature �Tl�, saturation pressure �Psat�, and
liquid pressure �Pl�. The saturation pressure was calculated
using the Lennard-Jones equation of state.28 The following
experimental correlation for the temperature dependence of

the liquid-vapor surface tension for argon was used �Ref.
38�,

�lv = 3.823 � 10−2�1 −
T

Tc
�1.2927

,

Tc = 158.9K, �10�

where Tc is the Lennard-Jones critical temperature used by
Johnson et al.28 The number density of the liquid was calcu-
lated from the volumes obtained from the simulations. The
free energy change is given by

�G =
16��lv

3

3�
Psat − Pl�2 , �11�

and the critical radius is

rcrit =
2�lv


Psat − Pl
. �12�

Using Eqs. �9� and �11�, the nucleation rates and free ener-
gies were calculated at the temperatures used in the simula-
tions.

The classical homogeneous nucleation rates, free energy
changes, and pre-exponential factors obtained from Eq. �9�
are shown in Table IV and plotted in Fig. 8. The classical
nucleation rates were an order of magnitude greater than the
simulated nucleation rates given in Table II. Previous simu-
lation results have been compared to the classical theory and
predicted nucleation rates that were 17 orders of magnitude
higher,6 three to four orders of magnitude higher,7 and eight
orders of magnitude lower5 than the classical results. Zeng
and Oxtoby39 calculated nucleation rates using density func-
tional theory and found they were at least ten orders of mag-
nitude higher than the classical theory. Shen and
Debenedetti16 calculated free energy changes and found that
the classical free energy change was increasingly larger than
the simulated one with increasing temperature, meaning that
the classical nucleation rates decrease too rapidly with in-
creasing temperature. The size dependence of the surface
tension should lead to an underestimate of nucleation rates
by the classical theory.40 The fact that our results matched
the classical theory results better than those mentioned above
is probably due to the surface tension and state point we
used. Without data at other state points and a better estima-
tion of surface tension, no general conclusion about the ac-
curacy of the classical theory can be derived from this work.

TABLE IV. Free energies �kJ/mol nuclei�, pre-exponential fac-
tors �m−3s−1� and steady state nucleation rates �m−3s−1�10−35�
from the classical theory at the temperatures used in the homoge-
neous case.

Temperature �K�

143.5 143.7 144.0 144.5

�G 12.11 11.35 10.25 8.6535

ln A 90.59 90.56 90.55 90.50

Js 0.8584 1.605 4.036 15.00

FIG. 8. Steady state nucleation rate Js vs 1/T for all cases. Error
bars are the 68.3% confidence intervals. The weak case data shown
are for two thermostats. For the neutral and strong cases, the solid
symbols are using the fluid temperature instead of set point tem-
perature �open symbols�. The line is the classical nucleation theory
result for the same temperatures as the homogeneous case.
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D. Critical size

To characterize the size and structure of voids in the fluid,
the simulation box was divided into small cubes of about
1.0 Å on a side. Cubes were designated as “empty” if their
center was greater than 1.2� from any atom center of mass.18

To find the voids, the connectivity of these empty cubes was
determined via a clustering algorithm similar to the one de-
veloped by Sevick et al.,41 with the criterion that cubes were
connected if they shared any point�s�. This meant that the
maximum number of other cubes that any cube was directly
connected to was 26. This method only finds an approximate
bubble volume. It will underestimate the volume if there are
atoms enclosed by the empty cubes, since their volume is not
counted.

To gain an understanding of the size of a critical nucleus,
transition states for the weak case at 132.0 K, the neutral
case at 134.0 K, the strong case at 134.5 K, and the homo-
geneous case at 143.5 K were found in the following man-
ner. During a nucleation simulation a collection of configu-
rations at various times near the nucleation event was
recorded. Each of these configurations served as a starting
point for twenty to forty new simulations in which the ve-
locities were reset to random values chosen from a Maxwell-
Boltzmann distribution. These simulations were then run for
216 ps for heterogeneous cases and 108 ps for the homoge-
neous case. The fraction of the simulations that nucleated
was recorded. The starting configuration that resulted in
roughly half of the simulations increasing in volume due to
bubble nucleus growth was considered to be a transition
state. The largest void was found in this configuration using
the clustering algorithm and its volume was designated as the
critical nucleus volume. The approximate critical volumes
found were 1968 Å3 for the weak case, 1594 Å3 for the neu-
tral case, 1117 Å3 for the strong case, and 1647 Å3 for the
homogeneous case. The homogeneous critical volume using
the radius from Eq. �12� and assuming a spherical nucleus is
1205 Å3.

This method of computing transition states only gives an
estimate of the critical nuclei volumes. For some cases, it
was observed that some initial configurations having rela-
tively small void volumes that were relatively spherical re-
sulted in a larger fraction of nucleation events than others
having larger void volumes with nonspherical shapes. This
suggests that the proper reaction coordinate for liquid-vapor
phase change may involve not only the size of the void, but
also its shape.

Visualizations of the critical nuclei are shown in Fig. 9.
The nuclei are clearly nonspherical. This is expected since
the state points used are so near the spinodal. For the strong
and neutral cases, the critical nucleus occurred above the
ordered fluid layer, several atomic diameters above the solid
surface. The ordered fluid remained in contact with the sur-
face throughout the nucleation event. In the weak case, how-
ever, the critical nucleus formed right at the solid surface.
This is in qualitative agreement with the findings of Carey
and Wemhoff,29 which suggested that nucleation occurs
away from attractive walls due to a higher spinodal tempera-
ture near the wall.

E. Parameters affecting nucleation rates

To assess the impact various simulation parameters had
on the results, the volume response as well as overall system
size were varied to see how nucleation rates changed.

1. Volume response and barostat time constant

The barostat time constant for the homogeneous case was
chosen to match as closely as possible the volume response
observed in the heterogeneous simulations. As an example,
Fig. 10 shows the volume response for the homogeneous and
weak cases for a starting temperature of 96.0 K and an end-
ing temperature of 132.0 K. The set point temperature was
ramped up as discussed previously. The main difference is
that the pressure was controlled via an extended system type
barostat in the homogeneous case, while the acceleration of
the top wall was used to control normal stress in the hetero-
geneous case. The responses were of course different, but the
time taken to reach the new higher volume was about the
same in each case. To test the role of the volume response
dynamics on nucleation rates, another set of homogeneous
simulations were carried out with a smaller barostat time
constant of 0.1 ps compared with 3.5 ps originally. In addi-
tion, the temperature increase was a step function. The nucle-
ation rates are shown in Table II.

Changing the volume response did lead to differences in
homogeneous nucleation rates and time lags. The nucleation
rate was larger for both of the common temperatures, 144.0
and 144.5 K, when the smaller barostat time constant was
used. It was nearly twice as large at 144.0 K and about 9%
larger at 144.5 K. On the other hand, the time lags were
smaller for the smaller barostat time constant. Most of this
latter result was due to the fact that a short temperature ramp
was used in the original �large time constant� case instead of
a step function. The primary effect of changing the form of
the temperature change should be to just change the time lag,
not the spacing of the nucleation events.

2. Simulation box size dependence

The dependence of the nucleation rate on system size was
investigated for the homogeneous and the weak heteroge-
neous systems. For the homogeneous case, a set of simula-
tions were run at 144.0 K with 5000 atoms, twice the num-
ber of the original simulations. For the weak case with dual
thermostats at 132.0 K, sets of simulations were run in which
the solid area was increased from 9�9 unit cells to 11
�11 and 13�13 unit cells and a set of simulations for the
9�9 case were also run with twice the number of fluid at-
oms, thereby doubling the height of the fluid above the sur-
face.

Doubling the size of the homogeneous system decreased
the nucleation rate by about a factor of 5.5. For the hetero-
geneous case, increasing the solid area from 9�9 to 13
�13 also decreased the nucleation rate by a factor of about
1.5. On the one hand, increasing the height of the fluid above
the surface led to a decrease in the time for nucleation. At the
lowest temperature simulated in the original case, the nucle-
ation events occurred so rapidly that accurate estimates of
the rates were not possible. Apparently, the larger fluid vol-
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ume above the surface enabled multiple nucleation events to
occur. In any case, the trend of an enhanced nucleation rate
due to the presence of a solid surface was observed regard-
less of system size. These results are summarized in Table II.

Increasing the box height by increasing the number of
fluid atoms in the heterogeneous case lead to a larger nucle-
ation rate, but the actual rate could not be computed because
the volume increased so rapidly that getting an accurate vol-
ume of the metastable liquid was not possible at 132.0 K.
Instead of one bubble forming near the surface, there ap-
peared to be another one above it separated by a layer of

liquid. This was seen in all five of the simulations that were
visualized. The system size results are shown in Table II.

III. CONCLUSIONS

Homogeneous and heterogeneous bubble nucleation of an
atomic 12–6 Lennard-Jones fluid was studied using molecu-
lar dynamics simulations. It was observed that nucleation
rates were higher in the presence of an atomically smooth
surface when compared to homogeneous nucleation. The ho-
mogeneous systems required temperatures about 10 K higher

FIG. 9. Snapshots of critical voids. The sizes are 1968 Å3, 1594 Å3, 1117 Å3, and 1647 Å3 for the weak case at 132.0 K �a�, the neutral
case at 134.0 K �b�, the strong case at 134.5 K �c�, and the homogeneous case at 143.5 K �d�, respectively. The silver spheres are voids and
the black spheres are solid atoms. The liquid atoms are not shown. The small fragments to one side in the heterogeneous cases are a
continuation of the void from the other side due to the periodic boundary conditions. Image created using VMD.23
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than the heterogeneous to get comparable nucleation rates.
Among the different heterogeneous systems, it was observed
that nucleation was fastest when the fluid was weakly at-
tracted to the surface. In this case, nucleation occured near
the surface. When the interaction energy between solid and
fluid atoms increases, a solidlike adsorbed surface layer is
formed, and nucleation occurs above this fluid layer.

Simulation parameters such as the barostat time constant
and overall system size were varied to assess their role in the
nucleation rates. It was found that nucleation rates do depend
on the choice of these parameters, but that qualitative trends
are insensitive to simulation details.
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APPENDIX: ERRORS IN NUCLEATION RATES AND
TIME LAGS

The method used by Jacob and Bartell33 was used to cal-
culate the errors in the nucleation rates and time lags. First, a
large set of nucleation times �tk� were generated by solving

KS�tk� = hk = − ln„
NB − �k − 1 + fB��/NB… , �A.1�

S�tk� = tk�1 −
1

2
erfc� ln�tk/t0� − a


2b2 ��
− t0�1 −

1

2
erfc� ln�tk/t0� − a


2b2 �� ,

a = −
1

2
ln�MR� ,

b2 = ln�MR� .

K is the product of nucleation rate and volume �JsV�. The
value of the fraction �fB� of the width of the time bins �k�
from which the times were chosen was 0.5. The number of
times generated �NB� was 10 000. The values of K and t0

input were 1.0. The solution of Eqs. �A.1� was accomplished
by using a small number as the initial guess for t1 and the
previous time as the initial guess for the other times. The
solutions were found using the FindRoot function in MATH-

EMATICA 5.1.
Then 10 000 sets of N0 times were chosen randomly from

this set and K and t0 were regressed from each set. From the
variation in the parameters, an estimate of the errors from a
single set of N0 times was obtained. It was assumed that this
is a reasonable estimate of the error for the one set of mo-
lecular dynamics simulations that was used for each case at
each temperature.

The nucleation rates and time lags were approximately
logarithm normally distributed. The probability for the loga-
rithm normal distribution is

P�x� =
1

S
2�x
exp�− �ln�x� − M�2

2S2 � . �A.2�

The parameters S and M are related to the standard deviation
��� and mean ��� of x through

S =
ln��2

�2 + 1� ,

M = ln��� −
1

2
ln��2

�2 + 1� . �A.3�

Using Eqs. �A.3� and the means and standard deviations, S
and M were calculated for each N0. Confidence intervals
were calculated using

f

2
= �

a

�

P�x�dx ,

f

2
= �

�

b

P�x�dx , �A.4�

where 0� f �1 and a and b are the lower and upper bounds
depending on f . For symmetric distributions �−a=b−�, but
in general �−a�b−�. For the logarithm normal distribu-
tion b−���−a. For the normal distribution f =erf�1/
2�
�0.683 corresponds to intervals one standard deviation from
the mean. This value of f was used in Eqs. �A.4� to find a
and b.

To get the error for K and t0 for a molecular dynamics
data set, Eqs. �A.5� were used:

�� − a�MD = � yMD,ls

ystoch,ls
��� − a�stoch,

�b − ��MD = � yMD,ls

ystoch,ls
��b − ��stoch,

FIG. 10. Volume response after ramping the temperature from
96.0 to 132.0 K for one simulation each of the weak and homoge-
neous cases. The volume is reduced by its first saved value.
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�MD = � yMD,ls

ystoch,ls
��stoch. �A.5�

In these equations, MD stands for molecular dynamics, ls for
least squares, and stoch for stochastically generated using the
procedure described in this section. The variable y is either K

or t0. These equations were tested by inputting different val-
ues of K or t0 into Eqs. �A.1� and calculating the difference
in the width of the intervals and standard deviation. To get
the error in the nucleation rate, the random error in the vol-
ume was also considered, but was much smaller than the
error in K.
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