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Charge optimized many-body potential for the Si/SiO, system
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A dynamic-charge, many-body potential for the Si/SiO, system, based on an extended Tersoft potential for
semiconductors, is proposed and implemented. The validity of the potential function is tested for both pure
silicon and for five polymorphs of silica, for which good agreement is found between the calculated and
experimental structural parameters and energies. The dynamic charge transfer intrinsic to the potential function
allows the interface properties to be captured automatically, as demonstrated for the silicon/B-cristobalite

interface.
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I. INTRODUCTION

Silicon (Si) and silicon oxides (SiO,) are the key
elements of the silicon metal-oxide semiconductor (MOS)/
complementary metal-oxide semiconductor (CMOS) gates
used in today’s transistors; as such, they are one of the most
heavily studied material systems.! As an essential part of
MOS devices, a high-quality Si/SiO, interface can be easily
formed by thermal oxidation.> With the continued reduction
in device size according to Moore’s Law,’ the atomic struc-
ture of the Si/SiO, interface becomes ever more critical to
device performance.

Atomistic computational methods, such as quantum-
chemical and electronic-structure methods, tight-binding ap-
proaches, and many-body empirical potentials, have played
an important role in developing an understanding of these
new nanometer-scale components. Although the length
scales on which experimental devices are built are still larger
than the scales at which atomic-scale calculations and simu-
lations can be carried out, as feature sizes continue to shrink
and computer power continues to increase, it will soon be
feasible to model a nanometer-scale device completely ato-
mistically based on empirical many-body potentials. The ob-
jective of the present work is to build a flexible, empirical
potential framework for the Si/SiO, system suited to such
large-scale simulations.

The nature of the covalent bonding in Si often makes the
description of complicated phenomena difficult. Many differ-
ent methods can be used to model covalent bonding, includ-
ing empirical potentials, although ab initio quantum-
mechanical* and density-functional theory (DFT) (Refs. 5
and 6) calculations are generally the most accurate and ro-
bust. Similarly, silica is one of the most difficult materials to
model due to its structural complexity and the subtlety of the
energy differences among its various polymorphs. Although
an accurate prediction of the phase equilibrium between the
different silica polymorphs can be predicted by electronic
structure methods,” these approaches are generally too com-
putationally intensive to be used to study interfacial struc-
tures without introducing significant strain.® Furthermore, the
time scales of most dynamical processes of interest are still
prohibitively large for ab initio molecular-dynamics (MD)
simulations.”!® Thus there is tremendous incentive to de-
velop robust empirical schemes to model life-sized Si/SiO,
interfacial systems.
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A number of empirical potentials have been proposed and
applied to silicon, including the Stillinger-Weber (SW),!!
Biswas-Hamann,'? Tersoff'3!> and EDIP (Ref. 16) poten-
tials. Among these potentials, Tersoff'>-! is one of the most
widely used. It consists of many-body interactions, allows
for bond breaking and new bond formation, and has been
applied successfully to study a wide range of properties such
as phonon propagation,!” thermomechanical responses,'®
point defect stability,'* noncrystal phases,'® Si adatom ad-
sorption and diffusion,'® and Si adatom epitaxial growth.?’

Meanwhile many force field potentials have been con-
structed for silica systems, including the TTAM potential,’!
the BKS potential, > the extended SW Si potential,?® the ex-
tended semiconductor Tersoff potential,>* and the ab initio
derived augmented Tersoff potential.”> In order to capture the
largely ionic nature of the interactions in SiO,, fixed-charge
Coulomb interactions are also taken into account by some
potentials, such as TTAM (Ref. 21) and BKS.??> Though fixed
charge schemes work well for bulklike systems, they are
generally less robust in systems that are far from bulklike or
that require charge adjustment in response to changing sys-
tem conditions. Recently, a more flexible and sophisticated
reactive force field (ReaxFF) method was implemented by
Goddard and co-workers?® for the Si/SiO, system and more
complex reactive systems, in which atomic charges are al-
lowed to change dynamically with the changing atomic en-
vironment.

Although the above potentials and many others have been
successful in describing interactions in Si and SiO, systems
separately, only a few potentials (e.g., Refs. 23-26) are ap-
plicable to Si/SiO, interfaces. However, since they are non-
charged potentials, the extended SW Si potential>® and the
augmented Tersoff potential>> do not address the charge re-
distribution issue. The ReaxFF method?® is a variable charge
transfer scheme that forms a strong bridge between quantum
chemical and empirical force field calculations. However, the
application of the ReaxFF method to large-scale systems
may be limited due to the fact that it requires a significantly
larger computational effort than traditional empirical force
field schemes.

The extended Tersoff potential®* is also a variable charge
scheme. In particular, Yasukawa’* extended the bond-order
method of Tersoff to the Si/SiO, system by including self-
consistent charge determination and an electrostatic term in
the spirit of the Rappe and Goddard approach,?’ which was
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also used for Al/Al,O; by Streitz and Mintmire.?® The re-
placement of the metallic EAM terms of the Streitz and
Mintmire approach by the covalent terms of Tersoff is quite
reasonable since Brenner showed some time ago that in the
appropriate limit, they are formally identical.?’> While Ya-
sukawa applied his approach to the Si/SiO, system, Iwasaki
and Miura® explicitly showed its ability to simulate metal-
ceramic interfaces. For example, they determined the adhe-
sion energy of Al/TiN, Cu/TiN, Cu/W, and Al/W inter-
faces and found their relative values to be in excellent
agreement with experiment.

In this paper, we build on the Yasukawa approach to de-
velop a robust potential to facilitate the life-sized, atomic-
level simulation of the Si/SiO, system. This charge-
optimized many-body (COMB) approach takes into account
the effect of charge transfer using both the electronegativity
equalization principle and many-body interactions. Its valid-
ity is tested for the Si and SiO, systems. Specifically, the
structural properties and relative energies for silicon and a
variety of silica polymorphs are obtained and found to com-
pare extremely well with experimental results. Moreover,
with the capability of dynamic charge transfer as an intrinsic
feature of the potential function, properties such as the sub-
stoichiometric oxide in the interface layers between silicon
and silicon oxides should also be captured automatically. The
results for a strained interface between silicon and
B-cristobalite (B-C) confirm this expectation.

The rest of this paper is organized as follows. The charge-
optimized many-body potentials are described in Sec. II. The
Yasukawa potential function and test results will be pre-
sented in Sec. III. The COMBO06 potential for silicon and
silica polymorphs are given in Sec. IV. The demonstration of
its ability to describe the Si/SiO, interface is given in Sec. V.
Section VI contains conclusions.

II. CHARGE-OPTIMIZED MANY-BODY POTENTIALS

In standard MD simulations of systems subject to electro-
static forces, the charge on each ion is fixed. Such fixed
charge schemes have several limitations, the most important
of which is the inability to the system to redistribute charge
in a physically realistic manner in cases that are far from the
ideal bulklike state. To take a trivial example, the charge
states of H and CI atoms change considerably as they ap-
proach each other to form a HCI molecule. A second, more
subtle, example is ferroelectric PbTiOs, which undergoes a
transition from the paraelectric cubic phase to the ferroelec-
tric tetragonal phase. During this phase transition, the charge
state of the ions, particularly the Pb ions, changes consider-
ably. While these necessary charge redistributions take place
naturally in an electronic structure calculation, special meth-
ods must be used in atomic-level simulations to enable this
process to occur.

The first atomic-level charge-transfer methods that incor-
porated such effects were those of Rappe and Goddard,?” and
Streitz and Mintmire.”® The key concept in such charge-
transfer methods is that the charge state is determined in a
self-consistent manner. In particular, in the Rappe-Goddard
method, the self-energy of an ion is defined as
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1
E,-S(Cli) =Xiq; + Ejiql'z’ (1)

in which y; is the electronegativity of the ith atom (a purely
atomic, environment independent quantity), J; is the self-
Coulomb repulsion (atomic hardness) of the ith atom, and ¢;
is the charge of atom i. Although the functional form in Eq.
(1) has been widely adopted in charge transfer methods, it is
not the only possible choice. Indeed, we will see that a judi-
cious modification of the form E,S (g;) can actually yield bet-
ter materials fidelity.

The contribution to the total potential energy of the sys-
tem coming from the interatomic interactions can be written
in the charge-dependent general form as the sum of the self
energy and of the potential energy arising from the interac-
tions among atoms and ions: E;({g;},{r})=E{q})
+V({g,}.{r;}). The functional form of E; depends on the spe-
cific method, taking different forms, for example, in the
Streitz-Mintmire approach for the Al/Al,O5 system.?® and in
the Yasukawa approach for Si/Si0,,2* which forms the foun-
dation of the work described in this paper.

In particular, all of these approaches can be considered to
be members of a family of potentials that include both
charge-transfer and the many-body interactions needed to
capture the complexities of bonding in metals, ionic materi-
als, and covalent materials. We denote such potentials as
charge-optimized many-body (COMB) potentials. Regard-
less of the specific functional form of a COMB potential, the
key task of the simulation is to correctly determine both the
atoms positions and their charges. The traditional method to
do this is via a self-consistency loop at every step, which
brings all the charges to their equilibrium values. However,
this is very slow as, for a system of N ions, it involves taking
the inverse of an N by N matrix, a task that typically scales
as O(N?), thus quickly becoming computationally impracti-
cal as system size N increases. To bypass this computational
bottleneck, and building on the extended-Lagrangian ap-
proach used for constant stress®' and constant temperature,
Rick et al.3® defined an effective Lagrangian approach in
which the charges are treated as dynamical variables that can
evolve explicitly in time. The kinetic energy of such a dy-
namical system is given by 7, where

1 1

The first term is the familiar kinetic energy term associated
with the physical movement of atoms. The second term is a
fictional kinetic energy term associated with dynamical
changes in the charges of the atoms; s; is the effective inertia
of an ion to changes in its charge state. The Lagrangian L for
this classical mechanical system is L=T-E7. Equations of
motion for the positions and charges of the atoms can be
determined from the Euler-Lagrange equations® to be

mi==~Errhda)). ®
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Sigi=— %ET({H}’{%})~ (4)
qi

Here m;, r;, and ¢; are the atomic mass, atomic position, and
atomic charge of the ith atom. In this method, the individual
charges respond to deviations from the electronegativity
equalization by moving toward a new charge, which more
closely satisfies the equalization condition. These equations
can be evolved with standard integration schemes such as the
Verlet algorithm.? Most importantly, by replacing the
matrix-based method for determining the charge, the code
remains O(N), a crucial requirement for large-scale simula-
tions. An additional advantage from a computational view-
point is that the total-energy function E=T+E7 is conserved.

In general the method of dynamic charge transfer involves
rigorously imposing the electronegativity equalization condi-
tion at each step in the MD simulation. For the case in which
a system has no charge exchange with environment, the total
charge is constant, C (usually C=0):

N
24=C. 5)

Combining this holonomic constraint, i.e., the condition of
the total charged be conserved, the set of local atomic
charges,?® are determined by requiring that they minimize the
total potential energy Ep. This minimization condition is
equivalent to the electronegativity equalization condition that
all the electrostatic chemical potentials are equal.

The local electrostatic chemical potential w; is defined

as27

(2
; 6
W= (6)
where e is the elementary charge. Thus the equalization con-
dition may be written as?’

__ 1
= N; Mis (7)

where N is the system atom number and u is the average
electrostatic chemical potential of the N atom system. In par-
ticular, the electrostatic chemical potential equalization con-
dition is equivalent to stating that the driving force to shift
charge from one atom to another is zero. Thus the equation
of motion for charges is governed by3?

—-m q Mi— ML (8)

Since the specific values of the effective inertias of the
charges, {s,}, should not be too important, it is convenient to
have one value for all atoms in the system (s;=m,).

In order to achieve an efficient charge convergence be-
tween each step in the MD simulation, it is convenient to
depart from a strictly Lagrangian approach by adding a
damping term to the dynamical charge transfer scheme:

Ia+ ndqi’ (9)

where 7, is the damping factor, which can be optimized on a
case-by-case basis.

_mq Mi—
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A dynamical approach very similar to this was also ex-
plored by Keffer and Mintmire.?® However, they pointed out
that it could lead to instabilities when performed in the
strictly Lagrangian framework. We find that when imple-
mented with a damping term as in Eq. (9), the system is
stable. Of course, the addition of this damping term also
means that there is no conserved energy in the simulation.

III. YASUKAWA COMB POTENTIAL

The underpinning of any MD simulation is the inter-
atomic potential, with the quality of the simulation results
being determined by the materials fidelity of the potential.
Generally, more functional complex potentials can, with ap-
propriate parametrization, reproduce a wider range of physi-
cal behaviors of a system, albeit often with an undesirable
increase in the computational load.

A. Yasukawa’s potential

The widely used Tersoff potentials for semiconductors
were developed by taking into account the effects of
coordination-number changes on the local short-range envi-
ronment of the covalent bonds. For the case of materials
containing ions of different species, the effects of charge
transfer also play an important role. Yasukawa’s potential®*
was developed by adding terms corresponding to the effects
of charge transfer to the original Tersoff potential. The po-
tential function has the general form

ET=EE1‘=E E

ﬂﬁz

(r,j,f]qu (10)

Here E; is the potential for atom i, E(g;) is the previously
defined self-energy term [Eq. (1)], V;; is the interatomic po-
tential between the ith and jth atoms, and r;; is the distance
between atoms i and j. In the Yasukawa potential, the inter-
action potential energy con51sts of four components: Ul jo
Ug, Ufj, and U which are the repulsive energy, the short-
range attractive energy, the ionic bond energy, and van der
Waals energy, respectively, and are defined as

Vii(ripdinqy) = Ui(riy) + Uji(rij.qinq;)
+ U (ripqigy) + UV (ry), (11)
U,l‘j‘(rij) =fSijAl eNirip) (12)
Uij(ripaia)) == fs,biBi e, (13)
U{j(”ip%q]') =fL,j7]i”lijqu'/(47780”ij), (14)
U}_;(rij) =fLij(CVDWiCVDWj)l/2/ri6j~ (15)

In Eq. (14), & is the permittivity of free space. The three-
body effects are incorporated into the bond-order factors b;;
in the short-range attractive energy term as

b= [1 + (Bi > (ijkg(ajik))ni]_mni, (16)

k#i.j

where
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L= e, (17)

2 2
s o

0)=1+—-- : , 18

8(0ju) & d*+ (h;—cos 0;)” (18)

l

in which 6j; is the angle between bonds ij and ik. The po-
tential is smoothly cut off by cutoff functions, defined as

fsij =fc‘[rij’ (RSiRS_/')I/Z’ (SSISS]) 1/2], (19)
fLi.i =fc[rij, (RL,-RL_,-) 2, (SLiSL_j) 1/2] > (20)
1 r=R
(r,R.S) an ( r_R> R<r<S
: =7 1+
fAr,R, 5 cos 7TS_R r s
0 r=S5
(21)

where R and S are appropriate cutoff radii.

The inverse decay lengths A;; and ajj, the coefficients A;

and Bj; depend only on the types of the interacting atoms and
may be expressed as

aij: (al"" a])/Z, (23)
Aij: \ASiASj’ (24)
Bij= BSiBSj. (25)

The coefficients Ay and Bg; depend on the charge of the ith
atom:

Ag = AP, (26)
B, = Bie(aiDi)[aBi - |bBi(qi - Qoi)|”3i], (27)
D;=Dy, + |bDi(QUi_Qi)|nDi’ (28)

bp = (DLi - DUi)l/nDi/(QUi - QLI.)’ (29)

np,= ln[DUi/(DUi - DLi)]/ln[QUI-/(QUi - QLi)] > (30)

by, = lag|""#/AQ;, (31)
ag = 1/(1-1Qo/AQ,)"". (32)
AQ;=(Qu - OL)12, (33)
Q0,=(Qu, +01)/2. (34)

Yasukawa published values for the 23 parameters of the
model in the original paper;>* we will refer to these as the
Yasu96 parameters. A revised set of parameters was pub-
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lished in 2003 (Yasu03).3” Both sets of parameters for Si and
oxygen (O) are given in Table I, in which the parameters that
are different in Yasu03 from Yasu96 are indicated by an as-
terisk. For Si, when there is no charge transfer and no charge
for each atom, this extended potential formulation reduces to
the original Tersoff potential'? in both its functional form and
in the values of the parameters.

B. Tests of the Yasukawa potential

The Yasukawa®* potential is a logical development of the
Tersoff potentials into a COMB framework. However, since
test calculations were previously only performed for the
properties of a-quartz (a-Q), its range of validity needs to be
examined further. In this section the results of a complete
characterization of the Yasu96 and Yasu03 potentials for Si
and five silica polymorphs are presented. Since the two ver-
sions of the potential are identical in form and only differ in
the specific values of a few of the parameter, it may be pre-
sumed that the Yasu96 formalism was superseded by the
YasuO3 formalism to address weaknesses or limitations in
the potential identified by the original author. Nevertheless, a
detailed examination of the strengths and limitations of the
both parametrizations is instructive, and will guide further
development. The objective of this analysis is to identify the
strengths and weaknesses of the Yasukawa potentials, the
extent of the range of their validity, and to help identify
directions for further development and refinement.

The formation of the various polymorphs of silica in-
volves the transfer of charge from the Si atoms to the O
atoms, giving a net charge on the ions. The ability of the
Yasukawa potentials to mimic this crucial effect can be as-
sessed at two different levels. At the simpler level, it can be
assumed that all of the Si ions have identical charge +20,
while all of the O ions have identical charges of —Q, thereby
maintaining the overall charge neutrality of the system (the
“uniform charge” case). At a more physically realistic level,
the charges of every individual Si and O ion can be allowed
to vary individually (the “independent charge” case). Of
course, for a spatially homogeneous system such as a crys-
talline phase, in the independent charge case the system
should equilibrate into charge states identical to those found
from the uniform charge case. In particular, as the charges
are allowed to change freely, it is expected that the charge
distribution for Si in the SiO, system should assume a rela-
tively narrow distribution centered at some positive value.

1. Silicon

Taking Si first, we measure the lattice constant by using
the Yasu96 both with and without dynamical charge transfer.
For the uniform charge case, the constraint of overall charge
neutrality results in all of the Si atoms carrying zero charge,
in which limit Yasu96 and YasuO3 coincide with the original
Tersoff potential'® in functional form with the parameters. As
expected, for the case of zero charge, the results for the Ter-
soff potential are reproduced.

For the independent charge case, the Yasu96 potential
shows unphysical behavior. In particular, there is a strong
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TABLE I. Potential parameters for Si and O for the 1996 and 2003 parametrizations of the Yasukawa
potential, and for the COMBO6 potential. The parameters that are different in YasuO3 from Yasu96 are
indicated by *. The parameters in the COMBOG6 potential that are different from Yasu03 are denoted in bold.

Yasu96 Yasu03 COMBO06

Silicon Oxygen Silicon Oxygen Silicon Oxygen
A (eV) 1830.81 3326.70 1830.81 3326.70 1830.81 3326.70
B (eV) 471.17 260.89 471.17 260.89 471.17 260.89
A (AT 2.4799 5.36 2.4799 5.36 2.4799 5.36
a (A 1.7322 2.68 1.7322 2.68 1.7322 2.68
B 1.0999E-06 2 1.0999E-06 2 1.0999E-06 2
n 0.78734 1 0.78734 1 0.78734 1
m 3 1 3 1 3 1
c 100390 0 100390 6.6" 100390 6.6
d 16.218 1 16.218 1 16.218 1
h -0.59826 0 —0.59826 -0.229" -0.59826 -0.229
Rs (A) 2.6 2.6 2.6 2.6 2.6 26
Sg (A) 3 3 3 3 3 3
R, (A) 1.1 1.1 1.1 1.1 1.1 1.1
S, (A) 5.0 5.0 5.45" 5.45" 5.45 545
x (V) 4375 7.545 -4.85" 11.015" -0.3 12.006
J (eV) 7.55 12.13 5. 17.71° 4.4 21.041
0y (e) -4 -2 -4 -2 —4 -1.8349
Qy () 4 6 4 6 4 5.5046
D; (A) 1.62 1.48 1.7982" 0.00148" 1.7982 0.00148
Dy (A) -1.54 -1.12 —-1.7094" -0.00112" —-1.7094 -0.00112
ng 10 10 10 10 10 10
7 0.930 0.930 0.617 0.419" 0.617 0.4567
Cyvpw (eV A% 0 0 0 0 0 0
Js (eV) 0 0 0 0 -1.25 0
Jy (eV) 0 0 0 0 2.53 0
q0 () 0 0 0 0 0.6112 0

tendency for Si atoms to become charged, even under the
constraint of total charge neutrality. This is illustrated by a
simulation in which we consider a diamond-structure Si lat-
tice as two interpenetrating Si fcc sublattices with either zero
charge for all of the atoms in a single sublattice or with equal
and opposite charges on the atoms in the two sublattices. As
Fig. 1 shows, the zero charge for all of the atoms on each fcc
sublattice is actually an energy maximum, with the energy
minimum corresponding to the charges on the Si in each
sublattice being +3.3 and —3.3, respectively. A similar effect
was obtained for a wide range of both compressive and ten-
sile strains. Further tests and analysis indicated that the pa-
rameter 7 (the strength of Coulombic interaction) is the
dominant parameter for the formation of dipole Si formation.
The corresponding test using the YasuO3, in which 7 was
significantly decreased (see Table I) showed no such ten-
dency, suggesting that this may have been one of the moti-
vations for the development of Yasu03.

We have also characterized Si for the Yasu03 potential.
For the independent charge case for Si crystal, the charge on
every Si atom does not have to be exactly zero and fluctuates
randomly around the charge equilibrium value zero; the

higher the temperatures the bigger the random charge fluc-
tuation (see Fig. 2). However, these charge fluctuations are
still rather small over the temperature range we studied from
0 to 1500 K. As a result of these fluctuations, while the lat-
tice constant and cohesive energy obtained by the Yasukawa
potential are exactly identical with original Tersoff
potential'® at zero temperature, they do not increase as rap-
idly with temperature as the Tersoff potential does as shown
in Fig. 3. This is attributable to the presence of the small
charge fluctuations; the resulting Coulombic attractions tend
to increase the strength of bonding and lower the thermal
expansion and energy. For comparison, the experimental re-
sults (diamonds)®® and values for the Stillinger-Weber poten-
tial (open triangles)®® are also shown in Fig. 3.

In the above analyses, it has been assumed that the system
is overall charge neutral. In the context of building a Si/SiO,
system, it is not possible to automatically guarantee that the
Si will be charge neutral even if an overall charge neutrality
constraint is imposed. We have therefore determined the en-
ergy and structure of Si for the uniform charge case as a
function of the charge on the Si atoms. We find the unphysi-
cal result that the energy of the system is lowered by all of
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Potential Energy (eV/atom)

BN
P

FIG. 1. Cohesive energies as a function of Si charge for inter-
penetrating Si fcc sublattices with equal and opposite charges at
different values of isotropic strain using Yasu96 potential.

the Si atoms acquiring same positive charge as shown in Fig.
4 (circles); thus Si is keen to donate electrons to SiO,.
2. Silicon oxide systems
To compare with the published results for the Yasu96 po-
tential, we first examined the case of a-Q. For the uniform

4
T

1k

--0-- 100k
— 1000k

0.5

Charge Distribution (arb. units)

D

-0.1 -0.05 0 0.05 0.1

FIG. 2. The distribution of charges on Si atoms in Si as deter-
mined from the Yasukawa potential becomes broader with increas-
ing temperature.
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FIG. 3. (Color online) Lattice constants for silicon as a function
of temperature predicted by COMB at zero pressure (open circles),
as well as the values obtained by well-known Tersoff (stars) and
Stillinger-Weber (open triangles) potential models, and comparing
with experimental results (filled diamonds).

charge case at low temperature (e.g., 1 K), our results are
consistent with the published results of Yasukawa for the
lattice constant and cohesive energy. However, above room
temperature (300 K), the a-Q structure becomes unstable to
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FIG. 4. The potential energies as a function Si charge by
COMBO6 (solid line), and comparing with Yasu03 (dashed line) for
the uniform charge case.
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FIG. 5. The charge distribution on the Si ions in a-quartz for
three different times of an MD run shows the development of un-
physical Si-Si charge dipoles by Yasu96.

a structure in which the bond lengths for Si-O are split into
short Si-O bonds and long Si-O bonds. This is associated
with a significantly lower energy state. The origin of this
instability is the bond bending term, characterized by the
bond angle, 6, in Eq. (18): our tests indicate that when bond
angle 6;; is treated as fixed during the force evaluation, the
system 1is stable.

For uniform charge, the lattice constants for a-Q pre-
dicted by the YasuO3 potential (a=5.05 A and ¢=5.24 A)
(Ref. 37) are significantly improved over the Yasu96 (Ref.
24) potential, as is the cohesive energy. For the uniform
charge case, our results are indeed consistent with the pub-
lished results of Yasukawa.?’

For the independent charge case, the a-Q structure is un-
stable under both the Yasu96 and YasuO3 parametrizations.
For the Yasu96 parameters, the formation of Si-Si charge
dipoles, similar to those found in Si, was observed during
long MD runs, as shown in Fig. 5. This is a physically un-
reasonable result. In order to characterize the origin of the
development of these dipoles, the cohesive energies as a
function of charge for the @-Q system with different isotro-
pic strain were determined [see Fig. 6(a)]. As can be seen, for
compressive strains (filled circles), tensile strains (open
circles), and in the absence of strain, Yasu96 predicts an
unphysical double energy well, with a local energy minimum
for Si ions with negative charges. The charge state associated
with minimum-energy configuration is shown as a function
of isotropic strain in Fig. 6(b). When the a-Q system is under
tensile strains, the Si charge prefers to be positive. However,
as compressive strains are applied to the a-Q system, the
charge for Si will be negative. In particular, for large com-
pressive strain, € <-0.05, the global energy minimum actu-
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ally has negatively charged Si ions and positively charged
oxygen ions.

This spurious charge dipole effect illustrates two interest-
ing issues. First, for any charge-transfer potential, it cannot
be assumed that all atoms of the same species will have the
same charge. Second, the actual charge is highly dependent
on the parametrization of the potential. In fact, the corre-
sponding tests for the Yasu03 for the a-Q system [Fig. 6(c)]
showed no such unphysical effect, which was presumably
one of the reasons for the revised parametrization for the
parameter 7.

However for the individual charge case, although the is-
sue of the spurious Si-Si charge dipole effect is no longer
present, the a-Q structure is still unstable under the Yasu03
parametrizations. In particular, the charge distribution for Si
in SiO, is still not Gaussian centered at some positive value
by Yasu03, as shown in Fig. 7 and the bond lengths for
Si-O are split. Again, this instability is induced by the term
of bond angle 6, in Eq. (18). Finally, for the uniform charge
case we determined the Si and O charge that yielded the
lowest total energy for the system.

In the above analyses, it has been assumed that the system
is overall charge neutral. As noted before, in the context of
building a Si/SiO, system, it is not possible to automatically
guarantee that the SiO, will be charge neutral even if an
overall charge neutrality constraint is imposed. We have
therefore determined the energy of SiO, for the uniform
charge case as a function of the charge on the Si and O
atoms. The results for a-Q are shown in Fig. 8 in which the
horizontal axis represents O charge, and vertical axis Si
charge. For reference, the diagonal line corresponds to
charge neutrality for which the O/Si charge ratio is —1/2. As
can be seen, the minimum potential energy for a-Q is not
located on the reference red line. Very similar results are
obtained for other structures. In particular, the energy mini-
mum as for charges for Si of 1.68 and —0.9 for O, the system
is not charge neutral. As a result, silica strongly prefers to
accept some electrons if electrons are available. However,
this does not happen for the pure silica system since it is
isolated and charge neutrality is guaranteed. On the other
hand, as discussed above, Si is ready to donate electrons. It is
not surprising therefore that as we will see below, when Si
contacts with SiO,, the issue of charge transfer from Si to
Si0, is important.

Despite the limitations of the potential we were able to
determine the structure and energy of various SiO, polymor-
phs using YasuO3 for the independent charge case. The re-
sults of cohesive energy for five different silica polymorphs
are listed in Table II and compared with experimental
results.*>*! For comparison, the results from the fixed charge
TTAM potential*> and the ReaxFF potential are also given in
Table II. As can be seen YasuO3 predicts a value for the
cohesive energy for a-Q that is very close to the experimen-
tal value. However, the order of the stability of the silica
polymorphs predicted by Yasu03 does not agree with experi-
ment. In particular, @-Q is not predicted to be the most stable
phase of silica. Of particular concern is the poor agreement
for both a- and B-crystobalite (a-C and B-C) which are
caused by the formation of unphysical linear O-Si-O units.
Interestingly, the TTAM fixed charge potential can accurately
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FIG. 6. (Color online) (a) Cohesive energies as a function of Si charge for a-quartz system (solid lines), as well as isotropic compressive
strain (filled circles) and tensile strain (open circles) by Yasu96; (b) Minimum energies (open circles) and corresponding Si charges (filled
squares) as a function of isotropic strain by Yasu96. (c) Cohesive energies as a function of Si charge for a-quartz system (solid lines), as well
as isotropic compressive strain (filled circles) and tensile strain (open circles) by Yasu03.

reproduce a-Q as the most stable structure, but the cohesive
energy for a-Q was predicted to be about —7.4 eV per
atom,*? a rather large difference from the experimental en-
ergy (—6.41 eV/atom) (Ref. 40). Moreover, the order in en-
ergy of B-Q and a-C is reversed relative to the experimental
values. Finally, although the ReaxFF (Ref. 26) potential cor-
rectly predicted the relative energies of a-C and -0, it also
incorrectly predicted SB-tridymite (B-T) to have a lower en-
ergy than either.

IV. COMB06 POTENTIAL FOR Si AND SiO,

Although the extended Tersoff potential by Yasukawa®*
makes significant progress towards achieving many-body in-
teraction with dynamical charge transfer for MD simulations
of the Si-SiO, system, as discussed above our test results
revealed that it still has a number of flaws. In this section, we
describe modifications to the YasuO3 potential that resolve
these issues. We dub this new potential the COMBO6 poten-
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FIG. 7. The charge distribution on the Si ions in a-quartz for
three different times of an MD run shows the charge divergence by
Yasu03.

tial for Si and SiO,. Our objective is to develop a potential
that has all of the positive attributes of the Yasukawa, while
in addition giving

(i) charge neutrality as the lowest energy states for both
Si and SiO,;

(ii) the correct relative stabilities of the polymorphs of
Si0,, and lattice constants close to experimental values;

(iii) a unimodal distribution for the Si-O bond lengths;

(iv) correct bond angles in the SiO, polymorphs.

In the following sections, we systematically outline how to
build these attributes into the potential.

A. Local charge neutrality

In the simulations of either pure Si or pure SiO, we have
taken the simulation cell to be charge neutral. However, for a
system that contains both Si and SiO,, such as a heteroge-
neous interface, the individual components cannot be held
charge neutral, but only the charge on the simulation cell as
a whole. It is thus important to determine the charge states of
Si and SiO, at the energy minimum. In the previous analyses
of the Yasukawa potential, it was found that as Si contacts
with SiO,, silica strongly prefers to accept charge and Si
readily donates charge, which leads to a non-neutral back-
ground charge for both the Si and the SiO, layers, as illus-
trated in Fig. 9 (dashed lines).

In order to better ensure charge neutrality for both the Si
and SiO, systems, further modifications of the self-energy
term are necessary. In particular, the modification we adopt is
based on the consideration that it should affect the properties
of bulk silicon and bulk silica as little as possible, and it
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FIG. 8. (Color online) The potential energies as a function in the
charge space for a-Q. Horizontal axis is the charge for oxygen and
vertical for silicon by YasuO3.

should be continuous and smooth to avoid spurious jumps in
either the particle or charge forces. We modify the self-
energy term in Eq. (1) to

1
EXq) = xiqi— q0) + EJi(CIi —q0)’ + 13_,.(511‘ -q0)°
+Jy_(qi- q0)". (35)

In fact, this modification does not affect the self-energy for
O, i.e., J3=J4=qo=0. For Si, we have determined a suitable
set of parameters to be x=-03eV, J=-44eV, J;
=-1.25¢eV, J;=2.53 eV, and ¢(=0.6112, as listed in Table 1.
The resulting potential energy as a function of Si charge for
a Si crystal by the COMBO06 potential is shown in Fig. 4
(solid line). The corresponding charge for the minimum en-
ergy of the Si crystal is very nearly neutral (¢g;=0.001), a

TABLE II. Cohesive energies for a-quartz (in units of eV/atom)
and energies relative to a-quartz for four other silica polymorphs.
The Yasu03 potential gives the incorrect order of energies and par-
ticularly poor agreement for both a- and p-crystobalite. The
COMBO06 potential predicts the correct order of stability for the
different phases. Q=quartz, C=cristobalite, T=tridymite.

Symmetry Expt.? Yasu03 TTAMP ReaxFF® COMBO06
a-Q Tri. -6.410 -6.425 -74 —6.444
a-C Ter. +0.010 -0.955 +0.062 +0.001  +0.003
B-0  Hex. +0.017 -0.001 +0.021 +0.006
B-C  Cubic +0.018 -0.255 +0.071 +0.067
B-T  Hex. 0 +0.086 -0.005  +0.05

4References 40 and 41.
PReference 42.
‘Reference 26.
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FIG. 9. (Color online) The charge distribution of Si/B-C inter-
face for both Si and O (open symbols) along x axis with local
charge correction terms (solid lines), as well as without charge cor-
rection terms (dashed lines) by COMBO06 potential.

significant improvement over the YasuO3 potential (gg;
=0.2). Meanwhile, in order to make the minimum potential
energy for SiO, systems satisfy the requirement of charge
neutrality without introducing appreciable change in the
structure, five parameters related to charge for O were re-
optimized and are also listed in Table I; in Table I parameters
in the COMBOG potential that are different from YasuO3 are
denoted in bold.

The result for charge distribution at the Si/S-C interface
for both Si and O (circles) along the z axis is shown in Fig.
9 with charge correction terms (solid lines), as well as with-
out charge correction terms (dash lines). The results indicate
that the issue of non-neutrality in the Si and SiO, is signifi-
cantly improved. It is also worthwhile to note that this type
of background charge is also present for the Al/Al,O4
system*? described using the Streitz-Mintmire potential,?®
and is possibly a common issue for charge-transfer poten-
tials. We conclude that to develop a physically reasonable
charge-transfer potential, the global minimum potential en-
ergy for each of the pertinent material systems should be
charge neutral. In the case of Si and SiO, systems, in order to
obtain the minimum potential energy, the charge for bulk Si
should be zero in charge space and the charge ratio of Si/O
for silica should be —1/2.

B. Bond-bending terms

As described in Sec. 3.2.3 (iv) above, in YasuO3, linear
O-Si-O units are formed in @-C, a structure that is not physi-
cally correct. The problem is exemplified by an isolated
0-Si-O monomer which when relaxed with Yasu03 always
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forms a linear SiO, structure. To fix this problem, we intro-
duce a bond-bending term as the bond angle between ij and
ik in O-Si-O to the total potential-energy function E; of the
form

Egsio=2 2 2 fe,fe,Kosio(cos fosio = cos Hosio)’-

i jik#i
(36)

The cutoff function f is defined by Eq. (21) in which Rgjq
=2.6 A and S5;0=3.0 A. The choice of Kos5;0=9.5 eV and
Oosio® =109.47° (the ideal tetrahedral bond angle) gives a
SiO, monomer with bond angle 6ngi0°=109.47° to be the
most stable structure. The addition of this term to the poten-
tials results in the eliminations of the linear O-Si-O units in
a-C. Furthermore, the charge distribution for Si in all silicon
oxide polymorphs is significantly converged to a Gaussian
distribution, and the bond lengths distribution for Si-O is
unimodal.

While the above modification results in a-C and B-C
structures that are structurally consistent with experiment, it
still predicts that @-C is the most stable SiO, phase. More-
over, it does not give correct lattice parameters for the five
polymorphs. To address these issues, i.e., (ii) and (iii) above,
an additional energy term was introduced as the bond angle
between ij and ik in Si-O-Si,

2
Esiosi = 222> fCi/fCikKSiOSi(COS Bsiosi — €08 Bsiosi °)°,

i jik#i
(37)

in which Kg;ng;=4.5 eV is optimized to bond angle 6g;0g;°
=143.73°. This additional term has the desired effect of mak-
ing the a-Q system the most stable polymorph. After adding
this energy penalty term to the total potential-energy func-
tion, the lattice constants along the ¢ axis are significantly
improved for all five silica polymorphs and the stability or-
der of silica polymorphs predicted by COMBO6 is agreement
with experimental results.

C. Correcting the cohesive energies

As the bond length of Si-O decreases, the repulsive en-
ergy term [Eq. (12)] weakens and thus leads to a short lattice
constant along the ¢ axis for the silica polymorphs. The
charge neutrality correction leads to an increase in the cohe-
sive energy. In order to bring the cohesive energy and lattice
constants closer to experimental values, an additional repul-
sive term, shown in the square brackets, is introduced to Eq.
(12):

Ug'(rij’Qi’Qj) =fS;inje(_}\'jrij)[l +K(1=r/r;°)*]. (38)

Here K,=20¢eV and r;°=1.65 A are applied only to Si-O
bonds. These extensions to the original Yasu03 potential re-
sult in good agreement for the SiO, polymorph energies and
structures and, importantly, have no effect on Si.

D. Evaluation of COMBO06 for silicon and silicon oxide

The COMBO6 potential, defined by the above modifica-
tions to the YasuO3 potential and by the parameters given in
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TABLE I11. Lattice constants (A) of silica polymorphs using the
COMBO06 potential, compared with the TTAM potential and experi-
ment. The parameters in the COMBOG6 potential that are better than
TTAM potential are denoted in bold.

COMBO06 TTAM? Expt.
q a c a C a C
a-Q 170 4996 5325 502 553 4916° 5.405°
a-C 170 4942 6286 496 6.68 4.96°  6.89°
B0 169 5008 5332 517 573 5019 5474
B-C 169 7014 7.07 7.16°
B-T 170 4985 8156 537 875 503  822f

4Reference 42.
PReference 44.
“Reference 45.
dReferences 46 and 47.
®References 46 and 48.
fReferences 46 and 49.

Table I, gives results for Si that are identical to the Yasukawa
potentials since the functional form and parameters are the
same. In addition, the COMBO6 potential predicts the correct
energy order for the silica polymorphs as shown in Table II.
In particular, the cohesive energies are in good overall agree-
ment with the experimental values, although the difference
between the energies of 8-C and B-Q is significantly larger
than the experimental difference. Moreover, the lattice con-
stants predicted by the COMBO6 potential for Si and SiO,
are significantly improved for a-Q, as indicated in Table III.
Furthermore, the lattice constants for the other four silica
polymorphs also compare reasonably well with experimental
values**~# as presented in Table III. In order to minimize
finite-size effects, a system size consisting of at least ten
conventional unit cells in three dimensions is used with pe-
riodic boundary conditions. The optimization of the atomic
geometry of all the silica polymorphs is performed via the
minimization of the total energy with respect to the lattice
constants and atomic coordinates. In spite of the satisfying
results for silica polymorphs, the performance of the
COMBO06 potential for amorphous silica is disappointing,
with preliminary results indicating that quenched amorphous
silica transforms spontaneously into a crystal phase.

The average charge for Si in the various silica polymorphs
is presented in Table III. The equilibrium charge for Si in
each silicon oxide structure is almost identical and the
Gaussian charge distribution is centered at +1.7, which indi-
cates that charge distribution is not very sensitive to the
structure. Since the Si-O bond is a mixture of partially ionic
and partially covalent bond types, the fractional charges used
in the COMBO6 potential represent an incomplete charge
transfer between the ions. We note that in fixed charge po-
tentials such as TTAM (Ref. 21) and BKS (Ref. 22) the
silicon and oxygen ions have charges of +2.4 and O —1.2,
respectively, and these charge values are higher than in the
COMBO06 potential. Interestingly the more complex ReaxFF
SiO potential®® assigns charges of +1.346 to Si and —0.673 to
O atoms in a-quartz, which are lower than the values used in
COMBO06.

PHYSICAL REVIEW B 75, 085311 (2007)

To summarize, the cohesive energy and lattice constants
for five silica polymorphs predicted by COMBO06 have been
presented at 1 K and compared with experimental data and
values predicted by other well-known potentials. The follow-
ing sections now present additional structural properties of
the various silica polymorphs, such as bond lengths and bond
angles, as predicted by COMBO06.

1. a-quartz

The COMB potential predicts the equilibrium volume per
SiO, unit of a-Q to be 38.37 A3, which is less than 1.8%
larger than the experimental value.** Corresponding to this
overestimated volume, the bond lengths are 1.638 and
1.636 A, which are longer than the experimental values of
1.614 and 1.605 A.* The corresponding O-Si-O bond angles
are 109.57°, 109.82°, 109.65°, and 108.98°, which compare
well with the measured experimental data of 109.0°, 110.5°,
109.2°, and 108.8°.** The Si-O-Si bond angle of 140.4°
shows a somewhat large deviation from the experiment value
of 143.7°,* and leads to a shorter ¢ axis. This is most likely
caused by the relatively weak correction for the Si-O-Si
bond angle.

2. a-cristobalite

The volume of a-C is predicted to be 38.37 A3, which
underestimates the equilibrium volume by as much as
10.3%, compared with 42.77 A3 obtained from experiment at
10 K.» Despite the too-small volume, the Si-O bond lengths
are 1.6334 and 1.6288 A, which are longer than the experi-
mental results of 1.6026 and 1.6034 A.*5 The compression of
the volume influences the Si-O-Si bond angle, determined to
be 135.3°, much more than the bond length, and this leads to
a significant deviation from experimental value of 146.5°.
This lower Si-O-Si bond angle may explain the shorter ¢ axis
predicted for @-C.The predicted O-Si-O bond angles are
109.3°, 110.1°, 109.8°, and 108.3° which are quite consistent
with the experimental values of 109.0°, 111.4°, 110.0°, and
108.2°.%

3. B-quartz

The volume of B-Q is predicted to be 38.52 A3, which
underestimates the equilibrium volume by 2.2%.4%47 Despite
the small volume, the Si-O bond lengths range from 1.625 to
1.641 A, and are significantly longer than the experimental
value of 1.5895 A.*47 This discrepancy is probably caused
by the Si-O bond length penalty. Since the O-Si-O bond
angles of 110.1°, 109.8°, and 108.5° are consistent with the
experimental values of 111.3°, 110.1°, and 107.0°,*47 in
order to maintain the volume of the crystal the Si-O-Si bond
angle deviates significantly from the experimental value of
153.0°, and ranges from 134.0° to 151.0°. These lower
Si-O-Si bond angles explain the shorter ¢ axis predicted for
a-C.

4. B-cristobalite

The volume of B-C is predicted to be 43.00 A3, which is
5.1% lower than the 45.33 A® obtained from experiment.*’
Despite the smaller volume, the Si-O bond lengths are be-
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tween 1.62 and 1.64 A, which are on average 0.02 A longer
than experimental result of 1.61 A.#*8 The O-Si-O bond
angles are between 107.7° and 111.4°, which are also con-
sistent with the experimental values of 107.8° and 112.9°.
Thus the compression of the volume influences the Si-O-Si
bond angle much more than the bond length and leads to a
significant deviation from experimental values (predicted
values are 133.0° and 159.0° and experimental values are
137.2° and 180.0°).

5. B-tridymite

COMBO6 predicts a quite accurate equilibrium volume of
43.69 A3 for this polymorph, which underestimates the equi-
librium volume by 3.1% compared with 45.11 A® obtained
from experiment.*>*> However, the calculated Si-O bond
lengths are between 1.62 and 1.64 A, which are on average
about 0.08 A larger than the experimental values. The larger
Si-O distances are compensated by a larger deviation of the
Si-O-Si bond angles from the idealized value of 180°. Simi-
lar behavior was also predicted in DFT calculations.’

V. Si/SiO, INTERFACE

Due to its unique properties, the structure of the Si-SiO,
interface has a critical effect on the performance of silicon
MOS/CMOS devices. Experiments reveal complex behavior
for oxide-silicon interfaces, and atomic scale methods such
as DFT have proved to be crucial in developing deeper in-
sight into this system. It should be noted, however, that struc-
tural models used in DFT calculations rely heavily on em-
pirical information, even in the case of the apparently
simplest interfacial case of SiO,/Si(100). In particular, in
order to reproduce the characteristics observed in selected
experiments, DFT structural models are constructed by re-
moving oxygen atoms and adjusting the oxygen deficiency to
capture the presence of a substoichimetric oxide and its
features.’®52 Furthermore, due to the small number of atoms
in the DFT supercells, it is difficult to avoid the creation of
unrealistic mechanical forces and/or electric polarization.

A more flexible, variable charge, empirical scheme, such
as COMBO0G6, is needed to complement electronic structure
calculations and experimental measurements and predict
how the interface may be affected by changes in the physical
conditions and/or by chemical modification of the interface.
Here, the COMBO06 potential is applied to study the
Si(100)/Si0O, interface. In order to construct a structural
transition without coordination defects between the substrate
and the oxide in the Si(100)-SiO, model interfaces consid-
ered here, we match pseudomorphically ideal 8-C to Si(100)
and assume an atomically abrupt interface between them.

The interfacial system is periodic, contains 15 600 atoms,
and consists of a Si slab made up of an arrangement of 10
X 10X 10 conventional unit cells and a silica slab made up
of 3X 10X 10 conventional unit cells of B-C. The Si lattice
parameter is chosen to be equal to 5.43 A, which corre-
sponds to the relaxed lattice constant of bulk Si predicted in
our theoretical framework. With respect to the in-plane ori-
entation, Si0,(010) is arranged parallel to Si(010), and
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Si0,(001) is arranged parallel to Si(001). As a result, the
in-plane lattice constant of SiO, contracts by 22.9% along
both the [010] and [001] directions. The lattice constant of
the superlattice along the x axis parallel to the [100] direction
(i.e., along the modulation direction) is determined to mini-
mize the total energy. All the atomic positions and charges in
the supercell are also optimized.

We note that this model interface is highly artificial. How-
ever, the choice of B-C is motivated by several factors. First,
this SiO, polymorph allows us to build a Si-SiO,-Si super-
lattice with equivalent Si-SiO, and SiO,-Si interfaces. In this
way, dipolar effects arising from asymmetric interface struc-
tures are avoided. Second, it is a good example to examine
the validity of our framework since the interface is highly
strained.

The results for charge distribution (solid lines) for both Si
and O (open circles) along the x axis after 100 ps of MD
simulation with dynamic charge transfer at 1 K are shown in
Fig. 9. The capability of dynamic charge transfer as an in-
trinsic feature of the COMB potential function allows the
properties of the substoichiometric oxide in the interfacial
layers to be captured automatically. A similar charge distri-
bution is also obtained for Si/B-C at 700 K. However, at
700 K the abrupt interface is significantly distorted relative
to the interface at 1 K. This may be explained by the stress
energy induced by the difference in the thermal expansions
of the Si and SiO,.

Within the frame of dynamic charge transfer, the charge
distribution for Si fluctuates around the equilibrium value in
a very small range for both bulk Si and silica. At the Si/SiO,
interface itself, we expect a reduced charge on the Si in the
first Si layer. Moreover, the charge distribution close to the
Si-Si0O, interface should decrease smoothly and monotoni-
cally with increasing distance from the interface. However,
an unanticipated effect is observed, where the charge distri-
bution for silicon layers near the interface oscillates signifi-
cantly and decreases nonmonotonically over several Si layers
to finally reach a neutral value (Fig. 9). This is most likely
due to the fact that we electrostatically created an electrical
double layer that reduces Coulombic repulsion interaction
and thus forms multiple, pseudodipole Si layers (“charge
mirror”) near the Si/SiO, interface.

VI. CONCLUSIONS

In conclusion, a framework is developed in which
Si/Si0, systems can be investigated using massively parallel
molecular-dynamics simulations. Such a tool will allow for
the simulation of real, nanosized devices. In order to inves-
tigate dynamic processes and interfacial properties, a new
COMB potential, based on the extended Tersoff and Ya-
sukawa potentials, is proposed and implemented in which
both the effects of charge-transfer and many-body interac-
tions are taken into account. The validity of the potential
function is tested for both Si and multiple silica systems. The
structural properties for Si and various polymorphs of silica
are predicted to agree well with experimental results. More-
over, with the capability of dynamic charge transfer as an
intrinsic feature of the potential function, important features
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such as substoichiometric oxide formation around the inter-
face between silicon and silicon oxides are captured auto-
matically.

We have proposed an important criterion for a physically
reasonable potential with charge transfer here, i.e., the global
minimum potential energy should be minimized for the
charge neutral state of all the pertinent phases. With an ap-
propriate parametrization of the COMBO6 potential we find
that charges on the Si and O ions in the polymorphs of SiO,
are similar. Indeed, we find that a fixed charge potential,
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based on the COMB, well reproduces the structure and en-
ergetics of all the silica polymorphs.>?
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