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Theory of heat dissipation in molecular electronics
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In this paper we discuss various aspects of energy dissipation and heating of molecular junctions under bias.
First-principles calculations based on density functional and nonequilibrium Green’s functions are used to
compute the power emitted in a molecule due to scattering with localized vibrations. In this context, we present
a perturbation scheme in the electron-phonon coupling, that is found numerically reliable for the computation
of the emitted power, because intrinsically it is current conserving. The balance between the rate of phonons
emitted and dissipated into the contacts allows the computation of the steady-state distribution of phonon
quanta localized in the junction, from which we extract the local temperature reached by the molecule. The
model includes a microscopic approach for the computation of the phonon decay rate, accounting for the
dynamical coupling between the vibrational modes localized on the molecule and the contact phonons. The
method is applied to the discussion of several limiting conditions and trends, depending on electron-phonon
coupling, incoherent transmission and phonon dissipation rate using both analytical results and numerical

calculations.

DOLI: 10.1103/PhysRevB.75.035401

I. INTRODUCTION

Whether molecular electronics will be a technological re-
ality in some future it will critically depend on the stability
of the compounds under bias conditions. Current-induced
forces and local heating effects are relevant parameters to be
evaluated in order to assess the feasibility of such technol-
ogy. Noticeably current-induced local heating in a molecular
junction made of octane dithiol has been recently measured
for the first time.! On the other hand, models and theories has
been developed in recent years>=® to account for heat dissi-
pation in nanojunctions. Most models include electron-
vibration coupling and phonon release in molecular bridges
and account for phonon dissipation into the heat reservoirs
with some phenomenological parameter. In this research
electron-vibration couplings are calculated from first prin-
ciples and we show that heating effects in molecular junc-
tions can be relevant, particularly when molecular reso-
nances are hit.

Several aspects of power dissipation in a molecular junc-
tion are discussed. We start presenting some details of our
density functional theory (DFT) scheme used to compute
structural properties of the junctions, electronic states, and
vibrational frequencies. In Sec. Il we introduce the rate
equation used to compute the steady state number of quanta
in the vibrational degrees of freedom of the molecule, in-
cluding the rate of phonon emitted and absorbed by the
electron-phonon coupling as well as the rate of phonon dis-
sipated into the bath. Within the same section we present the
numerical strategies used to make the self-consistent compu-
tation of the nonequilibrium phonon population feasible. Our
scheme guarantees current conservation and a correct calcu-
lation of the dissipated power and rate of phonon emission in
the nanojunction even to first order of perturbation theory.
Analytical results of local temperature vs bias are discussed
in Sec. IV for the limiting case of energy-independent tun-
neling and density of states. In Sec. V the effect of a tunnel-
ing resonance and tunneling-assisted phonon emission is
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analyzed, showing that when molecular resonances are hit
incoherent current can sharply increase, leading to a step in
the local heating process. We conclude with a numerical ap-
plication of the model to a styrene molecule bonded to a Si
substrate via direct Si-C bonds in a scanning tunnel micro-
scope (STM) geometry. In this calculation, electronic states,
vibrational modes, electron-vibron coupling, and phonon
damping to the reservoirs are computed from first principles.
The application outlines the importance of considering the
complete energy dependent transmission and shows the com-
bined effect of tunneling resonances with electron-phonon
coupling strengths in the determination of heat dissipation in
molecular junctions.

II. THEORY

The electronic states of the contact-molecule-contact sys-
tem are described via a local basis density functional scheme,
where appropriate approximations are considered in order to
make the approach efficient for a large number of atoms.”
These include the use of an optimized minimal basis set and
the neglect of three-center integrals. Both the electronic and
the repulsive potential, is expressed as a superposition of
atomic pair-potentials, obtained from ab initio DFT reference
calculations® allowing extensive use of look-up tables. The
whole method has been extended to nonequilibrium quantum
transport calculations'®!! self-consistent in the atomic charge
density.

This method has proved to be successful in computing
structural and electronic properties of various systems and
also gives a good accuracy in the calculation of vibrational
frequencies.!>!3

Molecular vibrations and electron-vibron couplings are
treated in the usual way,'*"!7 after decoupling the Hamil-
tonian as a superposition of independent one-dimensional os-
cillators corresponding to the normal modes of vibrations,
labeled by ¢. The harmonic oscillators can be quantized fol-
lowing the usual prescriptions, by making use of the standard
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relationships between the position operator and the creation/
annihilation field operators, a;’ and a,. The result is a term in
the Hamiltonian describing the electron-phonon coupling,

Hel—ph= E ’)/Z,v ,ucv[a +a] (1)
q: v

where c; and c, are, respectively, the creation and annihila-
tion operators of one electron in the atomic basis and

JH,, aS
o = LS \H.
’)’;,w 2[ &R % aR o\t Ny
A,
ZH;,L)\S)\(II :| a’ (2)

are the electron-phonon coupling matrices. M, are the atomic
masses, w, the mode frequencies, and e?, are the normalized
atomic displacements for each mode. The nonorthogonality
of the atomic basis set is reflected by the presence of the
overlap matrix, §,,, and its derivative with respect to the
ionic positions, R,,.

Therefore, the ionic vibrations of a molecular wire can be
described as a class of boson particles, here referred to as
phonons. While crossing the system, electrons interact with
the molecular ionic vibrations from which they can be inelas-
tically scattered.

The electron-phonon interaction is treated within pertur-
bation theory of the nonequilibrium Green’s function formal-
ism and the current through the junction is computed using
the Meir-Wingreen formula (Ref. 18),

2e (7
1=— f T3 ()G (0) - 37 (0)G (@) dw,  (3)

where X, < represents the in-scattering of electrons (holes)
through the left contact of the device, while G=*) is the
electron (hole) correlation function, obtained from the ki-
netic equations (Refs. 19 and 20),

G=w) = G"(0)2 "N w)GY(w), (4)

and G"@ are the retarded (advanced) Green’s functions given
by the usual expressions,

G"Vw) =[wS - H-3"]", (5)

The current expressed by Eq. (3) contains both a coherent
and a incoherent component, since the lesser and greater
self-energies (SE) are given by the sum of three terms,

35 0) =3 P0) + 37 (@) + 2, (). (6)

The first two contributions come from the contacts and the
third term is related to the scattering processes within the
molecule, caused by electron-phonon interactions. Such de-
coupling is valid within the noncrossing approximation
(NCA) that we took care to fulfill by physically separating
the molecular subunit, free to move, from the contacts,
where the atoms are assumed fixed. Such separation was
obtained with three layers of atoms representing the metal
surfaces which have been treated as to be part of the ex-
tended molecule. Because of the short range of the atomic
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orbital interactions and since the surface atoms do not move,
such three layers ensure that the contact and electron-phonon
self-energies act on orthogonal subspaces of the Hamiltonian
matrix. This argument is valid within the other approxima-
tions used, such as the DFT-LDA (local density approxima-
tion) local orbital formulation of the single-electron Hamil-
tonian.

The electron-phonon self-energy can be evaluated with
diagrammatic techniques. The self-consistent Born approxi-
mation (SCBA) is expressed by

+°0d !
SN w )-zE

5 WO =)y, D),
(7

where D<(>) are the correlation functions related to the vi-
brational modes,

D(f’q(w) ==2mi[(N,+ 1) 8w+ w,) + N,0(0 - w,)],

D0>,q(w) ="

assumed as Einstein oscillators, i.e., the vibron lifetimes are
neglected in the electron-phonon calculation. Inserting (8)
into (7) it is possible to derive an explicit form for the
electron-phonon self-energy,

27i[(N,+ 1)dw - w,) + N80+ w,)]. (8)

= E N,v,G~(E - w)y,+ (N, +1)y,G~(E+w,)7,,

= 2NV, G (E+ 0)y,+ (N, + 1)y,G”(E-w,)7,.
q

)

The self-consistency in Eq. (7) is implied by the use of a
renormalized Green’s function, G=, whereas the first order
Born approximation is obtained when the unrenormalized
(zeroth order) Green’s function is used to evaluate the
electron-phonon self-energy. Using the relationship Im{X,}
=1/2(3,,-%,) it is possible to compute X7, that modifies
the electron propagator in (5). Since we are malnly interested
in the electron lifetime and we restrict to weak electron-
phonon coupling, the real part of Eph, responsible for a po-
laronic shift, is neglected. Consistently, we also neglect the
first order Hartree diagram, which gives a contribution to the
real part only.

III. SELF-CONSISTENT PHONON POPULATION

The key concept discussed in this paper is the power re-
leased in the system and the nonequilibrium local tempera-
ture reached by the molecular junction under bias. For this
purpose a semiclassical approach has been followed by set-
ting a simple rate equation (Ref. 5),

dN.
—2=R,~J[N,-

” =ny(To)], (10)

balancing the rate, R, of quanta emitted in the molecular

mode g, with the decay rate, J 0 of the same vibrational mode
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into the bath. The former contains the net emission of
phonons into the molecule due to the electron-vibration cou-
pling. The latter tends to restore the phonons to the equilib-
rium Bose-Einstein distribution, n,(T), characterized by the
contact temperature, T,. At steady state the phonon distribu-
tion on the molecule is given by N,=n,(Ty)+R,/J,. The
present treatment neglects intramolecular decays due to an-
harmonic and contact mediated couplings between the
modes. These terms can be included within a master equation
approach coupling different modes. In the limit of very fast
dynamics, quantum corrections should be taken into account
by solving a dynamical (Keldysh) equation similar to (4) also
for the phonon propagator.”! Phonons, however, have relax-
ation times usually longer than the tunneling time, therefore
the rate equation is sufficiently accurate for the purposes of
the present analysis.

A. Rate of phonon dissipation

A crucial parameter for the computation of the molecular
heating is the rate of phonon dissipation into the reservoirs,
J,. This is by no means a simple quantity to be predicted
from first-principles calculations, since a large number of
different mechanisms participate in phonon relaxations. For
this reason J, can be regarded in many cases as a fitting
parameter of the model. Nonetheless an insight into a quan-
titative prediction of J, is given in this work by considering
the elastic coupling of the molecular modes with the contact
vibrations. The calculation is performed by computing the
Hessian (dynamical matrix) of the whole contact-molecule-
contact device and by partitioning such system like it is done
for the electron Hamiltonian, namely into molecule and con-
tacts. A Green’s function is then built for the vibration eigen-
system,

2
> Hyel = 2 Myjelwy, (11)
J J

using an open boundary condition on the bulk side of the
contact leads. In Eq. (11), H;; is the Hessian matrix, e;? are
the normal modes of vibration, M i is the mass matrix, and
w, are the mode frequencies. This formulation allows one to
compute a self-energy for the vibron propagator, whose
imaginary part is used to extract the vibron lifetime.

This treatment is essentially a Fermi golden rule including
first-order one phonon to one phonon decay processes, but
obviously neglects a large number of other mechanisms that
may take place when the direct decay is forbidden. High
frequency modes, characteristic of molecular vibrations, gen-
erally lay well beyond the vibrational bandwidth of the bulk
reservoirs and cannot decay other than via one-to-many pho-
non channels.’>?* Some of these effects can be taken into
account introducing effective phonon densities for the con-
tact modes.2* This, for instance, allows the correct prediction
of the temperature dependence of many-phonons decay rates.
However, quantitative predictions of one-to-many phonons
decay rates require the calculation of coupling constants re-
lated to anharmonic potentials, not explicitly treated in this
work. Other decay mechanisms may also be represented by
vibrational coupling with the surrounding molecules (and
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generally depends on the environment) or with multistep
processes, first involving relaxations to lower energy modes
via anharmonic couplings. Radiative decays may also play
an important role. An accurate analysis of the subject is be-
yond the scope of this work and will be presented
elsewhere.?’

It is important to stress that damping directly related to
electron-phonon coupling, such as the relevant decay via cre-
ation of electron-hole pairs is included in our formalism
within R, as discussed in Appendix B.

As a result of the present simplified treatment, the phonon
decay rate is fast (~10'°-10!2 Hz) for the energy modes
lying within the contact bandwidth and sharply decreases
beyond, reaching very small values. We return on this point
in Sec. VI, in connection to an explicit calculation of such
rates.

B. Rate of phonon emission

In order to calculate R, first we introduce the net power
emitted into the junction, which is given by the net rate of
energy transferred to the molecule and that can be calculated
using (Ref. 26)

2 (*
W= N wTr[E;h(w)G>(w) - E;h(w)G<(w)]dw.

(12)

We notice that the electron-phonon self-energy (9) is ex-
pressed as a linear superposition of individual mode contri-
butions. Inserting Eq. (9) into (12) and exploiting this linear-
ity, it is possible to write the net power emitted in each
vibrational mode,

2 [+
W‘I:Zf i(w)odo, (13)

where i (w), given by
if(@) =Ti[2) (0)G (@) =2 (@G (w)],  (14)

is interpreted as the current at a virtual contact, having the
role of breaking the wave function phase and change the
electronic energy.!! Current conservation requires that the net
current at the virtual contact must vanish, i.e.,

Iq=J+°° i(w)dw=0. (15)

—o0

The net rate of phonon emission into the junction required by
Eq. (10) can be defined as the ratio between the power dis-
sipated in each mode and the mode energy, R,=W,/fiw,.
The computation of Eq. (13) requires some care in order
to avoid numerical inaccuracies. The delicate issue involved
in such integration is the necessary condition of current con-
servation that relays on a cancellation of terms in Eq. (14). In
order to fulfill current conservation a rather fine grid be-
comes necessary, although computationally very expensive.
A much better strategy is to split Eq. (14) into the current
out-coming (o) and in-coming (i) the virtual contact, respec-
tively, given by the first and the second term of Eq. (14).
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Collecting all terms proportional to N, and N,+1, each of
these contributions can be further divided into absorption (A)
and emission (E) components, respectively. Using this pro-

cedure, the net current at the virtual contact can be written

I,= [ifvo(w) + i;"o(w) - iii(w) - i/;’i(a))]dw, (16)

—00
where the emission and absorption terms are

if’o(w) = (N, + l)Tr['yqG<(w +w,) 'yqG>(w)],
i (w)= (N, + DTi[y,G” (0~ 0,)y,G (@],  (17)
ig,o(w) = NqTr[’YqG<(w - wq) ‘YqG>(w)] )

it () =N, Ti{ 7,67 (0+0)y,G (@)].  (18)

Using the invariance of the Tr[---] under cyclic permutation
and changing integration variable it is easy to prove the iden-
tities

i (0) =i (0+w,), (19)

i;"o(w) = i/q‘,i(w - w,). (20)

These expressions, inserted back into (13), can be used to
show that

2

This final result allows a much easier computation of the
emitted power because it does not relay on the subtle cancel-
lation of terms hidden in Eq. (16). Current conservation is
guaranteed by construction, as it can be easily shown by
inserting the identities (19) and (20) into (16). The result is a
numerically reliable expression using a coarser integration
grid.

The technical details of our implementation are given in
the Appendix. Finally we observe that reduction of this
heavy computational step allows one to perform calculations
which needs to include the full energetic dependency of the
Green’s functions, avoiding the simplifying assumptions
made in Ref. 5.

Under stationary conditions, Eq. (10) becomes a balance
of phonons emitted and dissipated into the contacts. Since R,
itself depends on the number of phonons, a self-consistent
loop is necessary in order to find a solution. In order to
considerably improve the convergence properties of such a
loop, it is better to isolate the linear dependence of R, on the
phonon number N, as follows:

R,=[(N,+ )E,~N,A,] (22)

where the explicit form of E, and A, can be found from Eq.
(21). Oscillatory behaviors and divergences can effectively
be removed combining Egs. (22) with (10), giving an explicit
equation for the phonon population at each iteration step of
the form
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(T, +E, 23)

4= .
J,+A,-E,

This expression is particularly instructive, since it allows one
to carry several limit results. For instance in the limit of very
fast phonon relaxation to the reservoirs (J,=%), we find N,
=n,(T,). This is an expected result, since it simply means
that the coupling is so strong that thermal equilibrium is
immediately restored, no matter how fast phonons are emit-
ted in the system. In the opposite limit of no relaxation (J,,
=0), phonon absorption by the electrons must balance their
emission, leading to

N,=—"1—. (24)

Remarkably, this expression is independent on the electron-
phonon coupling v,, since E, and A, are both proportional to
y(zi. This can be understood since changes in 7y, modify both
the absorption and emission probabilities, leaving the steady
state number of phonon, N, unchanged.

We also note that a stationary solution is not always guar-
anteed and generally does not exist whenever N, <0. From
Eq. (25) we get the system stability condition for J,+A,
>E,. The simple interpretation of this is that J,+A, ex-
presses the rate of phonon damping while E, the rate of
phonon creation (it is not actually easy to get a simple inter-
pretation of E,, since the emission is proportional to N,+1).
Stability is possible only when the damping rate overcomes
the emission rate. Whenever these to quantities become
close, the steady state number of phonons turns out very
large.

Since at steady state the amount of power emitted in the
molecule must balance the power dissipated to the reservoirs,
a simple (though sometimes not so intuitive) concept can be
outlined. For slow dissipations the power emitted is essen-
tially limited by the dissipation rate, J,. The power emitted
must be small and tend to zero as J,—0. In the opposite
limit of fast dissipation, the power emitted reaches a maxi-
mum, only limited by the electron-phonon coupling and by
the inelastic tunneling probability, both contained in E,
and A,

IV. ANALYTIC MODEL

Explicit expressions for A, and E, can be found within the
Born  approximation and G'(E)=G"(Ep), 1.r(E)
~27 R(Ep). We define A;z=G'T xG* and T,

=Ti{A,v,ApY,).

2 eV
E,= Zﬁwq{n(ﬁwq)TLL+ (1 + E)n(ﬁwq +eV)Tig
4

2%
+ (1 - a)n(ﬁwq—eV)TRL+n(ﬁwq)TRR], (25)
q
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FIG. 1. Molecular temperature vs bias for different parameters.
Solid lines are for 7;,=10 K, dashed lines for 7(,=300 K. The two
groups of three curves correspond to w,=12meV and o,
=120 meV, J,=1x10"2 Hz, 2X 10> Hz, 3X10'> Hz, and Ty
=1073. Generally T, decreases as J, rises.

2
Aq = Zﬁwq[n(hwq)eﬁﬁwq(TLL + TRR)

eV
+ (1 + %)n(fm}q +eV)ePhogeT, o
q

+ (1 - i)n(ﬁwq —eV)ePor VT, | (26)
fiw,
which is generally valid for all temperatures and biases. The
combination of Eq. (23) with (25) and (26) defines the ex-
plicit dependence of the nonequilibrium phonon distribution
as a function of bias. It is worth noting that the expression
A~E,;=hw,2, gT s is a constant, independent of bias (just
weakly dependent via T,g). Once the N,s are computed, we
define the effective molecular temperature, obtained impos-
ing energy conservation,

> 0 (T = 2 w,N,, (27)
q q

where n,(T,,,) is the Bose-Einstein distribution with a local
temperature T,,,, a crucial quantity for the definition of mo-
lecular stability.

Based on the analytic equations derived above, we can
analyze the dependence of the power dissipated and local
temperature in molecular bridges for different choices of the
relevant parameters characterizing the junction. In the calcu-
lations that follow we assume T;;=T;r=Tg;=Tgg, valid in
the case of two identical metallic contacts. For semiconduct-
ing contacts T;;=Trr=0 because backscattering with pho-
non absorptions is suppressed by the presence of the energy
gap. A discussion connecting this terms with phonon decay
into electron-hole pairs is given in the Appendix. T} repre-
sent a dimensionless parameter directly related to the phonon
emission and absorption rates.

The attention is focused on the molecular temperature as a
function of applied bias. In Fig. 1 the local temperature, 7,,,,
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FIG. 2. Molecular temperature vs bias for increasing number of
modes uniformly distributed in the range 0 <w, <120 meV, J, =1
% 10'2 Hz, and Ty z=1073,

is plotted as a function of V for two different choices of the
phonon energy (12 and 120 meV). A large sensitivity is
found on the crucial parameter J, and, as expected, higher
temperatures are reached for lower J,. We observe that the
local temperature increases for higher mode frequencies and
the temperature gradient between contacts and molecule de-
creases as the reservoir temperature increases. The first
mechanism can be understood considering that keeping an
identical electron-phonon coupling and dissipation rate, the
system reaches the same number of steady state phonons,
implying a larger local temperature. The second effect hap-
pens because for higher temperatures emission and absorp-
tion rates tend to balance, decreasing the net rate of phonon
emission. We also observe that in the limit eV/fiw,>1 the
molecular temperature becomes linear with bias, whereas the
dependence is quadratic for low biases. This behavior can be
easily recovered by inspection of Egs. (25) and (27) which,
for large N, turns linear in V.

Figure 1 reveals a sharp increase on the local temperature
for biases larger than the mode frequency because emission
assisted tunneling take place. When more modes are in-
volved different steps at different characteristic frequencies
may be expected, as shown in Fig. 2.

More phenomenological argumentations?’~%° to calculate
molecular temperatures under bias are based on the balance
between the power emitted, assumed proportional to V2 as in
ohmic conductors, with the power dissipated into the con-
tacts, assumed to behave as oT* like in the thermodynamic
limit. This leads to a dependence of the junction temperature
as V2. In the present model the balance of power emitted
and dissipated is microscopically defined mode by mode
through the rate Eq. (10). In the limit of a continuous distri-
bution of modes the power dissipated in the contacts can be
written

1
W jiss = 2 ﬁququ = f dwp(w)](w)eﬁhw—_l, (28)
q

where p(w) is the phonon density of states. The density of
states of the acoustic phonon bands behaves as p(w)=c for
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FIG. 3. Molecular temperature vs bias for different distributions
of molecular modes. The dashed line corresponds to a distribution
p=w® with a Debeye cutoff w;,=5.74 kT. The dotted line corre-
sponds to a constant distribution with identical cutoff. The solid
lines correspond to one mode only, of energies w,=wp/2 (lower)

and w,=2wp/3 (higher), respectively. The other parameters are Jq
=8X 107 kT/h and T, z=107".

one-dimensional systems and as p(w)=cw” for three dimen-
sional systems. Assuming a slow frequency dependent J, in
the first case the dissipated power is proportional to 72,
whereas in the second case it is proportional to T*, recover-
ing the expected behavior of macroscopic systems. On the
other hand, the dependence of the power emitted in the mol-
ecule, as expressed by X R fiw,, is quadratic in V for low
biases but becomes linear for large applied biases, irrespec-
tive of the number of vibrational modes or their distribution.
This trend, contrasting the ohmic behavior, is an effect of the
present model, which assumes that the incoherent current is
just a small perturbation of the dominating coherent compo-
nent and justifying that only one-phonon processes are taken
into account. In this regime the power emitted behaves as
~fwyliy.~hw,V. In order to recover the ohmic limit, it
should be necessary to consider a system much longer than
the electron mean free path, such that coherent tunneling is
suppressed and propagation is possible only via multiple
phonon emissions, releasing all the energy provided by the
applied bias. It is worth noting that in the coherent regime
the excess energy provided by the bias is released at the
collecting contact and is still proportional to V? (assuming
I[xV).

In light of the discussion above, we deduce that, under the
assumption of partially coherent tunneling, the molecular
temperature should behave as T,,,,~ V? for low biases turn-
ing into 7,,,~V in case that only one or few vibrational
modes absorb electron energy. Different trends like 7,
~V'"2 or T,,,,~ V'* are expected when many modes absorb
similar amount of energy and their distribution is one-
dimensional (first case) or bulklike (second case). These dif-
ferent behaviors are shown in Fig. 3 in terms of dimension-
less quantities. The mode distribution assumes a Debye
cutoff frequency, wp=5.74 kT, which at room temperature
corresponds to 1200 cm™!, typical of many molecules.
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FIG. 4. T,,,; vs V for a system with a sharp resonating level
located at energy €; above the Fermi level for V=0. The steps
correspond to the biases that leads to a sharp enhancement of pho-
non emission due to assisted tunneling. The solid line is obtained
assuming one mode, the dashed line assuming two modes.

V. EFFECT OF RESONANT LEVELS

The results of the previous section are valid in the limit
when the energy dependence of the transmission function
can be neglected. In this section we show the effect of con-
sidering a case where such an assumption cannot be consid-
ered valid, such as for instance when a molecular level enters
the tunneling energy window. In this case resonant tunneling
and phonon assisted emission can take place, changing the
qualitative behavior of 7,,, vs V. The molecular resonance is
modeled as a single peak, located off resonance at V=0, at an
energy €; above the Fermi level. Two identical metallic con-
tacts are assumed in this model whose results are shown in
Fig. 4. As the bias increases up to V=2¢, the molecular
resonance is brought into the tunneling window (a linear
potential drop is assumed) where both coherent and incoher-
ent transport are strongly enhanced, leading to a sharp in-
crease of local temperature. A plateau follows, since the in-
coherent current levels up. A second rise appears when the
bias matches the energy eV=2(%w,+¢,), corresponding to a
second channel for transport assisted by phonon emission.

When more modes are present, more features are ex-
pected, as seen in Fig. 4. Clearly for a continuous distribu-
tion of modes these features smear out, leaving a broadened
step near V=2g¢.

FIG. 5. Figure showing a unit cell of the system with a styrene
molecule adsorbed on a Si(100) 2 X 1. Periodic boundary conditions
are imposed on the structure.
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This example shows that the electronic density of states
can introduce a richness of features in the molecular tem-
perature as a function of bias. From this discussion we have
skipped the possibility of semiconducting contacts whose en-
ergy gap introduces other characteristic features such as
NDR and negative differential heating whenever the tunnel-
ing resonances slip below the band edge.

VI. A NUMERICAL SIMULATION

We consider the system shown in Fig. 5, comprising a
Si(100) substrate, reconstructed 2 X 1, with an adsorbed sty-
rene molecule in a bridge position and an Ag metal contact
which could model an STM tip. The position of the tip was
chosen in order to obtain a relatively large direct coupling
between the tip and the 7 orbitals of the styrene which guar-
antees a sufficiently high conductance. The figure shows a
unit cell of the system considered, but periodic boundary
conditions are imposed.

The Si substrate is heavily p doped in order to make it
conducting and the Fermi level is assumed at the valence
band edge. While electrons cross the molecule, they interact
with the molecular ionic vibrations from which they can be
inelastically scattered. The electron-phonon scattering within
the leads is not considered in this work.

In order to study the electron-vibron coupling we first
relax very accurately the structure (this is done under no
applied bias). Then we compute the vibrations of the mol-
ecule constraining the Si and Ag atoms. The calculation is
then repeated allowing all atoms to be free to move. This
calculation allows one to compute the coupling of the mo-
lecular modes with the Si substrate and to compute the decay
rate of such vibrations into the contacts.

This type of first-principles calculation applied to phonon
decay is presented here for the first time to our knowledge.
The result of such a calculation is shown in Fig. 6, reporting
in the upper panel the superposition of the phonon density of
states of the coupled system with the uncoupled molecular
frequencies shown as vertical dashed lines. The phonon den-
sity of states (DOS) of the Si substrate is shown as a gray

area where the cutoff frequency of 500 cm™' is clearly vis-

ible. The modes within the Si bandwidth show a sizeable
broadening due to the interaction with the contacts. As the
frequency rises above the cutoff both broadening and fre-
quency shift become very small. The lower panel of Fig. 6
reports the decay rates, J,, computed from the broadening of
each molecular mode. The model gives realistic results for
those molecular modes lying within the Si phonon bands,
however, they decrease fast as the molecular frequencies go
beyond this band. On the light of the discussion made in Sec.
IMI, decay rates as slow as 10> Hz are rather unrealistic,
therefore the lowest limit of decay of 10® Hz has been fixed
in subsequent calculations.

We find that the out of equilibrium phonon population is
strongly bias dependent. At the applied bias of 0.95V, a
molecular resonance (shown in Fig. 9) enters the injection
window, with the effect of strongly increasing the coherent
and incoherent currents. On average all vibrational modes
are excited as the bias increases, although some of them are
particularly favored, such as the lowest vibrational mode.
This depends on the electron-phonon couplings shown in
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FIG. 7. Average electron-phonon coupling for each mode.
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FIG. 8. Molecular temperature as a function of bias for different
contact temperatures. Left, 7;=0. Right, 7;,=300 K. Dotted,
dashed, and solid lines correspond, respectively, to lowest order,
BA, and SCBA.

Fig. 7. First we project the electron-phonon coupling matri-
ces, M, on the molecular orbitals, ¢;, by computing the ma-
trix elements <¢,~|Mq|z,//,»>. Since the tunneling process occurs
via the molecular orbitals (MO) resonances, these matrix el-
ements give an indication about which modes have larger
el-ph interactions. We observe that the lowest mode domi-
nates over most molecular orbitals, and gives the largest av-
erage coupling. The lowest vibrational mode, at the fre-
quency of 10.55 cm™!, corresponds to a rigid oscillation of
the whole benzene ring, away and toward the Ag tip, leading
to a strong variation of the molecule-metal matrix elements
and, therefore, to a large electron-phonon coupling. This ex-
plains why the phonon emission mostly occurs into the low-
est energy mode, once the first resonant tunneling is hit.
Figure 8 reports the behavior of the molecular tempera-
ture as a function of applied bias for two different contact
temperatures. It is possible to appreciate the change in slope
at the applied bias of 1.0 V. The figure reports three different
calculations obtained for the simplest lowest order calcula-
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tion, not including the electron-phonon self-energy renormal-
ization of the electron propagator, the first order correction,
commonly known as first order Born approximation (BA)
and the self-consistent Born approximation (SCBA). Be-
cause of the small incoherent tunneling current, the inclusion
of higher orders bring only small corrections to the final
result.

The computed current density within the bias window at
2.0 V is shown in Fig. 9, where it is possible to see the
resonance peak at —5.25 eV. The figure shows the total cur-
rent and the coherent component. The incoherent component
(not shown) is about two orders of magnitude smaller, except
at the resonance, where it becomes comparable. The total
tunneling current computed at 1.0 V is 1.2 nA.

The molecular temperature sensibly depends on the tun-
neling current, which can be changed by varying the tip-
molecule distance. When this distance becomes approxi-
mately 2.0 A the flowing current reaches 0.5 wA, leading to
a very large temperature increase (=1000 K). Obviously the
molecule is not likely to withstand such temperatures and
may rather desorb.

VII. CONCLUSIONS

Several aspects of heat dissipation in a molecular bridge
has been touched on in this paper. Useful identities have
been derived, allowing a stable computation of the phonon
emission rate in the junction which avoids computationally
heavy integration grids. The self-consistent loop used to
compute the steady state phonon population of the junction
have been linearized and solved in an explicit way in order to
avoid divergences and oscillatory behaviors. Several trends
of molecular temperature vs bias have been discussed under
different scenarios with the help of both analytic results and
numerical calculations. We find that local temperature sensi-
bly depends on the dissipation rate of the phonon into the
bath and the inelastic transmission probability, containing
both electron-phonon coupling and density of states informa-
tion. Tunnelling resonances introduce a reach “spectroscopy”
that could be revealed in future measurements. Finally our
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- FIG. 9. Total and coherent component of the
current density in the energy window relevant for
integration.
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model has been applied to a realistic system comprising a
styrene molecule adsorbed on a Si substrate and a weakly
coupled metal contact. The calculation is completely ob-
tained from first-principles calculations, including structure
relaxation, vibrational frequencies, electron-phonon cou-
plings, and phonon decay rates into the contacts. We find that
after the critical voltage of 1.0 V the lowest vibrational mode
of free oscillations of the styrene molecule becomes strongly
excited, and the molecular temperature sharply rises above
this voltage. Junction stability sensibly depends on the tun-
neling current and the bonding to the substrate is likely to be
unstable for tip-molecule distances smaller than 2.5 A.

APPENDIX A

The numerical simulator implements two nested self-
consistent loops. The innermost loop solves the SCBA,
which requires the iterative calculations of several equations.
We start by assuming that the initial phonon self-energy is
Z€ero, E(T ”=0, then we define the contact self-energies,
which are stored on disk and reused at each iterations, since
they do not change,

3 M0) =370 + 3 @) + 350 @). (A1)

Then define the imaginary part of the electron-phonon self-
energy,

@)= 3570 - S5, @], (A2

and the total self-energy,
2 (0) =3 (w) +Zp(w) +3), (w). (A3)
This enables the computation of the system Green’s function,
G(w)=[wS-H-3 ()] (A4)

The correlation function is then solved from the kinetic equa-
tion,

G0 =G TWIGi@).  (AS)

Finally, the electron-phonon scattering can be computed
from

<>

i1 =NV, G (EF @)y, + (N, +1)y,Gr 7 (Ex w,)7,.
(A6)

Equations (A2)—(A6) are iterated for n=0,1,...,. The loop
can be stopped at any step and G:(>)(w), 2;11(,21(“’) can be
used to compute the phonon emission rate and current. It
may be observed that this scheme ensures current conserva-
tion since X~ are computed from the same G~ used in
(14) to compute the virtual contact current and the emitted

power (12). This trick can be used in programming effi-
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ciently a SCBA loop which guarantees a correct calculation
of the emitted power even when stopped after the first or a
few steps. It is worth noting that when the loop is stopped at
the second iteration (n=1) the virtual contact current already
contains terms of second order, whereas the current through
the molecule is accurate to first order approximation. In gen-
eral the power emitted is accurate to order n+1, and the
current flowing through the molecule is accurate to order n.
In this way the virtual contact current is guaranteed to vanish
for any n, giving a correct result for the emitter power and
rate of phonon emission. The inconsistence disappears in the
SCBA, but it is not of great concern, since the calculation of
phonon emission rate and current can be considered indepen-
dent.

APPENDIX B

In this appendix we discuss the mechanism of phonon
damping into electron-hole pairs, the most important phonon
decay channel for molecules adsorbed on metallic contacts.
We point out that the computation of such decay is accounted
for within the net emission rate, R,, computed using (13).
This is a quite relevant observation for efficient calculations
because it spares the computation of the phonon self-energy
from the polarization diagram, that should be calculated as
the convolution

i
Iy (@) ==~ f 7,657 (07,67 (0 - w)dw'.
(B1)

The phonon decay rate can be expressed as

1 2 p 1 > <
:q ==z Im{Tr[Hq(wq)]} =- %Tr[l_[q - 1I; 1. (B2)

By developing to lowest order Eq. (B1) we get

which implies, after lengthy integrations,
1 2ho
= T‘lTr[qu(Ep) YAER)]. (B4)

q

In the above expression we have defined the total spectral
function as A(E)=2;A,(E). Because of the Fermi functions
the integrations give a contribution only close to the electro-
chemical potentials of the two contacts. This term includes
all mechanisms of phonon absorptions, both as a result of
tunneling from one contact to the other as well as reflections
at the two molecular interfaces. Such reflections can be also
recovered when computing the rate of phonon absorption
using the virtual contact current, corresponding to real gen-
erations of electron-hole pairs that are assumed to recombine
within the charge reservoirs.
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