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Dynamic configurational anisotropy in nanomagnets
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The angular dependence of ultrafast magnetization dynamics in nanomagnets of square shape was studied by
magneto-optical pump-probe measurements. In agreement with micromagnetic simulations, both the number of
precessional modes and the values of their frequencies were observed to vary as the orientation of the external
magnetic field was rotated in the element plane. We show that the observed behavior cannot be explained by
the angular variation of the static effective magnetic field. Instead, it is found to originate from a new type of
magnetic anisotropy—a dynamic configurational anisotropy, which is due to the variation of the dynamic
effective magnetic field. Although always present, the dynamical anisotropy may dominate in nanoscale mag-
netic elements in which the static configurational anisotropy is suppressed.

DOI: 10.1103/PhysRevB.75.024407

INTRODUCTION

According to Noether’s theorem,! there is a fundamental
connection between the symmetry of a physical system and
the conservation laws governing its behavior. For instance,
time invariance implies that energy is conserved, while trans-
lational invariance implies that linear momentum is con-
served. Invariance with respect to rotation (so-called isot-
ropy) leads to conservation of angular momentum. The spin
and orbital electronic angular momentum are responsible for
the magnetic properties of solids. Consequently any violation
of the invariance with respect to rotation of the magnetiza-
tion direction (called magnetic anisotropy*3) is of crucial
importance for understanding both the fundamental proper-
ties of magnetic systems and their applications, e.g., in mag-
netic data storage technology.

The internal magnetic field in elongated or flattened fer-
romagnetic elements is different when the external magnetic
field is applied along the long and short axes.>* This effect is
sometimes referred to as the shape anisotropy. Generally, the
shape anisotropy is determined by the aspect ratio of the
element and exists irrespective of the uniformity of the mag-
netic configuration. In particular, shape anisotropy occurs in
ellipsoidal magnetic elements in which the internal magnetic
field and hence the magnetization are uniform. However, a
simple calculation shows that the internal magnetic field in
the center of a thin square uniformly magnetized element
would not depend upon the direction of the external mag-
netic field used to align the magnetization within the plane of
the element.

In magnetic nanoelements with a nonellipsoidal shape,
small deviations of the static magnetization from the uni-
formly magnetized state result in a strong anisotropy with a
symmetry that, to a first approximation, corresponds to that
of the shape of the nanoelement.*’ Schabes and Bertram
identified this so-called configurational anisotropy from a
numerical study of the dependence of the magnetic hyster-
esis loop upon the direction of the magnetic field applied to
ferromagnetic nanocubes.* Cowburn et al. studied experi-
mentally the dependence of the total free energy of and the
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average total effective magnetic field in thin nanoelements
upon the direction of a bias magnetic field of constant
magnitude®’ They showed that the effective magnetic field
due to the configurational anisotropy could have a magnitude
of a few hundred Oersteds in the center of a magnetic nano-
element and so could easily dominate its static magnetic
properties.

The manifestations of the configurational anisotropy in
the magnetization dynamics of magnetic elements were dis-
cussed further in a series of recent publications by different
groups. Chérif et al. observed a difference between spin
wave frequencies within the Brillouin light scattering (BLS)
spectra measured with the bias magnetic field applied paral-
lel to the edge and to the diagonal of rectangular elements.®"
The effect of the shape and configurational anisotropies upon
the ferromagnetic resonance (FMR) mode was studied by
Zhai et al.'® and more recently by Pardavi-Horvath et al.!!
The spatial character of the anisotropic magnetization dy-
namics in micron sized square magnetic elements was di-
rectly studied by time resolved scanning Kerr microscopy
(TRSKM) by Barman et al.'>!3 In addition to the fourfold
variation of the frequency of the uniform precessional mode,
they found that the spatial character of magnetostatic modes
of finite wave number depends sensitively upon the direction
of the bias magnetic field, and the dephasing of the modes
leads to an anisotropic apparent damping of the precessional
signal.

In contrast to the isolated element anisotropy discussed
above, which can be referred to as an intrinsic configura-
tional anisotropy, the effective magnetic field inside an ele-
ment within an array can also contain an anisotropic contri-
bution due to the stray field from the neighboring
elements.'®20 This anisotropy is mediated by the magneti-
cally unsaturated regions situated near the edges of the
elements,'® and can be referred to as an extrinsic configura-
tional anisotropy.

The anisotropic variation of the high frequency magneti-
zation dynamics observed in Refs. 8—20 could be explained
by an anisotropic modification of the static effective mag-
netic field in the magnetic element either due to the configu-
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ration of the static magnetization or due to the static stray
field from the neighbors. However, Cowburn et al. found that
the static configurational anisotropy essentially vanishes in
squares of thickness equal to or smaller than 3 nm and of a
size equal to or smaller than 200 nm.” Here, we report an
angular variation of the precessional mode frequencies of a
square magnetic nanoelement of similar size and thickness.
The variation of frequency with bias field orientation is gov-
erned in this regime by the variation of both the static and
dynamic magnetization configuration and the associated dy-
namic effective magnetic field. There is therefore a dynamic
configurational anisotropy. The anisotropy is intrinsic and
originates from the anisotropy of the magnetodipole interac-
tion, which has also been known to govern the dispersion of
magnetostatic modes in uniformly magnetized magnetic
slabs?’ and in magnetic stripes with nonuniform
magnetization.??

Specifically, we study the magnetization dynamics in a
4X 4 um? array of 220X220X2.5 nm® square ferromag-
netic elements®>?* with a 95 nm edge-to-edge separation by
means of magneto-optical pump-probe measurements and
micromagnetic simulations. The angular variation of the
magnetization dynamics in elements of a different size, e.g.,
those in Refs. 23 and 24, will in general be governed by a
competition of dynamic and static configurational anisotro-
pies. The time dependent response of the out-of-plane com-
ponent of the magnetization to a pulsed magnetic field was
measured via the polar Kerr effect by focusing a time de-
layed optical probe pulse to a submicron spot in the center of
the array. The size of an individual element was smaller than
the spatial resolution of the experiment. Therefore, numerical
simulations performed with the Object Oriented Micromag-
netic Framework (OOMMEF) (Ref. 25) were used instead to
reproduce the observed variations in the mode frequencies,
and, once the agreement between the experiment and the
simulations was established, to map the spatial distributions
of the out-of-plane component of the dynamic magnetization
and to calculate the associated effective fields.2® The details
of the experimental setup, the magnetic parameters of the
sample, and the methodology of the micromagnetic simula-
tions can be found in Refs. 23, 24, and 26.

EXPERIMENTAL AND NUMERICAL RESULTS

The measured time resolved (TR) Kerr signals and their
fast Fourier transform (FFT) spectra are presented in Figs. 1
and 2 for different values and orientations of the bias mag-
netic field. In Fig. 1, when the field is applied parallel to an
element edge, the FFT spectrum contains two modes. In Ref.
24, the higher and the lower frequency modes were found to
be associated with the central area of the element (“center
mode”) and the element edges perpendicular to the field di-
rection (“edge mode”), respectively. The edge mode FFT
peaks are noticeably broader than those of the center mode,
which was interpreted in Ref. 24 in terms of the increased
influence of the edge roughness. For the field applied parallel
to a diagonal of the element, the FFT spectrum contains only
one mode at a frequency that is similar to but slightly smaller
than that of the center mode observed when the field was
applied parallel to an edge.
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FIG. 1. (Color online) TR Kerr signals (left panels) and their
FFT spectra (right panels) obtained for different values of the bias
magnetic field are shown for the field applied parallel to the edge
(upper panels) and diagonal (lower panels) of the element. In each
panel, curves from top to bottom correspond to bias field values of
1000, 772, 589, 405, and 267 Oe, respectively. The vertical dashes
show the frequencies of the modes obtained from the micromag-
netic simulations.

In order to elucidate how the transition between the “two
mode” and “single mode” regimes occurs, measurements
were performed as a bias field of fixed value (589 Oe) was
rotated through 360° in steps of 15°. The results are shown in
Fig. 2. In the FFT spectra obtained with the field aligned 15°
from the element edges, a strong peak was observed at a
frequency somewhere in between those of the edge and cen-
ter modes observed with the field parallel to an edge. A
smaller, less distinct peak was also sometimes observed at a
frequency higher than that of the center mode observed with
the field parallel to an edge. In the FFT spectra obtained for
field directions 15° from an element diagonal, a single peak
was observed at a frequency similar to that of the mode
observed with the field parallel to a diagonal.

In order to understand the observed behavior, we simu-
lated the magnetization dynamics within both an isolated el-
ement and a model array of 3 X3 identical elements so that
the center element of the array had the same neighborhood as
in the experiment. The simulations were performed with the
parameter values determined experimentally in Ref. 23 and
used in the simulations of Ref. 24. In order to avoid numeri-
cal artifacts due to the presence of sharp edges,?”-?® the shape
of the element was derived from a scanning electron micro-
scope image of the array. The static state at each bias field
value and orientation was prepared by allowing the magne-
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tization to relax from a uniform state. These static states
were then used as the initial configuration in two kinds of
dynamical simulation. In the first, the sample was excited by
an out-of-plane pulsed field.?* In the second, a small har-
monic out-of-plane field was applied with frequency corre-
sponding to one of the modes identified from the response to
the pulsed excitation.!8-26

As indicated in Fig. 1 and 2, the simulations for the model
array with a pulsed magnetic field reproduced well the ex-
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perimentally observed variation of the mode frequencies
with the value and orientation of the bias magnetic field.
Figure 3 compares the FFT spectra calculated from the out-
of-plane component of the dynamic magnetization averaged
over the volume of the isolated element, and of the same
element situated in the center of the model array in response
to the pulsed excitation. The two simulations were in excel-
lent agreement for all bias field orientations, except for a tiny
difference of the edge mode frequency. Therefore we can

FIG. 3. (Color online) Simulated FFT spectra
of the out-of-plane component of the average dy-
namic magnetization of the center element in a
3 X 3 array (solid line) and of an isolated element
(symbols) in response to a pulsed magnetic field
are shown for four different orientations of a bias
field of 589 Oe. The dynamic configurations of
the magnetization within an isolated element sub-
ject to a harmonic magnetic field at a frequency
corresponding to the FFT peak marked by the
arrow are shown in the images in the right col-
umn. White and black correspond to the positive
and negative values of the dynamic out-of-plane
component of magnetization, respectively. The
arrows and the dashed lines in the images repre-
sent the directions of the bias field and of the

effective wave vector, respectively.
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FIG. 4. (Color online) The dependence of the calculated mode
frequencies (a) and of the total effective field averaged over differ-
ent regions of the sample (b) upon the orientation of the bias mag-
netic field is shown. The inset shows the center (1) and edge (2)
regions of the sample over which the averaging was performed.

neglect effects associated with the extrinsic configurational
anisotropy in the present discussion. The images of the dy-
namic magnetization within the individual element in re-
sponse to the harmonic excitation are shown in Fig. 3 as the
bias field is rotated between the directions parallel to the
edge and to the diagonal of the element.

The mode frequencies calculated from the simulations for
the isolated element are plotted in Fig. 4(a) for different ori-
entations of the bias magnetic field, while Fig. 4(b) shows
the corresponding values of the static effective field averaged
over the center and edge regions of the element, as well as
the entire element. As expected from Ref. 5, because of the
large aspect (size-to-thickness) ratio, the variation of the
static effective field with the applied field angle due to the
static configurational anisotropy (<70 Oe) is too small, on
its own, to explain the observed variation of the frequency of

PHYSICAL REVIEW B 75, 024407 (2007)

the lowest lying mode (>2.5 GHz). Indeed, one can estimate
from Fig. 1 that such a frequency change requires a field
change of about 250 Oe. In additional simulations, the mag-
nitude of the applied field for the different orientations was
slightly adjusted (by less than 16 Oe) so that the value of the
average static effective field was the same in each case. This
resulted in a modification of the mode frequencies by less
than 0.1 GHz. Therefore we conclude that the observed ef-
fects must be due to dynamic rather than static configura-
tional anisotropy.

DISCUSSION

If the Hamiltonian describing a magnetic element is time
invariant, the energy of small perturbations to the ground
state (magnons) is conserved in the absence of the magnetic
damping. The spin wave mode frequencies f then represent
“good” quantum numbers, and can be obtained by solving
the following eigenvalue problem, derived from the linear-
ized Landau-Lifshitz equation®’

2mfmyr) = - fmy(r) X Hg(H,M(H,1))]
- AM(H,r) X hE(m;“(r))Js (1)

where M and Hg, are the static magnetization and static total
effective field, vy is the gyromagnetic ratio, and r is the spa-
tial coordinate. The angular variation of Hg at a specific
location is responsible for the static configurational aniso-
tropy. The dynamic effective field hg is related to the dy-
namic magnetization my for a particular mode by a linear
integrodifferential operator,?? and is responsible for the dy-
namic configurational anisotropy.

The translational invariance of the system is broken in
both in-plane directions due to the nonuniform static effec-
tive field and magnetization.>*? Hence, it is impossible to
ascribe a constant wave vector (momentum) to a particular
mode. Moreover, a coordinate dependent wave vector, such
as that introduced in Ref. 22 for a long stripe, is inappropri-
ate here because it is impossible to assign a direction to the
wave vector. However, in order to gain some insight into the
mechanisms that underlie the observed variations in fre-
quency, it is useful to make comparison with the dispersion
of dipolar-exchange spin waves excited within a continuous
ultrathin film i.e., in a system with translational invariance
for which the in-plane wave vector is well defined. Neglect-
ing any in-plane anisotropy, the frequency of the spin wave
modes depends upon the angle ¢ between the in-plane wave
vector ([k|=k=2m/\) and the static magnetization as*

2A 2A kd
27f(p) = y\/<H+ Ekz +27Mkd sin® <p> lH+ sz +477M(1 - ?ﬂ , (2)

where A is the exchange constant and M is the saturation magnetization. Let us now introduce an effective “wave vector
direction” as shown in Fig. 3. This direction appears to lie parallel to the field when the field is applied along the edge of the
element, but seems to be strongly rotated from the direction of the field when the field is applied at 15° from the edge.
Equation (2) shows that the dynamic dipolar interaction influences the frequency through both the magnitude of the wave
vector (in the terms containing kd) and its direction ¢ with respect to the static magnetization, while the exchange interaction
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influences the frequency only through the magnitude of the
wave vector. Using the parameter values stated previously,
Eq. (2) can easily account for the observed frequency varia-
tion if ¢ and k are allowed to vary by about 15° and 10 %
respectively as the orientation of the applied field is varied.

The arguments presented in the previous paragraph may
allow us to explain qualitatively the dynamic configurational
anisotropy in terms of the dispersion of dipolar-exchange
spin waves. A more rigorous analysis requires Eq. (1) to be
solved in terms of a more appropriate set of
eigenfunctions.”?3! However, the solution should also take
into account the transition of the mode character from “edge”
to “center” observed in Fig. 3 as the orientation of the bias
field is changed. As the modes span different areas of the
element, they also “see” different static effective magnetic
fields and hence different contributions from the static con-
figurational anisotropy, as indicated in Fig. 4. However, the
frequency of the lowest mode changes only slightly at the
mode crossover from the edge to center character observed at
the field orientations of 30° and 45°. This suggests that, in
the present case, changes in the effective wave vector drive
the variation in frequency of the lowest lying mode as the
orientation of the static field is changed. Although the re-
gions over which the static field is averaged in Fig. 4 provide
only a crude approximation of the regions of confinement of
the edge and center modes, they give a good qualitative ac-
count of the small variation of the static effective field. A
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rigorous analytical theory of the observed phenomena has
yet to be developed and is beyond the scope of this experi-
mental paper.

CONCLUSIONS

In summary, the resonant modes of a square shaped mag-
netic nanoelement have been studied experimentally and nu-
merically. Both the number of modes and their frequencies
were observed to vary as the orientation of the external mag-
netic field was rotated in the plane of the element. We have
shown that the observed variation cannot be explained by
either the effect of the extrinsic configurational anisotropy or
the static intrinsic configurational anisotropy, but is instead
due to the variation of the dynamic effective field—a dy-
namic intrinsic configurational anisotropy. This new aniso-
tropy can dominate the ultrafast magnetization dynamics of
ultrathin nanomagnets for which the static intrinsic configu-
rational anisotropy is of minor importance.
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