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The kinetics of crystallization from the melt is investigated for hcp Mg employing molecular dynamics
simulations based on a recently developed embedded-atom-method interatomic potential. The interface mobil-
ity ���, defined as the constant of proportionality between interface velocity and undercooling, is calculated for

the three high-symmetry orientations �0001�, �101̄0�, and �112̄0�. The magnitudes of the interface mobilities
are found to lie in the range of 40–80 cm/s /K. The mobilities �101̄0 and �112̄0 are found to be of comparable
magnitude and approximately 1.7 times larger than �0001. The calculated dependence of � on interface normal
is discussed within the framework of the kinetic density-functional theory �DFT� formulation of Mikheev and
Chernov.
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At the high crystallization rates characteristic of rapid-
solidification conditions, the magnitude and anisotropy of the
interface mobility ���, defined as the constant of proportion-
ality between isothermal growth velocity and undercooling,
can play a dominant role in governing the selection of
growth morphologies and dendrite tip velocities, as demon-
strated in recent phase-field simulations of rapid solidifica-
tion in Ni.1 Quantitative modeling of dendritic solidification
under rapid-solidification conditions is hindered by the sig-
nificant challenges associated with direct experimental mea-
surements of � and the associated lack of measured values
available for this parameter.2,3 In the absence of experimental
data, the most detailed information underlying the current
theoretical understanding of crystal-melt interface mobilities
has been derived from atomic-scale molecular dynamics
�MD� and Monte Carlo �MC� simulations.4–21

In 1986, Broughton, Gilmer, and Jackson presented the
first MD simulation of isothermal crystallization in the
Lennard-Jones �LJ� system.4 Since this pioneering work, nu-
merous computer-simulation studies of crystallization kinet-
ics have been performed on a variety of elemental systems
with fcc and bcc crystal structures.4–21 These simulations
have provided important insights into the atomic-scale pro-
cesses underlying crystallization kinetics in systems with
molecularly rough interfaces. Specifically, it was noted by
Broughton, Gilmer, and Jackson, that crystallization kinetics
for the pure LJ system is governed not by diffusive time
scales, but rather by the frequency of adatom collisions with
the crystal-growth surface. These results are consistent with
observations of Turnbull and co-workers22,23 who first re-
ferred to the crystallization kinetics of elemental metals as
being “collision limited.” Another important contribution
from MD simulation studies was the discovery of an appre-
ciable crystalline anisotropy in the interface mobility of el-
emental fcc-forming systems. For the LJ system, Burke et al.
found that �100� is the fastest growth direction and the mo-
bility for this orientation is two to three times larger than that
corresponding to the �111� interface normals.5 Comparable

anisotropy in the interface mobility has been derived in more
recent simulations for the low-index �100�, �110�, and �111�
interfaces in the LJ system11 as well as the fcc-forming met-
als Ni, Ag, Au, Cu, and fcc-Fe.12,14,15,19,20 For each of these
systems the fastest and slowest growth rates in MD are found
for �100� and �111� interface orientations, respectively, and
the calculated kinetic anisotropies span the range �100/�110
around 1.4–1.8 and �100/�111 around 2.0–3.6. Recently MD
simulations have been extended in studies of crystallization
kinetics for a few bcc-forming metals, where it was found
that, relative to fcc-forming systems, the nature of the kinetic
anisotropies are less universal and more dependent on the
details of the interatomic potential. Specifically, Sun et al.19

reported that the mobility anisotropy in bcc Fe is similar to
that obtained by MD for fcc metals, namely �100��110
��111, while for molybdenum, Hoyt, Asta, and Sun21 found
that � in the �110� direction is larger than that for �100� or
�111�, whereas for vanadium calculated mobilities were
isotropic within statistical uncertainty.21

Despite the significant technological interest in hexagonal
metals such as Mg, Cd, and Zn, the properties of crystal-melt
interface for systems which solidify into hexagonal-close-
packed �hcp� crystal structures have been far less investi-
gated. Specifically, we are unaware of any work to date re-
porting results for isothermal crystallization kinetics in hcp
systems. In the present work we have undertaken a MD
simulation study to compute the interface mobility of hcp
Mg using a recently developed embedded-atom-method
�EAM� interatomic potential.24 In the remainder of this Brief
Report we will summarize the computational details of our
MD investigations, after which crystal-melt interface mobili-
ties are presented and discussed in the context of previous
MD results and theoretical models for the crystalline
anisotropy of �.

The simulation results presented in this report are based
on an embedded-atom-method �EAM� interatomic potential
for Mg published recently by Sun et al.24 The potential
was developed by fitting to experimentally measured and
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first-principles-calculated properties for both crystalline and
liquid bulk phases, as well as melting temperatures �TM� for
hcp and metastable-bcc solids. The potential thus represents
an extension of earlier work by Liu et al. who developed an
EAM potential for Mg employing the force-matching
method.25 Compared to this earlier potential, the one pub-
lished by Sun et al. is selected for the present work since the
EAM potential of Liu et al. was reported in Ref. 24 to give
rise to an hcp-bcc transition upon heating at zero pressure,
such that the coexistence between hcp Mg and the liquid
phase at the hcp melting point is metastable. Such metasta-
bility can lead to potential artifacts in simulating melt coex-
istence and crystallization kinetics, and the EAM potential
presented in Ref. 24 is preferred for the current work since it
gives rise to stable coexistence between the hcp crystal and
its melt. Another desirable feature of the potential in Ref. 24
is that, due to the use of the melting temperature in its fitting,
the potential yields melting properties for hcp Mg in very
reasonable agreement with experimental measurements. In
particular, the equilibrium melting temperature, calculated by
MD using a slight modification20 of the coexistence approach
introduced by Morris and co-workers,26–28 was found to be
just 9° below experiment.

Several methods have been proposed for calculating crys-
tallization kinetics and interface mobilities from MD simula-
tions, as reviewed in Refs. 20 and 16. In the present work,
the so-called free solidification technique is employed. The
approach involves measurements of steady-state interface ve-
locities derived in isothermal simulations at constant pres-
sure. Specifically, we make use of simulations employing
NPzAT dynamics, where the total number of atoms �N� is
fixed, the cross-sectional area �A� of the simulation cell par-
allel to the interface is held constant, the length of the
simulation cell perpendicular to the interfaces �Lz� is
dynamic to give zero average normal stress,31,32 and the
temperature is held constant through the use of a Nosè-
Hoover thermostat.29,30 The equations of motion were inte-
grated with a predictor-corrector algorithm with a time step
of 0.002 ps.

To derive interface mobilities we compute the relationship
between the steady-state interface velocity and the under-
cooling from MD simulations performed as above. For each
undercooling, three separate solid-liquid starting configura-
tions were generated from snapshots of solid-liquid coexist-
ence simulations performed at the equilibirum melting point.
To ensure uncorrelated initial states, the configurations were
selected at 50-ps intervals and subsequently equilibrated for
an additional 100 ps. The initial system contained 20% crys-
tal �liquid� for the crystalizing �melting� runs. The total run
time for each undercooling or orientation was around
0.6–1.2 ns. The interfacial mobility was calculated for three
high-symmetry orientations of hcp Mg. In the standard four-
index system for a hexagonal crystal, the three orientations

studied were �0001�, �101̄0�, and �112̄0�. For all the orienta-
tions, the simulation cell is built according to the lattice con-
stant of the crystal at the melting temperature. The size par-
allel to the interface is about 30�30 Å for all orientations;
these cross-sectional dimensions were chosen based on the
zero-stress bulk lattice constant of the crystal, and were held

fixed during the simulations to avoid stress in the crystal due
to the interface. Each system contained roughly 10 000 at-
oms.

Figure 1 plots the volume of the MD simulation cell as a
function of time, for a representative free-solidification simu-
lation, performed at an undercooling of about 10 K for the
�0001� orientation of the solid-liquid interface. As the system
solidifies, the total volume of the simulation cell decreases
due to the increasing volume-fraction of the higher-density
solid phase. In the figure, the thin solid lines represent results
derived from three independent starting configurations, and
the solid line represents an average over the three runs. One
can see that the system undergoes a transient behavior for an
initial period of approximately 200 ps, before steady-state
growth is established. The general behavior is consistent
with results obtained in previous studies19–21 on a variety of
EAM systems. From the results plotted in Fig. 1, and a
knowledge of the volume difference between bulk solid and
liquid phases, the interface velocity V can be readily
extracted.20

Figure 2 shows the crystal-melt-interface velocity �V� vs
undercooling �overheating� for Mg, as determined from the
free solidification MD simulations described above. Data for
a total of six temperatures, three above and three below TM,
are plotted for each of the three growth directions �0001�,
�101̄0�, and �112̄0�. The open symbols represent the values
of V averaged over the three independent runs for each un-
dercooling. The error bars denote estimated uncertainties
�standard statistical errors� in the mean value of V obtained
from the variance of the interface velocities derived sepa-
rately from each of the three independent simulations for a
given temperature. The solid lines in Fig. 2 represent linear
least-squares fits to the velocity-undercooling relations for
each of the three orientations. In Fig. 2, one can see that the

velocity-undercooling relations for the �101̄0� and �112̄0�
orientations are nearly equivalent �within statistical uncer-
tainties�, while the velocities for the �0001� interface are
clearly smaller in magnitude. For each orientation, the simu-
lation data is modeled well by a linear relation between V

FIG. 1. The volume as a function of time during a free solidifi-

cation simulation for a �101̄0� oriented interface with 12 000 par-
ticles. The thin lines represent results from three independent runs,
while the thick line is the average.
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and undercooling. From the slopes of the least-squares-fitted
lines, we obtain the values of � listed in Table I.

As shown in Table I, an anisotropy of ��101̄0����112̄0�
���0001� for hcp Mg is obtained in the present work. Since
fcc and hcp share many similarities in their structure, it is
interesting to compare the anisotropy in mobility for an hcp
crystal with that of fcc. First, the in-plane structure and
atomic density of hcp �0001� is the same as that for fcc �111�,
and both orientations have similar layer spacing. Interest-
ingly, both hcp �0001� and fcc �111� have the smallest �
compared with other high symmetry orientations. Similarly,

the in-plane atomic structure of hcp �101̄0� is qualitatively
comparable to fcc �110� and the ratio �101̄0 /�0001 for hcp Mg
is about 1.7 from the current calculations, which is very
similar to the value of �110/�111 in a fcc system �about 1.4–
2.0 for different systems�. The similarity between the hcp
and fcc anisotropy implies a strong correlation between �
and interface structure, a correlation which is also reflected
in Mikheev-Chernov model for �,33,34 as discussed below.

In 1991, Mikheev and Chernov developed a kinetic
density-functional theory for isothermal crystallization
rates in systems with molecularly rough solid-liquid
interfaces.33,34 Previous MD calculations for fcc-based sys-
tems have yielded mobility anisotropies which are compa-
rable to those predicted by the Mikheev-Chernov model, as
discussed in Refs. 19 and 20. Here we will examine the
nature of the anisotropies of � derived by MD for Mg by
extending the Mikheev-Chernov model to the hcp case.

To derive an analytical expression for �, Mikheev-
Chernov expressed the number density in a heterogeneous

solid-liquid system in terms of “density waves,” i.e., Fourier
density modes constructed from the reciprocal-lattice vectors
of the underlying crystal, with amplitudes that vary spatially
across the interface. Isothermal crystallization velocities are
then derived by considering the growth rates of the ampli-
tudes of these Fourier modes. The resulting MC expression
for the kinetic coefficient is given by

� =
L

kBTm
2

S�G1��b

��G1��
N1

1/cos���
, �1�

where S�k� is the liquid structure factor and k=G1 refers to
the first main peak position. The bulk correlation length in
the liquid, �b, is given as the inverse half width of the main
peak in S�k�. The relaxation time for density fluctuations in
the bulk liquid is denoted by �. Anisotropy in the Mikheev-
Chernov model is reflected in the summation term appearing
in Eq. �1�. The sum extends over the N1 �equal to 8 for fcc�
first-neighbor reciprocal-lattice vectors and � is the angle
between the reciprocal-lattice vector and the normal to the
solid-liquid interface.

To apply the Mikheev-Chernov model to the case of Mg,
we note that the hcp crystal structure can be constructed from
reciprocal-lattice vectors corresponding to the underlying
hexagonal Bravais lattice. Specifically, if we take as the
translational vectors of the hcp structure:

a1
� = �−

a

2
,−

�3a

2
,0	 ; a2

� = �a,0,0�; a3
� = �0,0,c�

then the corresponding reciprocal-lattice vectors are

b1
� = �0,−

2
�3a

,0	 ; b2
� = �1

a
,−

1
�3a

,0	 ; b3
� = �0,0,

1

c
	 .

The Fourier representation of an hcp crystal structure con-
tains modes with nonzero amplitudes only for those wave
vectors which are linear combinations of the above
reciprocal-lattice vectors. In the Mikheev-Chernov model, it
is assumed that of all the �formally infinite in number� Fou-
rier modes required to construct the time-averaged density in
the crystal, only those with the shortest wave vectors con-
tribute significantly to the interface mobility, since these
modes with k nearest to G1 have the longest relaxation times
in the bulk liquid. Applying the same reasoning to the case of
the hcp crystal structure, it is reasonable to assume that the
motion of the interface will be dominated by the growth rates
of the Fourier modes with wave vectors having magnitudes
lying closest to the first peak in the liquid structure factor.
For hcp there are then six wave vectors to consider in the
Mikheev-Chernov model, namely G= �0,1 ,0�; �0,−1,0�;
� �3

2 ,− 1
2 ,0�; �− �3

2 , 1
2 ,0�; �− �3

2 ,− 1
2 ,0�; � �3

2 , 1
2 ,0�, in units of

2 /�3a. By considering these six G vectors in performing the
sum in the denominator of Eq. �1�, we obtain the following
predictions for the kinetic anisotropy for a hcp crystal-melt
interface: �101̄0 /�0001=1.90 and �112̄0 /�0001=1.73. The
analysis thus predicts �0001 to be the smallest in magnitude,
while �101̄0 and �112̄0 are comparable, in agreement with the
MD results for Mg. Further, the Mikheev-Chernov-model

FIG. 2. Velocity of the crystal-melt interface vs temperature for

Mg in the �0001�, �101̄0�, and �112̄0� directions. The solid lines are
linear-least-squares fits to the data, the slopes of which yield the
value of the interface mobility.

TABLE I. The interfacial mobility ��� in units of cm/s/K for

hcp Mg in the low-index growth directions �0001�, �112̄0�, and

�101̄0�. Error bars denote estimated 95% confidence intervals.

�0001 �101̄0 �112̄0

43.14±3.15 71.32±1.83 78.76±4.83
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predictions for the magnitude of the anisotropy in � between
the close-packed �0001� direction relative to the more open

�101̄0� and �112̄0� orientations are in very reasonable quan-
titative agreement with the MD results yielding �101̄0 /�0001
=1.65±0.13 and �112̄0 /�0001=1.83±0.17. It is also of inter-
est to compare the magnitude of � for the hcp�0001� to that
of fcc�111�, that is, the two close-packed directions. The
Mikheev-Chernov model predicts a ratio of growth rates as

� fcc

�hcp =
Lfcc�Tm

hcp�3/2As
hcp

Lhcp�Tm
fcc�3/2As

fcc , �2�

where As, the anisotropy factor, is given by the summation in
Eq. �1�. Using the result for fcc Ni20 and the present result
for Mg �0001�, we find a ratio of 0.68 which is comparable
to, but roughly 20% higher, than the MD value of 0.56. The
level of agreement between the Mikheev-Chernov model and
the MD results obtained in this work for Mg suggests that the
nature and magnitude of the anisotropies in hcp systems may
be associated with the crystal structure, as has been found in
previous MD studies of fcc-based systems.

In summary, we have presented MD simulations of
crystal-melt interface mobilities in hcp Mg for three high

symmetry orientations �0001�, �101̄0�, and �112̄0�. The re-
sults show that the ��101̄0� and ��112̄0� are very close in mag-
nitude, while �0001 is about 1.7 times smaller relative to the
other two orientations. Interestingly, for both fcc and hcp
systems, the close-packed surfaces, namely fcc�111� and
hcp�0001�, have the lowest growth rate. In addition, the ki-
netic DFT model of Mikheev and Chernov was extended to
the case of hcp crystals and it was found that the kinetic
anisotropies can be semiquantitatively predicted by the
model.
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