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We report density-functional calculations using the full-potential linearized muffin-tin orbital method on
early first row transition-metal-doped silicon carbide in cubic �3C� and hexagonal �4H� polytypes. The tran-
sition energy levels in the gap for Ti, V, and Cr are compared with the available deep level transient spectros-
copy and photoluminescence experiments. Our calculation shows that the Ti impurity is active for 4H but not
for 3C, while V and Cr impurities are active for both polytypes. The magnetic interactions are very different for
Cr and Mn. Cr shows a very local exchange interaction that decays rapidly after second nearest neighbors,
which is similar for different polytypes and different sites. The exchange interaction for Mn is quite long range
and is very sensitive to the location of the Mn pairs.
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I. INTRODUCTION

Silicon carbide is a wide gap semiconductor that has
strong potential applications in high-power and high-
temperature devices. It is well known for its polytype struc-
ture that varies from cubic �3C� to wurtzite �2H�. The most
popularly used are the 4H and 6H polytypes. Early transition
metals �TMs�, such as titanium, vanadium, and chromium,
are common impurities in crystalline SiC grown by the Lely
technique and have been thoroughly studied by various ex-
perimental methods.1–8 While impurity related traps are often
undesirable, they can also be introduced intentionally to cre-
ate semi-insulating material. The study of the electronic
structures of such defects is important for understanding the
nature of the defect levels and so for the design of SiC
devices.9–12,15,16

The TM impurity levels depend in principle on the poly-
type and the site �Si or C and possibly cubic or hexagonal
site� on which they substitute. For Ti, two levels were ob-
served by deep level transient spectroscopy �DLTS� and
found to be very close to the conduction-band minimum
�CBM�. Actually, DLTS found that the Ti acceptor levels are
active for 4H SiC but not active for any other polytypes. This
places the acceptor level at about 0.15 eV below the 4H
CBM.4,17 However, photoluminescence �PL� found this level
to be active for 4H, 6H, and 15R but not for 21R and
3C.18–20 This places this level at about 0.4 eV below the 4H
CBM. It is generally accepted that the lower defect level
observed by PL is due to the strongly bound exciton effect.

Many experiments have been conducted for V in 4H SiC
inspired by the fact that V is amphoteric and it can compen-
sate the intrinsic donor and acceptor defects and make semi-
insulating SiC samples.21,22 Both the donor and acceptor lev-
els of V are deep in the gap.23–26 They are active for all
polytypes. The DLTS measurements found the acceptor level
at about 0.97 eV below the 4H CBM and the donor level at
1.97 eV below the 4H CBM state. Cr is also amphoteric and
is a possible alternative for V in fabricating semi-insulating
SiC. DLTS found two acceptor levels in 4H SiC. One is at
0.15 eV and the other at 0.74 eV below the 4H CBM.17,27

Recently, because of their potential applications in spin-
tronic devices,28,29 interest has grown in the magnetic prop-

erties of TM dopants in various semiconductors and their
ability to behave as a dilute magnetic semiconductor
�DMS�.30 The main focus has been on III-V host
semiconductors31–34 because divalent TMs such as Mn and
Cr substituting on group-III sites act as acceptors and can
thus induce hole mediated ferromagnetism. Currently the ap-
plication is limited by the below room-temperature Curie
temperature of most III-V DMSs. A mean-field theory by
Dietl and co-workers35,36 predicted that the semiconductors
with light atoms might create stronger magnetic coupling
and might be good candidates for room-temperature DMSs.
A great amount of experiments have been done for GaN,
ZnO, etc. One can also expect the TM doped group-IV semi-
conductors to be good DMSs because TMs are also acceptors
in these hosts. Many studies have been done for III-V and
group-IV DMSs,37–44 however, very few are for SiC,11–15,45

and none of these works considered the effect of the poly-
type. In the second part of this work, we study the magnetic
properties of Cr and Mn doped 3C and 4H SiC and discuss
how the defect levels and the nature of the defect states will
affect the magnetic properties.

II. METHODOLOGY

The calculations are based on the Kohn-Sham density-
functional theory in the local-density approximation
�LDA�.46,47 The von Barth-Hedin parametrization48 is used
for the exchange and correlation energy and potential. Super-
cells with 64 atoms and 72 atoms are used for simulating TM
in 3C and 4H SiC polytypes. The corresponding distances
between the image impurities are 8.72 and 9.25 Å, respec-
tively. We used a 4�4�4 k-mesh for the structural relax-
ation of 3C cells. For 4H cells, we use 2�2�2 k-mesh for
the relaxation but the final total energies for the optimized
structures were performed using a 4�4�4 k-mesh. For
charged defect states, a uniform neutralizing background is
added and a correction is applied for the spurious Madelung
energy of an array of point charges in interaction with the
background49 according to the simple procedure suggested
by Blöchl.50 We caution that this correction may be slightly
overestimated which would tend to make donor levels too

PHYSICAL REVIEW B 74, 235218 �2006�

1098-0121/2006/74�23�/235218�10� ©2006 The American Physical Society235218-1

http://dx.doi.org/10.1103/PhysRevB.74.235218


deep below the CBM and the acceptor levels too far above
the VBM. Because the defect levels in the gap are primarily
localized on the TM d states which are localized, no band-
gap shifts are applied to them while we add a gap correction
to the conduction-band minimum in displaying the transition
energy diagrams.

The calculations are performed using a full potential lin-
earized muffin-tin orbital method51 �FP-LMTO� which per-
mits analytic calculation of the forces. This method uses a
smart and highly efficient basis set consisting of augmented
smoothed Hankel function52 times spherical harmonics cen-
tered on the atomic sites. While a muffin-tin approximation
is used for the construction of the basis set, the actual all-
electron potential and charge density have no shape approxi-
mation. The careful choice of smoothing radii and Hankel
function energies allows one to use a minimal basis set with
at most two functions per angular momentum. As a calibra-
tion of the accuracy of the method, we mention that the
energy differences between SiC polytypes are reproduced
with an accuracy of one-tenth of a meV with a single basis
function for s, p, and d angular momenta compared to more
extensive basis sets.53 For transition metals, we added a sec-
ond basis function for s, p, and d angular momentum
channels.54

III. RESULTS

A. Defect levels

The formation energy of TM defects in various charged
states are calculated as follows:

�Hf�TM�
q� = E�SiC:TM�

q� − E�SiC� + �Si

− �TM + qEVBM + qEF. �1�

The chemical potentials here are relative to the atomic val-
ues, meaning that the energies of the free atoms have already
been subtracted from the supercell total energies. The chemi-
cal potential of Si varies from the chemical potential of bulk
Si, �Si

b , equal to the cohesive energy of bulk Si per atom,
under Si-rich condition to �Si

b +�Hf�SiC� under C-rich con-
dition, with �Hf�SiC�=−0.65 eV �Ref. 15� the energy for
formation of SiC from its elements in their bulk state. For the
TM, we use the bulk cohesive energy in the elemental metal
as chemical potential, which means we consider the system
to be in equilibrium with the bulk TM. This is an upper limit
for this chemical potential. The last two terms are the con-
tribution from the electron chemical potential �e=EVBM
+EF. EVBM is the energy of the valence-band maximum
�VBM�. The latter is given relative to the average electro-
static potential and is determined by aligning the local po-
tential on an atom far away from the defect in the supercell
with that of a corresponding bulk atom in the pure material.
EF is the Fermi energy relative the VBM. According to the
doping, the Fermi level can change from 0 at the VBM to Eg
at the CBM, in which Eg is the band gap. The crossing of the
formation energy lines as function of EF for different charge
states gives the defect transition state energy levels. We note
that the transition energies do not depend on the chemical
potential of Si or the TM. The values for the formation en-

ergies presented below correspond all to the Si-poor condi-
tion, and TM-rich situation which is the most optimal choice
for TM substitution.

Figure 1 shows the formation energies for Ti in 3C and in
4H SiC. The formation energy for neutral Ti is about 1.5 eV
and there is no significant difference between 3C and 4H nor
between the cubic and hexagonal layers in 4H SiC. This
indicates that from the energetic point of view, Ti will go
equally to both layers in 4H. The the transition energies are
similar for 3C and 4H SiC. The 0/� level occurs at 2.47 eV
for 3C and 2.70 eV for 4H. The −/2− level is 3.01 eV for
3C and 3.47 and 3.35 eV for cubic and hexagonal layers in
4H. The small differences between 3C and 4H are probably
mostly due to systematic differences between the 3C and 4H
calculations: since the supercell shapes and sizes are differ-
ent for 3C and 4H calculations, the corresponding Blöchl
corrections are slightly different.50 We thus refrain from at-
taching physical significance to these differences. Although
the 0/� states are close for 3C and 4H SiC, the band gap of
3C is about 1 eV smaller than 4H. The 0/� state lies slightly
above the CBM of 3C but 0.3 eV below the CBM of 4H thus
making Ti electrically inactive in 3C but active in 4H. Note
that we can still calculate the negative charge state even if it
lies slightly above the conduction-band minimum because of
our finite k-point sampling with a mesh displaced from �,
which avoids the actual conduction-band minima, which in
the supercell are folded onto �. Similar remarks apply to the
positive charge states. The �/0 and ��/0 transition states
are found to be below the valence-band maximum, which
means that they do not actually exist as transition states in
the gap.

Figure 2 shows the position of the defect transition ener-
gies for Ti, V, and Cr in 4H cubic and hexagonal layers. The
levels for TMs in 3C are not shown. They are close to those
in 4H except the band gap is now placed at 2.42 eV instead
of 3.23 eV.

FIG. 1. �Color online� Formation energy of Ti substitution at Si
site in 3C and 4H SiC. Five different charged states, including +2,
+1, 0, −1, −2, are shown. The two right panels are for Ti in cubic
and hexagonal layers in 4H SiC. The energy window extends to
3.23, which equals the band gap of 4H SiC. The vertical dashed line
in the left panel indicates the 3C SiC band gap. The �0/�� and the
��/��� transitions for 3C SiC cannot happen because the cross of
the lines is higher than the CBM of 3C. However, we keep them in
the figure to make a comparison with those for 4H SiC.
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Figure 2 shows that Ti has one level in the gap, V has two
levels, whereas Cr and Mn have each three levels in the gap.
Except for Ti, the other three TMs can act both as donor and
acceptor depending on the position of the Fermi level. To
understand the defect transition levels, it is useful to examine
the single-particle energy levels obtained from the solution
of the Kohn-Sham Schrödinger equation, which is most eas-
ily done by plotting the partial densities of states �PDOS�.
For the purpose of displaying these levels, we chose to cal-
culate them for the neutral charge state and the correspond-
ing geometry. Thus the one-electron levels shown do not
include the effect of the Coulomb repulsion nor the associ-
ated change in geometry relaxation resulting from putting
more than one electron in the same degeneratre one-electron
level. Nevertheless, the PDOS is useful to identify the major
features of the one-electron spectrum and to clarify the origin
of the levels in the gap.

Figure 3 shows the PDOS of TMs in 3C SiC. The reason
why we use the PDOS for 3C SiC here is that it allows a
straightforward identification of e-like spherical harmonics
�dx2−y2, d3z2−r2� and t2-like �dxy, dxz, dyz� spherical harmonics
with x, y, and z along the cubic axes. For 4H, the Td sym-

metry is broken and one would have to rotate the spherical
harmonics locally in each tetrahedron to correspond to those
in the cubic case. The states, nevertheless, would still ap-
proximately have e and t2 character and the discussion of
local bonding would stay the same. In fact, the plots of
l-resolved PDOS for 4H and 3C are very similar. The d
states of the TM splits into e and t2 symmetry states in a
tetrahedral environment. The t2 states can couple with the
surrounding dangling bonds because the latter also form t2
symmetry combinations. Since TM d states are higher in
energy than the surrounding C dangling bond states, the
bonding states of t2 are mainly C p states while the antibond-
ing states are mainly TM t2 d states. Besides the filling of the
levels, several trends are important to understand the features
of the single-particle levels. First, from Ti to Mn, the average
d state levels go down relative to the C states. Second, due to
the stronger d to dangling-bond coupling, the splitting be-
comes larger from Ti to Mn. Last, the spin splitting becomes
larger with the number of d electrons. When Ti substitutes
for Si in SiC, the bonding t2 states are completely filled,
leaving the e states in the gap. The VBM states are mainly C
states. Therefore the position of the corresponding acceptor
level is determined by the relative position of the Ti d states
and C states. Ti has a very high acceptor level because Ti is
at the start of the TM series.

Table I shows the actual position of the transition levels in
the gap. For Ti substitution, there is only one state in the gap
and it is very close to the CBM. However, the position of the
state is slightly different for a cubic layer and a hexagonal
layer. The DLTS found the split levels to be at 0.16 and
0.12 eV below the CBM. However, our calculations show
these levels at 0.53 and 0.46 eV below the CBM. Although
we get the correct sequence for the levels of cubic and hex-
agonal substitutions, our values are about 0.35 eV lower than
the DLTS values. Actually these values are closer to the PL
results. The three possible sources of errors in the calculation
are �i� the geometry relaxation, �ii� the Makov-Payne correc-
tion, and �iii� the upward shift of the CBM for correcting the
LDA band gap. The geometry relaxation should be reliable
for LDA calculations. The neutral state has fully filled bond-
ing t2 levels and empty e levels. Therefore one does not
expect any Jahn-Teller symmetry breaking. The negative
charged state has one e level occupied and the other empty.
Therefore a symmetry breaking will lower the electron en-
ergy. However, the calculations show that the effect is small.
Furthermore, this effect should tend to lower the energy of
negative charged state and thus push the acceptor level even
deeper in the gap.

It is commonly known that the Makov-Payne �MP� cor-
rection overestimates the image charge effect since the defect
charges are not point charges. Therefore the MP correction
will push the charged state energy higher. However, this er-
ror is considered small for singly charged states. In any case,
a more complete correction for the image charge artefacts
should lower the energy of the charged state and therefore
lower the energy of the acceptor level. Thus it also goes in
the wrong direction and would increase the discrepancy be-
tween the calculation and the DLTS results.

The last source of error comes from the gap correction.
Following usual practice for deep levels, the LDA gap un-

FIG. 2. Early TM defect transition energies at substitutional Si
site in 4H SiC. Left panel shows such levels in the cubic layers and
right panel shows those in the hexagonal layers. Above each level is
indicated the spin state that occurs above this level.

FIG. 3. �Color online� PDOS of neutral charged state of TM at
Si site in 3C SiC. The Fermi level is set at 0. Black solid line: t2;
red dashed line: e symmetry.
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derestimate is here simply taken into account by shifting the
conduction band up to its experimental value without chang-
ing the transition energies. However, a state close to the
CBM may be expected to have a significant CBM character
to its wave function. In other words, if one would project the
defect wave function onto the perfect crystal states, there
would be a significant overlap or mixing with the CBM.
Consequently, if a shift is applied to the CBM, such shallow
defect states should also be shifted at least partially along
with the CBM. However, it is hard to determine how much
these states should shift with the CBM. This problem can
only be resolved by treating the gap correction and the defect
state at the same footing. The ultimate solution might be to
use quasiparticle calculations using the GW approach.55–57

Unfortunately, this is not yet feasible with current computer
power.

As a first step toward this direction, however, we can
simulate the effect of GW quasiparticle corrections with
shifts of the atomic orbitals primarily involved in the con-
duction band. In 3C SiC, the conduction-band minimum is at
X and experience has shown that these states have a strong
Sis and interstital region component. For instance, in the
atomic sphere approximation �ASA�,58 they have a strong
empty sphere s component.59 By shifting the Si s and empty
sphere s states up in an ASA calculation we can adjust the
minimum band gap of SiC to its experimental value. Now,
applying the same shifts in the case of the Ti impurity shows
that the Ti transition energy shifts up by about 0.6 eV while
the conduction-band minimum itself shifts up by about 1 eV.
This would place the Ti transition energy just above the
conduction-band minimum. However, as noted earlier reduc-
ing the overestimate of the Makov-Payne point-charge cor-
rection would slightly shift them back down. Although the
uncertainties in this approach are too large to determine the
level with the desired accuracy, it gives support to the DLTS
rather than the PL determined level positions.

For V, the e states are half filled in the neutral charge state
and are empty for the positively charged state. The corre-
sponding transition energy is also determined by the relative
position of C states and V d states. However, the level is now
a donor level. The coupling is also stronger than for Ti. The

acceptor level 0/� for V has two electrons filling its e state
and its position in the gap relative to the �/0 level is deter-
mined by the Coulomb repulsion between the two electrons.
The other level that is inside the conduction band is a mixed
e and t2 state. It is also worthwhile to notice that the spin
splitting for e states is about 0.5 eV.

A sketch of transition levels for V substitution is shown in
Fig. 4. The upper and lower shaded areas stand for the va-
lence and the conduction bands of the semiconductor. The
VBM and CBM are not lined up in the sketch, which pre-
sents the fact that 4H SiC is an indirect semiconductor. The
levels at the left side are the transition-metal levels, which
are split into e and t2 states. The levels at the right side are
the dangling bonds of the carbon atoms at the tetrahedron
sites. The four dangling-bond states form one a1 symmetric
state which is deep in the valence band and three t2 symme-
try states, which are shown in the figure. Due to the symme-
try, only t2 d states of the TM will couple with the surround-

TABLE I. The transition energies �in eV� for Ti, V, Cr, and Mn substitute at cubic �k� and hexagonal �h�
layers in 4H SiC. The values are measured from the conduction-band minimum. The experimental works are
DLTS results �Refs. 2, 4, 8, 9, and 27�.

Level 1 Level 2 Level 3

This work Expt. This work Expt. This work Expt.

Ti k 0.53�0/�� 0.16

h 0.46�0/�� 0.12

V k 0.90�0/�� 0.97 1.95��/0� 1.97

h 0.93�0/�� 1.95��/0�
Cr k 0.16�−/2− � 0.15 0.95�0/�� 0.74�0.539� 2.68��/0�

h 0.25�−/2− � 0.18 1.01�0/�� −�0.639� 2.65��/0�
Mn k 0.70�−/2− � 1.38�0/�� 2.20��/0�

h 0.68�−/2− � 1.47�0/�� 2.15��/0�

FIG. 4. �Color online� Sketch of the transition levels in the gap
for V �top� and Cr �bottom� doped SiC. The energy levels shown
include the effects of spin polarization and Coulomb interaction
therefore indicate the transition energies.

M. S. MIAO AND WALTER R. L. LAMBRECHT PHYSICAL REVIEW B 74, 235218 �2006�

235218-4



ing dangling bonds and form bonding and antibonding states.
The bonding states have predominantly C dangling-bond
contributons and are located deep in the valence bands for V
in SiC, while the antibonding states have primarily V d char-
acter. The e states are degenerate and only one is occupied
for V in SiC. The spin splitting is shown in the figure and the
majority spin levels are lower in energy than the minority
spin levels. It is smaller than the e− t2 splitting as indicated
by the DOS in Fig. 3. Another splitting between the degen-
erate e states shows the origin of the difference on the tran-
sition energies for ��/0� and �0/�� levels. This splitting is
caused by the on-site Coulomb interaction.

The calculated V transition energies are also shown in
Table I. As shown in the previous paragraph, V is amphoteric
and has both acceptor and donor levels in the gap. Our cal-
culation show the acceptor level is 0.90 and 0.93 eV below
the CBM for cubic and hexagonal layer substitutions, respec-
tively. The DLTS only resolves one level and is at 0.97 eV
below the CBM. The donor level is found by our calculations
at 1.95 eV below the CBM for both cubic and hexagonal
layer substitutions. Both donor and acceptor levels are in
very good agreement with the DLTS results. The success of
the density-functional calculations for V in spite of the defi-
ciencies mentioned for the Ti case, is due to the following
reasons. First the V levels are all deep in the gap. Second as
shown in Fig. 4, top panel, both donor and acceptor levels
are e states. Such states do not couple well with the sur-
rounding dangling-bond states due to the symmetry mis-
match. Thus these states are very localized. Therefore the
gap correction by way of shifting the CBM should not affect
the positions of these deep levels. Another effect of the
strong localization of the defect states is that it is indepen-
dent of the layer �cubic or hexagonal� in which it sits. As
shown by Table I, the position of the acceptor levels has only
a 0.03-eV difference in different layers and has no difference
for the donor level.

For Cr, the e states of the majority spin are completely
filled in the neutral state. Its donor level is closer to the VBM
as the d levels of Cr are lower than V. It has two acceptor
levels. The relative position of the 0/� level to �/0 level is
mainly determined by the e− t2 splitting. The spin splitting
for e states is about 1.2 eV, which is larger than the e− t2
splitting. Therefore both the −1 and the −2 charged states are
in high-spin configuration. �see Fig. 4, bottom panel�

The positions of the first level calculated are at 0.16 and
0.25 eV below the CBM and they are in good agreement
with the DLTS results that are at 0.15 and 0.18 eV. Both
DFT and DLTS show a slightly lower transition energy for
the cubic layer substitution. However, the theoretical value is
larger. The energy difference between cubic and hexagonal
layer substitutions is more reliable because the systematic
errors should be similar for the two cases. The second level
measured from the CBM is also an acceptor level and is
found at 0.95 and 1.01 eV for cubic and hexagonal layer
substitutions, respectively. These values are in poor agree-
ment with the experimental result. This is probably because
the Cr acceptor levels are all antibonding t2-like in nature
and thus again more sensitive to their environment as dis-
cussed above for Ti. They have a strong conduction-band
character. Although deep in the gap, they should be affected

by the gap correction. This will not explain why the double
acceptor level which is much closer to CBM is in better
comparison. One possibility is that the overestimation of the
MP correction is severe for double negative charge state. It
cancels out the error made by the gap correction. Under such
consideration, the donor level which is found by calculations
at 2.68 and 2.65 eV below the CBM should be more reliable
because the donor state is an e state and should be localized.

The Mn donor level is an antibonding t2 state. Its majority
e states lie slightly above the VBM in the PDOS, while its
minority e state is more than 2 eV above the VBM. Its ac-
ceptor states are all antibonding states. The first two levels
below the CBM are acceptor levels and the third level is a
donor level. We found that the first acceptor level is close to
that of V and the acceptor level is also close to the V donor
level. Therefore it might be possible to use Mn as an alter-
native for V to make semi-insulating SiC. However, since all
these three defect states are antibonding t2 in character, one
should be aware that the DFT supercell calculations might be
less reliable due to the strong coupling of the defect states
and surrounding dangling-bond states. The large spin split-
ting of Cr and Mn makes them candidates for dilute mag-
netic semiconductor �DMS� materials, which will be dis-
cussed thoroughly in the next section.

Finally, we compare our results on the energy levels with
previous calculations. A few first-principle calculations have
been performed for TM in 3C and 2H SiC, including the
recent linearized augmented plane-wave �LAPW�
studies.16,60 The Ti �0/�� transition energy calculated by
LAPW is 2.7 eV above the VBM, which is in good agree-
ment with this work. For V, the ��/0� energy is also in good
agreement. However, the �0/�� energy is about 0.5 eV lower
than our value and the experimental results. The LAPW cal-
culations then obtained a very narrow gap between the two
transition energies. A similar trend can be seen for Cr. The
�0/�� and the ��/0� energies are in good agreements for both
calculations. But the LAPW �−/2− � energy is about 0.5 eV
lower than the current result. For Mn, the �0/�� energy is
lower and the ��/0� energy is higher than our values. Again
the LAPW obtained a significantly smaller energy difference
between the �0/�� and the ��/0� levels. This systematic dis-
crepancy might be caused by the neglect of Makov-Payne
corrections in the LAPW study. The MP correction will typi-
cally increase the energies of the charged states, both nega-
tive and positive. Therefore it will enlarge the gap between
�0/�� and ��/0�.

The V dopant is amphoteric, i.e., it has both donor and
accetor levels in the gap. For this reason, V is doped on
purpose to make semi-insulating 4H SiC because V donor
and acceptor levels can passivate both n- and p-type impuri-
ties and greatly lower the carrier concentration. It is obvious
that a good amphoteric dopant for the above purpose should
have a higher donor level so it can passivate all the acceptor
levels below it. On the other hand, its acceptor level should
be low enough so that it can passivate all the donor levels
above it. Therefore a good candidate dopant for making
semi-insulating SiC should have close donor and acceptor
levels. V fulfills this role because the energy difference be-
tween its acceptor and donor levels is determined by the
on-site Coulomb interaction between two electrons occupy-
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ing the degenerate e states. The corresponding splitting is
significantly smaller than the e− t2 splitting. Cr is also amph-
eteric, as shown by Fig. 2. However, the energy difference
that seperates the donor and acceptor levels results from the
e− t2 splitting. This is the reason that the energy difference
between the donor and the acceptor states are significantly
larger for Cr. On the other hand, the Cr donor level is very
low in the gap because the position of this level is deter-
mined by the splitting of the two e states, which in turn is
caused by the on-site Coulomb interaction. For all these rea-
sons, Cr is not a good candidate for making semi-insulating
4H SiC. From our calculation, we found that Mn is also a
good candidate for making a semi-insulating 4H SiC. It is
amphoteric and its donor level is high whereas its acceptor
level is low. The energy difference between its acceptor and
donor levels are determined by Coulomb interaction between
the electrons occupying the degenerate t2 states and therefore
is as small as that of V. As shown in Fig. 2, Mn has two
acceptor levels. It might be a more effective candidate than V
for making semi-insulating 4H SiC, especially for passivat-
ing the n-type impurities.

One important issue that we did not discuss so far is the
geometry relaxation and the possible Jahn-Teller distortion.
The relaxation and the possibility of a Jahn-Teller distortion
are fully included in our calculation, i.e., we always start
from an initial geometry that breaks the symmetry. In several
neutral or charged defect states, the degenerate e or t2 states
are partially filled and therefore one expects that a Jahn-
Teller distorsion could lower the energy by splitting the de-
generate states. However, in 4H, we already have a symme-
try lowering from Td to C3v as the local point group even
without distortion, so the degeneracy argument no longer
applies. For example, Mn defect has three electrons in the
gap states. For cubic system, two of them occupy the e states
and the other one occupies one of the triply degenerate t2
states. However, under C3v symmetry, the degenerate t2
states break into one a1 state and two e states. The a1 state is
lower in energy than the e states. Our calculations show that
the system does not show a Jahn-Teller distortion within the
accuracy of the calculation and remains in C3v symmetry.
This is also true for all the other defect states. Due to small
numerical errors, we typically find very slight deviations
from perfect symmetry but these are within the error margin
of the calculations. The largest distortions observed are for
the −2 charged state of V and Cr, and are both about 0.3%.
Furthermore, because the size of the transition-metal ions fits
very well the size of the Si site, even the breathing distortion
�maintaining the symmetry� is usually small. The changes of
the TM-C bond length before and after relaxation is usually
less than 3%. This is quite small in comparison with the
relaxation of vacancies in SiC, which is usually around 10%.

B. Magnetic properties of Cr and Mn in SiC

Transition-metal dopants in semiconductors can poten-
tially lead to dilute magnetic semiconductors if certain con-
ditions are satisfied: �i� we need magnetic moments on the
individual TM impurities, �ii� the exchange coupling be-
tween them should prefer parallel alignment of spins, �iii� the

exchange interactions must be of sufficiently long range, and
�iv� a sufficiently large concentration of TM dopants can be
incorporated without creating secondary phases. The last two
of these are clearly inter-related. In order to establish long-
range magnetic order, the concentration must be above the
percolation threshhold for a given range of interactions.

The nature of ferromagnetic exchange in the currently
much studied III-V dilute magnetic semiconductors is still
much under discussion. One school of thought35 is that the
divalent TM dopants introduce both a local spin and a delo-
calized hole. There is then a hole-mediated exchange cou-
pling between the local spins, usually described in terms of a
Ruderman-Kittel-Kasuya-Yosida �RKKY� model. This
model to some extent applies to GaAs:Mn because in that
case, the TM transition levels are close to the valence-band
maximum. On the other hand, if the TM transition levels lie
deep in the gap as is the case in GaN:Mn, then a more local
exchange coupling mechanism must be invoked and the
transport does not occur via delocalized carriers but by acti-
vated hopping in an impurity band. The distinction between
these two cases was recently discussed by Mahadevan and
Zunger.43 The consequences of these models for critical tem-
peratures are still far from clear. The hole mediated mecha-
nism has suggested some clear guidelines: for instance, re-
ducing the compensation by n-type interstitial Mn by
annealing treatments has achieved significant improvements
in the critical temperature. Nevertheless, a maximum Tc of
about 150 K seems to have been reached for Mn-doped
GaAs. On the other hand, this same model has predicted
higher Tc by going towards lower atomic number semicon-
ductors with smaller lattice constants and hence stronger ex-
change couplings.35,61 This, however, is subject to criticism
because the model itself may no longer be applicable.43,62–64

The experimental side is also rather unclear at present be-
cause of the uncertainties related to possible secondary
phases being at least in part responsible for the magnetic
behavior. As a starting point for considering the situation in
SiC, we here discuss each of the above requirements in suc-
cession. As we will see shortly, Mn and Cr in SiC are more
resemblant to the case of GaN than GaAs but also shows
some unique differences because we deal with a IV-IV com-
pound as host.

First, it is already clear from the previous section that
magnetic moments do occur on the individual TM ions. In
fact, we note that in contrast to our earlier study of TM
dopants in 3C SiC,15 which used mainly the atomic sphere
approximation and did not include lattice relaxation effects
around the impurities, we find here high-spin states for all
the TM impurities under study. In our earlier study, we had
found that some cases corresponded to a low-spin configu-
ration because the magnetism was found to be in competition
with covalent bonding and hence the crystal-field splitting
could exceed the exchange splitting. Our present more accu-
rate calculations, however, did not confirm this. Presumably,
this is mostly due to the inclusion of lattice relaxation but
other technical aspects of the calculation, such as k-point
convergence, full-potential vs ASA also may play a role.

As shown in the previous section, the early TM dopants in
SiC: V, Cr, and Mn can behave both as donor and as accep-
tor. Their acceptor levels are either deep in the gap or close
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to the CBM. Therefore the doping of TM in SiC cannot
induce delocalized holes, excluding the hole mediated ex-
change coupling mechanism. However, the local spins may
still couple through local exchange interactions. As already
pointed out by Mahadevan and Zunger43 the orbital character
or symmetry of the impurity levels in the gap containing the
unpaired electrons is an important consideration in determin-
ing whether the exchange interactions will be short-ranged or
long-ranged. Figure 5 shows a sketch of the impurity bands
in the gap of SiC. Although the defect levels for Cr and Mn
are all deep in the gap, their nature is different. For SiC:Cr,
the majority spin e states are fully occupied whereas the
antibonding t2 states are empty. For SiC:Mn, there is one
more electron and it starts to occupy the antibonding t2 state
of the majority spin channel. Therefore the unpaired spin
resides in states of different symmetry for Mn and for Cr. It
is worthwhile to notice that in III-V semiconductors, the
electrons start to occupy the antibonding t2 states for the
Cr-doped system since there is one more electron in com-
parison with the group-IV semiconductor DMS. It is inter-
esting to check the magnetic behavior of Cr-doped SiC since
its e state derived magnetic moment is unique for group-IV
semiconductors. An e state would occur for V in III-N but
the latter has smaller exchange splitting and is not found to
lead to ferromagnetism.

To study the magnetic coupling, we calculated the total
energy of supercells of 3C and 4H SiC which contain two Cr
or Mn substitutions at Si sites in various configurations. We
are primarily interested in the energy difference between the
ferromagnetic �FM� and the antiferromagnetic �AFM� states
as it reveals the strength of the magnetic coupling between
neighboring dopants. We show the energy difference in Fig.
6. For SiC:Cr, the energy differences are very large for the
first neighbors and quickly decrease to almost zero for sec-
ond and third nearest neighbors. Another important feature is
that the energy difference does not depend on the polytype
and also not on the choice of cubic or hexagonal site within
the 4H polytype. The SiC:Mn system shows a totally differ-
ent behavior. The absolute values of the energy difference
between FM and AFM states are smaller, on the other hand
they are longer range in comparison with SiC:Cr. It also
shows a different pattern in the 3C and 4H polytype. Re-
cently, the Cr- and Mn-doped 3C SiC have also been studied
by the ultrasoft pseudopotential method.13,14 The energy dif-
ference between FM and AFM states are much larger than
ours �see Table I of Ref. 14�.

Within the 64 atoms cell for 3C and 72 atoms cell for 4H,
one can extract the magnetic coupling parameters up to sixth
nearest neighbors by mapping the energy differences to a
Heisenberg exchange model. Interestingly, the neighboring
distances are very similar for 3C and 4H polytypes. They are
listed in Table II. If the dopant sits in a hexagonal layer in
4H, then the distances to its neighbor sites are identical to
those for a dopant in 3C SiC. If the dopant is in a cubic layer
of 4H SiC, then the third, fourth, and sixth neighbors split
into two groups with slightly different distances. One might
at first expect that the dopant in a cubic layer of 4H should
have identical neighbors as the dopants in 3C. However, the
neighbor distances are determined by the neighboring layers.
When the dopant is on the hexagonal layer of 4H, its two
neighboring layers are all cubic. When the dopant is on a
cubic layer, its two neighboring layers are both hexagonal.
Therefore the neighbor distances are identical to 3C while
the dopant is in a hexagonal layer. Since the splitting of the
distances is very small while the dopant is in the cubic layer

FIG. 5. �Color online� Sketch of the defect bands in SiC gap for
Mn �left� and Cr �right� doped 4H SiC.

FIG. 6. �Color online� Total energy difference between FM and
AFM states for Cr and Mn in SiC at different neighbors.

TABLE II. The distances between neighboring dopants �in units
of the cubic lattice constant� and the corresponding J parameters.
The notation NN1 stands for first nearest neighbor, etc.

Neighbors Exchange 3C 4H-h 4H-k

NN1 J1 1 1 1

NN2 J2
�2 �2 �2

NN3 J3
�3 �3 �3, �8/3

NN4 J4 2 2 2, �11/3

NN5 J5
�5 �5 �5

NN6 J6
�6 �6 �6, �17/3
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of 4H, we neglect it and treat them with the same coupling
parameters, J3, J4, and J6. Furthermore, the exchange inter-
actions can in principle depend on orientation and random
effects due to the presence of other magnetic atoms farther
away,63 rather than simply on distance. These aspects will
need further study.

Figure 7 presents the extracted magnetic coupling param-
eters for Cr and Mn in both 3C and 4H SiC. Although both
ferromagnetic, the magnetic couplings are very different for
Cr and Mn. Cr shows a very short-range coupling that decays
quickly to zero beyond the first nearest neighbor. On the
other hand, Mn shows longer range interactions that are fer-
romagnetic up to fourth nearest neighbor. This difference can
be understood by the nature of the defect state. The range of
the magnetic interaction is determined by the nature of the
defect state. As explained in the previous section, the elec-
trons in the neutral Cr dopants are in e state, whereas for Mn
they are in antibonding states. The later states couple stron-
ger with the surrounding atoms and therefore are more delo-
calized. To show the localization of these states, we calcu-
lated the charge density of the neutral Cr and Mn dopants
integrated within the energy windows that embrace the e
states for Cr and the occupied antibonding states for Mn. The
isosurface of the charge densities are shown in Fig. 8. They
are picked at equal density for Cr and Mn �corresponding to
2% and 1% of the peak density in the grid�. Figure 8 clearly
shows that the Cr state is very local and the Mn state spreads
out to at least fourth neighbors. Another important feature is
the direction of the wave function lobes. For Cr, it points to
x, y, and z directions whereas for Mn it points toward the
diagonal directions. This is because the electrons occupy the
e states in Cr and the t2 states in Mn. Therefore the Mn
occupied state can couple effectively with the surrounding C
states and induce stronger magnetic interactions with longer
range.

Although our calculations show the couplings for Cr and
Mn in SiC are mainly ferromagnetic, this is not sufficient to
consider Cr- and Mn-doped SiC as good DMS candidates. Cr
has strong but very short-range magnetic coupling. Therefore
in the dilute doping limit it is hard to reach the percolation
limit required for ferromagnetism. The magnetic interactions
for Mn in SiC are longer range but an order of magnitude
smaller than those of Cr in SiC and are also considerably
smaller than those for Mn doped GaAs, GaN, etc. In addi-
tion, one needs to consider the competition of dilute impuri-

ties with the formation of carbides and silicides. This aspect
was considered in Ref. 15 and although among TM, Mn and
Cr and not strong carbide formers, which is favorable for the
Si substitution, silicide formation is still an issue in limiting
the chemical potentials that are allowed for the TM. Never-
theless, further experimental work on TM doping of SiC
would be desirable. The complementary nature of Cr and Mn
in terms of their defect wave functions suggest it might be

FIG. 7. �Color online� Exchange coupling constants for Cr and
Mn in 4H SiC at different neighbors.

FIG. 8. �Color online� Charge density isosurfaces of the defect
states for �a� Cr and �b� Mn in 3C SiC. The large spheres are Si and
the small spheres are C. The Cr and the Mn are at the center of the
cell. Figure made with XCrySDen �Ref. 65�.
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possible to increase the range and the strength of the mag-
netic interactions by co-doping Cr and Mn.

IV. CONCLUSIONS

We calculated the impurity transition energies of the early
transition metals �Ti, V, Cr, Mn� in 4H and 3C SiC. We
found that the values of the transition energies in the gap are
determined by the relative position of the TM d states to C
states, the crystal-field splitting, and the spin polarization.
The transition energies change only slightly for different
polytypes and with the cubic or hexagonal site in 4H. How-
ever, since there is a large difference in energy gap between
these polytypes, the activity of the defect states can be dif-
ferent in 3C and 4H. The number of different defect levels,
their associated spin spates, and positions in the gap compare
favorably with experimental data as long as the levels are
deep enough that gap corrections do not play a major role.

For Ti, which has transition levels close to the conduction-
band minimum, corrections beyond LDA in the defect calcu-
lation were found to be important. As far as magnetic prop-
erties are concerned, we found that both Mn and Cr occur in
high-spin states with magnetic moments of 3�B and 2�B,
respectively in the neutral state. We also found that because
the highest occupied state for Cr and Mn dopants have dif-
ferent symmetry, the strength and the range of the magnetic
coupling differ significantly for the two dopants. While both
prefer ferromagnetic coupling, it is strong but short ranged
for Cr due to the e character of the impurity state, and
smaller but long ranged for Mn.
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