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We present results describing the efficiency of energy coupling in laser-irradiated metallic surfaces by
ultrashort laser pulses with different intensity envelopes. Subsequently, we discuss probable thermodynamic
paths for material ejection under the laser action. Ion and neutral emission from the excited sample is used as
a sensitive method to probe the efficiency of energy deposition in the material. With support from numerical
simulations of the hydrodynamic advance of the excited matter, consequences of optimized energy coupling
relevant for applications in material processing are revealed. Despite the reduced sensitivity to intensity-
dependent effects for linear materials, the overall absorption efficiency can be elevated if the proper conditions
of density and temperature are met for the expanding material layers. In this respect, short sub-ps single pulse
irradiation is compared with picosecond sequences. We show that in particular irradiation regimes, character-
ized by fluences superior to the material removal threshold, laser energy delivery extending on several pico-
seconds leads to significant superheating of the superficial layers as compared to femtosecond irradiation and
to a swift acceleration of the emitted particles. Subsequently, the lifetime of the post-irradiation liquid layer is
diminished, which, in turn, translates into a reduction in droplet ejection. In contrast, short pulse irradiation at
moderate fluences generates a higher quantity of removed material that is ejected in a dense mixture of gas and

liquid-phase particulates.
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I. INTRODUCTION

Ultrafast laser technology becomes increasingly important
in practical cross-sectorial applications such as in material
processing. The degree of precision in laser-machined struc-
tures is a determinant for many end-user applications. Sev-
eral reports have emphasized the “athermal” character of la-
ser excitation in a regime where material removal occurs,
and have underlined consequences for increasing precision in
laser machining. Reports!? based on ex situ examination of
the irradiated region have highlighted the appearance of
sharp, well-defined structures, subsequent to an ultrafast
laser-induced quasi—solid-to-plasma transition. Clear advan-
tages for femtosecond irradiation in micromachining and,
potentially, in nanomachining were indicated and explained
based on several facts, such as the strong energy localization,
the absence of the recast layer, and the efficiency of material
removal. The primary transformation phases just following
laser excitation were observed by several experimental meth-
ods, including transient optical measurements® or interfero-
metric techniques,* stressing the role of laser-induced shock-
ing in triggering material transformations. Other works were
concerned with the characteristic of the ablation products in
the ultrafast irradiation regimes.’ The plasma plume was ana-
lyzed spectrally® and kinetically,”® and time-of-flight
techniques'®'? were employed to indicate a certain non-
thermal character in the kinetic properties of the plume. Ul-
trashort pulse laser ablation in the sub-ps range was con-
nected with a high efficiency of nanoparticulates
production.'?'% A summary of these results points to several
characteristics of the ultrafast irradiation regime: fast charge
particle distribution, clean emission spectra, or the appear-
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ance of nano-aggregates in the ablation products, either in
“gas-phase” or collected on substrates in pulse laser deposi-
tion techniques. These later products are partly generated by
liquid-phase expulsion from the molten surface.

Returning to the usually invoked athermal character, in
view of the fact that part of the absorbed energy is neverthe-
less transformed in thermal load, “reduced thermal charac-
ter” is a more appropriate description.!”!¥ Especially con-
cerning femtosecond irradiation of metallic surfaces, after
the energy is deposited into the lattice, the processes related
to phase transformation and material removal acquire a ther-
mal character following the internal energy equilibration
within the system.'® The thermal character is present, there-
fore, even for irradiation with laser pulses with a duration
considerably smaller than characteristic heat conduction
time,?? influencing the effectiveness of heat propagation.?!' In
view of the still significant costs associated with the devel-
opment and utilization of femtosecond sources, the question
is if in the case of materials characterized by linear absorp-
tion (metals) advantages cannot be forecasted for laser pulses
with longer durations. Consequently, the criteria for quality
processing should be defined with respect to the efficiency of
material removal, the smoothness of the residual structure,
and the droplet content of the ablation products. In this work
we are addressing from an experimental and a complemen-
tary theoretical perspective several issues related to the em-
ployment of fs and ps pulses for laser ablation of aluminum,
and we discuss several consequences for material processing
applications in optimized irradiation conditions. We concen-
trate on issues concerning energy transport and conversion,
phase transformations in nonequilibrium conditions, culmi-
nating with particle emission. Apart from applications in la-
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ser machining, the results presented here can be meaningful
for a series of adjacent application areas, such as laser-
assisted generation of nanoparticles, laser-induced break-
down spectroscopy, and pulse laser deposition. Stabilizing
the input fluence to a regime characteristic to laser ablation
and material processing, i.e., several times above the mate-
rial removal threshold, we focus on factors determinant for
optimizing energy coupling and for defining the kinetic prop-
erties and, respectively, the composition of the resulting
plume. The issue of optimizing energy coupling in metallic
materials is addressed by implementing advanced optimiza-
tion algorithms in connection to laser pulse temporal modu-
lation with a result in designing suitable irradiation se-
quences. Largely applied in femtochemistry, adaptive
optimization techniques based on real-time pulse tailoring on
ultrafast scales is an attractive technique to achieve control
on laser-induced phenomena.?>~2 The attractiveness of these
techniques is particularly prominent when prior knowledge
on the interaction physics is not available and potential is
foreseen in laser material processing applications. We intend
to demonstrate that processes involving phase transitions can
be guided by suitable energy delivery, and, therefore, par-
ticular thermodynamic states can be obtained, not by a brute
energy force, but by optimally adapting optical excitation to
the dynamics of phase succession and to the associated tran-
sient material properties. This way, efficient energy coupling
and highly volatile states may be reached with minimal en-
ergy expenses and judicious adjustment of the energy flow.

The work is organized as follows. The experimental sec-
tion presents the experimental concepts used in probing the
energy content of the superficial layers by ion and neutral
emission, followed by a discussion of the kinetic properties
of the plume. The characteristics of the optimal irradiation
are presented with respect to the ion emission efficiency. The
theoretical section describes the physical rationale, and the
main features of the numerical model provide insights into
the hydrodynamic advance of the laser-excited matter, and
discuss possible thermodynamic scenarios for material re-
moval, while comparing swift femtosecond excitation with
irradiation sequences acting on the timescale of the material
motion. Emphasis is placed on early thermodynamic evolu-
tion and material motion, and on the responsible drive fac-
tors related to transient optical and nonequilibrium thermal
properties. The discussion section compares the experimental
and theoretical observations, analyzes various aspects of the
energy coupling into the opaque materials, provides plausible
explanations for the observed phenomena, and emphasizes
consequences for laser-assisted material removal. The paper
concludes by analyzing the relevance of the results in the
context of ultrashort pulse laser interaction with metallic ma-
terials.

II. EXPERIMENTAL SECTION
A. Experimental setup

High purity (99%), mechanically polished aluminum (Al)
metallic samples (10X 10X 1 mm?®) fixed in electrically-
grounded holders were irradiated in vacuum conditions
(107> mbar) with 180 fs pulses from a near infrared 800 nm
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wavelength Ti:Sapphire oscillator-amplifier laser system de-
livering 0.6 mJ energy per pulse at a nominal repetition rate
of 100 Hz. The laser system incorporates a closed-loop pro-
grammable pulse-shaping apparatus?® and additional particle
detection devices are attached to the irradiation system.?’

The energy in the laser pulse was varied using calibrated
neutral density filters. and a half-wave plate in combination
with a thin film polarizer. Temporal pulse tailoring®® was
realized by dynamically altering the spectral phase of an in-
cident bandwidth-limited laser pulse, which is spatially dis-
persed and reformed in a zero-dispersion unit that includes a
640-pixel liquid crystal (LC) modulator (Jenoptik) in the
Fourier plane. The use of LC modulators in spectrally dis-
persed beams allows programmable spectral phase modula-
tion, tailoring in turn the pulses to desired temporal shapes.
The maximal shaping window allowed by the spectral reso-
Iution of the system is 22 ps. Our setup was used in the
phase-only modulation scheme, thus keeping constant the
energy in the pulse, which was then delivered at different
rates. The optical modulator was inserted after the oscillator,
the amplifier being seeded with the phase-modulated beam.
Therefore, small energy variations determined by the discrete
spectral phase modulation are minimized and the beam is
regenerated energetically and spatially.”®?° The temporal
profile of the modulated sequence was measured by
background-free second order cross-correlation with a non-
modulated pulse deflected from the oscillator prior to phase
modulation, and seeded in the amplifier 500 ps after the
modulated pulse.

For ion recording, the p-polarized, spatially Gaussian la-
ser beam was focused onto the Al sample at 45° incidence
down to a spot of ~950 wm?. For recording neutral particles,
the incidence angle was preset to 45°, while preserving the
same focusing conditions. The positively charged ions were
detected by a linear time-of-flight (TOF) mass spectrometer
in a Wiley-McLaren configuration, with the detection axis
normal to the sample surface. The emitted ions were allowed
to drift for 65 mm in a field-free region, then extracted into
the mass spectrometer with a pulsed electric field from a
restricted region of 9 mm, and detected with a microsphere
plate situated at a distance of 289 mm from the target. The
extraction region is delimitated by two copper grids. Addi-
tional electrostatic voltages are placed on the particle path
inside the spectrometer, having the role of temporally focus-
ing the extracted particle beam upon arrival at the detector
plane. The second role of the electrostatic optics is to elimi-
nate particles arriving from the adjacent zones, allowing only
particles from the extraction region to be transported to the
detector. The pulsed voltage applied on the extraction grids
at different delay times with respect to the laser pulse allows
the construction of the ions’ time-of-flight trace for a specific
mass in a sequential manner. Consequently, the mass-
resolved velocity distribution is retrieved at the position of
the extraction region by applying the appropriate Jacobi fac-
tors. The variable extraction-field delay samples the expand-
ing ablation plume temporally and the ion signal recorded for
a given extraction time corresponds to a well-specified ve-
locity of the ions. Details concerning the TOF mass spec-
trometry technique are given elsewhere.

A similar experimental setup is used to monitor the neu-
tral emission from the irradiated samples by using post-
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ionization sources and repelling voltages for the primary
ions. For the detection of neutrals, a deflecting field (1.5 kV)
was used before the extraction region to remove the ions
from the plume and to allow only the neutral particles enter-
ing the extraction region of the TOF spectrometer. A XeCl
excimer laser at 308 nm and 10 ns pulse duration was used
as a secondary ionization source for neutral Al ionization in
the extraction region. Once charging occurs, the electrostatic
voltages within the TOF spectrometer are guiding the ionized
particles towards the charge detector. The ionization occurs
via resonantly enhanced multiphotonic processes, and hence
only Al-based neutral species and aggregates are measured.
No other species or contaminants appear in the mass spec-
trometer. The UV laser beam was focused in the center of the
extraction zone to a spot size of approximately 1 mm?. The
number of detected secondary ionized particles is propor-
tional to the number of neutrals present in the extraction
region within the XeCl pulse focal volume. The delay of the
excimer laser pulse was controlled with respect to the short
near-infrared pulse by using an electronic delay unit trig-
gered by the incoming Ti:Sapphire laser pulse. The subse-
quent sampling of the neutral plume was used for construct-
ing the velocity distribution for the neutral components.
Since particles are detected from within a fixed spatial region
(the same argumentation as for the ion measurements holds
in this case, too), the velocity distribution is obtained by
multiplying the detected number of particles at different de-
lay times with the corresponding extraction time value.

An electromechanical shutter was used to control the ir-
radiation dose, scaling the repetition rate down to 1 Hz, and
releasing a controllable number of pulses in a single irradia-
tion event. The number of selected consecutive pulses (N)
was 10 for the ion detection part and 8 for neutral detection
in our case, with 10 ms between the pulses in the irradiation
run. The sample was translated between two subsequent ir-
radiation sequences so that a fresh spot was illuminated at
the beginning of each sequence. The Al* and Al’ signals
were recorded for the last pulse in the sequence, when the O*
signature of the native oxide layer almost vanishes. This was
used as a proof that the native oxide layer was practically
removed prior to particle recording. The O* trace does not
disappear completely but remains at a negligible level due to
the following reason. The spatial Gaussian profile of the laser
pulse allows the presence of the native oxide layer at the
wings of the profile, where the energy density is too low to
ablate efficiently, but this does not really contribute essen-
tially to the measured TOF signal. At the same time, the
10 ms separation between consecutive pulses does not allow
sufficient time to recover the surface with a fresh oxide layer
of noticeable thickness with respect to the ablation rate. The
number of pulses in the irradiation sequence was kept to a
minimal value in order to avoid crater formation, ensuring at
the same time a cleaner surface. In addition, all samples were
cleaned in methanol before irradiation without other comple-
mentary preparation steps.

B. Experimental results

Material removal from laser-irradiated metals is precluded
by several steps that accommodate energy absorption. Dur-
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ing illumination, the laser radiation is coupled to the elec-
tronic system in intraband transitions via inverse bremsstrah-
lung and the electronic system suffers a swift increase in its
internal energy. This energy is transferred to the lattice on a
timescale defined by the strength of the electron-phonon in-
teractions (usually on ps range) and the material commences
its series of thermodynamic transformations, culminating
with material removal. Phase transformation proceeds by the
thermodynamic collapse of the lattice towards a disordered
state. The effective heating rates determine the temperature
gain and overall losses, and have a decisive impact on the
path the material will follow in the thermodynamic phase
space.

1. Optimized emission of charged particles

We consider in the present case that emission efficiency
for the particles generated following the laser-induced phase
transitions is sensitive to the amount of energy density stored
in different layers of the material. The subsequent evolution
of the gas-phase particles may affect the surface thermody-
namic conditions to a certain respect but will leave the vol-
ume excitation events largely unaffected. Moreover, the
plume kinetic parameters and translational temperatures are
developing in the same direction as the thermodynamic con-
ditions at the vacuum-material interface. Consequently, in
response to the optical excitation, the emissivity should de-
pend on the laser energy delivery and relaxation rates. To
prove this point, we have attempted to optimize (i.e., to
maximize in our case) in a first run of experiments the ion
yield emitted from the Al sample exposed to laser excitation,
by varying the temporal shape of the incident laser pulse in a
closed feedback optimization loop. The adaptive optimiza-
tion loop includes the pulse tailoring unit that performs the
programmable variation of the incoming temporal intensity
envelope, providing at the same time the functional degree of
freedom for the optimization procedure, and the ion detector
which delivers the quantitative evaluation of the laser action.
The task of optimization of energy coupling presents usually
two conceptual aspects and it can be related to (i) a minimal
threshold energy to trigger a specific laser-induced process,
and (ii) the occurrence of a maximum throughput at a given
constant incoming energy. Choosing the latter as an objective
for the optimization procedure, we have selected the fast ion
emission®! as a qualitative probe for the amount of energy
deposited in the superficial material layers at input fluences
corresponding to laser ablation regimes.’> To investigate a
larger region of incoming fluences, two energetical domains
were selected and defined with respect to the experimental
ion emission threshold at short pulse durations (Fy,
=0.15 J/cm? average fluence, equivalent to a peak fluence
of 0.3 J/cm?); the low energy range at 3F, and the high
energy range at 5Fy,.

Laser-induced ion emission is used as a candidate for
pulse tailoring experiments due to the benefit of a succession
of phase transformations on a ps scale that may be regulated
by the incoming radiation. The experimental system allows
the detection of the quantity of ions emitted in a single laser
pulse and characterized by a single velocity. The amplitude
of the ion signal with a chosen velocity v=4.7 X 10* m/s,
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corresponding to a fixed extraction delay time in the TOF
mass spectrometer, serves as feedback for the optimization
loop. The measured output of the ion yield is fed back into
the iterative loop until an excitation sequence is found, able
to generate the maximal experimental signal. The use of ve-
locity windows adds flexibility to the process of manipulat-
ing the ion beam and allows the controlling of different por-
tions of the velocity distribution. For the purpose of this
paper, we have worked with a single velocity window in the
high velocity range, where the efficiency of optimization is
maximal. The optimization is performed using a self-learning
evolutionary strategy that produces suitable spectral phase
masks and programmable manipulation of the temporal laser
pulse envelopes. The procedure starts from a set of arbitrary
initial phase patterns applied on the optical modulator, which
evolves through computer-designed genetic propagators. The
Fourier-transformed pulse is part of this initial population
most of the time. Results are ranked according to the gener-
ated magnitude of the ion yield, and the algorithm will sug-
gest in the next step an improved collection of solutions,
searching the multidimensional space similarly to biological
evolution. In other words, assessing the signal, the algorithm
selects the phase patterns that have produced the highest ion
yield during one generation, and, by mimicking genetic evo-
lution, it iteratively proposes solutions based on the “survival
of the fittest” selection until convergence is achieved. Due to
the intrinsic genetic evolution, evolutionary algorithms are
robust against experimental noise and improvements are ob-
tained even for complex topologies of the solution space or
reduced excitation selectivity. Details about global optimiza-
tion methods can be found elsewhere.*

The optimal irradiation sequence that achieves the highest
ion signal is obtained by setting the algorithm parameters for
a fast and smooth convergence. The results in the ion veloc-
ity distribution after irradiation with single short pulses (SP)
and optimal pulses (OP) are given in Fig. 1 for two fluence
levels, approximately three times [Fig. 1(a)] and five times
[Fig. 1(b)] above the ion emission threshold. The broad ve-
locity envelope suggests the presence of several stream ve-
locity components corresponding to different stages of re-
moval, i.e., different moments of ejection and depths of
origin, as a function of the locally stored energy density.
Since the emission process may require a finite amount of
time, with variable conditions at the vacuum-solid interface,
the distribution of the ejected particles includes a mixture of
different drift velocities and translational temperatures,® not-
withstanding translational equilibration regions and addi-
tional mutual Coulombic interactions in the gas phase. The
SP graphs show a velocity distribution peaked around
1-1.5X 10* m/s, depending on the input fluence, with a low
magnitude velocity shoulder at higher velocity values. Re-
sponding to the character of optical excitation, the ion veloc-
ity distribution resulting from irradiation with the optimal
pulse (OP) shows a boost of the high velocity ion wing as
compared to the short pulse result. The tendency of acceler-
ating ions is present in both fluence regimes and the high
velocity region is most sensitive to the character of irradia-
tion. It is expected that the choice of different velocity win-
dows may affect the result of the optimization, since the
ejected particles may correspond to different times and re-
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FIG. 1. (Color online) Velocity distributions of Al ions emitted
from aluminum targets irradiated with short (SP), optimized (OP),
and long (LP) pulses at two different input average fluence levels.
(a) F=0.45 J/cm?, approximately 3F,,. (b) F=0.75 J/cm?, approxi-
mately 5F,,. The optimization velocity window is also marked in
the figure.

gions of emission, but, in the view of the overall increase in
the ion yield, we expect this influence to be minimal. The
temporal intensity envelopes (Fig. 2) corresponding to sev-
eral optimal sequences (OP1, OP2) found by the algorithm
show a distribution of intensity spread on a ps time scale.
Despite the noise imposed by the randomness of the initial
pattern population on the optical modulator and the discrete
nature of the liquid crystal array, the temporal stretching of
the optimal pulse suggests that the mechanisms of control are
connected to the synchronization with the hydrodynamic ma-
terial expansion during the energy deposition process. While
using most efficiently the absorption channels to maximize
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FIG. 2. Normalized temporal optimal intensity profiles at similar
energies (the two upper OP1 and OP2 curves) and the long laser
pulse (LP) envelopes used in the experiment and, later, in the simu-
lation procedure (bottom solid and dashed curves). The OPI curve
is used to illustrate the laser action under the optimal conditions.
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the deposited energy, the optical properties of the sample are
dynamically changed to accommodate optimally the incom-
ing energy rate. In other words, the input energy has adap-
tively adjusted to the dynamic properties of the sample and
rebalanced in time in a synergetic manner to obtain an effi-
cient thermodynamic path towards the generation of a high
ion yield. Stimulated by the optimal pulse stretching on a ps
time scale, we have investigated also the effect of a longer
laser pulse (LP) of 15 ps full width at half maximum
(FWHM) [Fig. 2 (bottom)] and observed the same type of
ion velocity distribution as in the OP case. This is not sur-
prising in the view of the fact that the absorption mechanism
in aluminum is linear in a first approximation. In fact, the
particular shape does not play a significant role as long as the
energy delivery is synchronized with the relevant transfor-
mations and heat dissipation effects are not significant. In
addition, since it is reasonable to assume that thermal aspects
are dominant in the characteristics of ion ejection, the solu-
tion landscape has slow-varying envelopes for the optimal
points. Moreover, the selectivity of excitation is reduced due
to the involvement of the conduction band electrons in regu-
lating the energy transfer and to the rapid dephasing of the
electronic continuum states. Therefore, particular pulse
forms stretched on this time scale will deliver more or less
the same result as long as the heating rate is high enough to
overcome losses by diffusion. This allows for a large selec-
tion of optimal solutions to be generated and the creation
relays on the most efficient path for energy transfer from the
laser source to the material. Nevertheless, deviations may
originate from instantaneous variations in material proper-
ties. As will be shown below, the drive factor for the ob-
served ion acceleration is the succession of matter transfor-
mations occurring under the laser pulse envelope, leading to
material advance and density variations. The substantial in-
crease in the amount of high velocity, thermally generated
ions indicates that the decomposing matter has achieved a
significant temperature, with a noticeable component in the
ionized state. The practically volumetric decomposition of
matter and the eventual appearance of discontinuity layers to
attain collisional translation equilibrium will subsequently
organize the particle flow while amplifying these effects. The
optimal pulse is therefore a balance between elevated heating
rates and the characteristic time for the variation of the op-
tical properties upon material transformations. The latter is
defined to a certain extent by the strength of carrier-phonon
interactions and by subsequently triggered expansion of the
hot material. Pulses much longer that the heat conduction
time,”® extending on a ns scale at these fluence levels, are
giving little signal if at all.

The augmentation in the high velocity ion yield for the
optimal pulse can be therefore related to a better coupling of
energy in the expanding matter. As it will be demonstrated in
the following, this increased coupling is not due to a change
in the optical properties of aluminum during the solid-to-
liquid transition as it was previously demonstrated for
semiconductors.3! Actually, the complex refractive indices of
both solid and liquid phases are quite similar when probed at
800 nm. The reason is associated with the density gradient
that forms above the surface, which becomes quasitranspar-
ent upon expansion, leading to increased energy deposition
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FIG. 3. (Color online) Velocity distributions of neutral ejecta
emitted from aluminum targets irradiated with short (SP), optimized
(OP), and long (LP) pulses. The inset shows a blowup of the high
velocity range.

inside the material and exposing the bulk part to the laser
radiation.3%7 This particular fact, as will be seen in the fol-
lowing theoretical section, has consequences also on the re-
sultant liquid layer that forms upon energy relaxation. The
higher heating efficiency for the long pulse sequence will
favor the gas-phase transition and this translates into a reduc-
tion in particulates ejection. It is worth mentioning that the
SP always delivers the smallest yield in the high velocity
region within the investigated time windows and fluence lev-
els above a value which is roughly two times the ion emis-
sion threshold. On the contrary, in the close vicinity of the
threshold, the short pulse provides the most visible signal
and the SP threshold has the lowest value.

By increasing the input fluence, the gap between the SP
and the OP or LP ion spectra goes slightly down and the
particle velocity distributions become similar at a fluence
superior to approximately 2.0 J/cm?.

2. Emission of neutral particles

Having observed the ion acceleration, other ablation prod-
ucts were investigated to verify if the same observations op-
erate. We have applied the same irradiation sequences (SP,
OP, LP) that optimize the fast ion emission, and we have
monitored the emission of neutral Al ejecta under the laser
action via secondary ionization mass spectrometry. Since
secondary ionization is used to generate detectable ions in
the mass spectrometer from originally neutral particles, sev-
eral assumptions have to be made on the nature of the pri-
mary products. The SP distribution (Fig. 3) shows a slow
beam, with a peak in the 10° m/s velocity range. Two re-
gions can be observed. The high velocity edge is character-
ized by low signal fluctuations. This region corresponds to a
genuine secondary ionization of atomic Al in the gas phase.
A second region of high fluctuations can be noticed on the
tail of the distribution, with velocities in the range of several
107> m/s. Based on the strong fluctuations of the signal in the
low velocity range, this can be attributed to the occurrence of
small nanodroplets in the region of secondary ionization. Ac-
tually, no precise assumptions on the size can be made only
based on the TOF information, but, taking into account the
corresponding velocity, it is reasonable to propose particle
dimensions on the nanoscale. The appearance of high density
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material regions within the ionization region in a noncon-
tinuous manner should lead, as observed, to high signal
variations. Due to reduced free-flight region, the TOF spec-
trometer is not sensitive enough to cluster detection. Upon
irradiation with the picosecond pulse, the neutral distribution
shows a significant decrease of the low energy tail (Fig. 3),
while a slight acceleration of the OP/LP-generated species
can be noticed on the leading edge (see inset in Fig. 3 which
shows a blowup of the high velocity range).

Two conclusions are evident at this point. The ps irradia-
tion leads to a significant acceleration of the ionic compo-
nent. The distribution of secondary ionized particles shows
merely a reduction of the low velocity yield that originates
from nanodroplets and clusters, and little acceleration is ob-
served. The behavior can be explained by considering the
amount of energy stored in the superficial layers and shows
that short exposure is not always the most efficient way to
couple energy in the system, despite the fact that illumination
and heat conduction are temporally separated. If the ion ac-
celeration, respectively, the increase in the high velocity ion
yield is related to a significant augmentation of surface tem-
perature following optimized absorption, this is subsequently
pursued by an increase in the ionic weight in the plume on
the expense of the neutral component. Additionally, the pref-
erential transition to gas-phase states for the picosecond
pulse will lower the probability to liberate material in the
form of liquid droplets and clusters.

The observations related to the fact that the stored amount
of energy depends on the delivery rate will be used below to
extract information on the thermodynamic series of transfor-
mations in the excited material in the early times of energy
relaxation.

III. THEORETICAL DESCRIPTION

In order to understand the complex sequence of material
transformations under the laser action, we have performed
numerical simulations of the hydrodynamic advance of the
excited matter. Modeling laser-matter interactions is a cur-
rent challenge, requiring multidisciplinarity and the intercon-
nection of different physics fields, including optics, heat
transfer, fluid dynamics, and phase transitions in nonequilib-
rium frames. Among different models that treat the interac-
tion between ultrafast laser light and metallic targets at mod-
erate intensities and provide scenarios of material
ejection,’®*? the hydrodynamic approach employing tabu-
lated Bushmann-Lomonosov-Fortov multiphase equations of
state*> (EOS) addresses reasonably well the complexity of
the problem, and has the potential to reveal plausible evolu-
tion paths for the excited matter, that also have relevance for
improving the laser interaction process. The question we
have tried to answer refers to the energy conversion in the
excited material and, subsequently, to the form in which ma-
terial is being removed after the laser excitation, together
with its kinetic properties. The issues of primary concern for
these calculations follow energy transport and conservation
arguments, and are related to the energy deposited in differ-
ent superficial layers and to the global amount of energy
stored within the material. These have consequences for the
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velocity of surface expansion in the early moments, where
fluid assumptions still hold, and for the amount of excess
energy in the first nanometers of matter, driving very specific
thermodynamical transformations. They have, as well, con-
sequences for the significance and the lifetime of the liquid
phase. The superficial temperature determines, though indi-
rectly, the kinetics of particle emission and, to a certain ex-
tent, the ionization degree, while the transient liquid layer
controls the direct ejection of nanodroplets.**~4¢ Although we
acknowledge alternative mechanisms for the formation of
aggregates in the gas phase which require the involvement of
nucleation theories with a complexity beyond the scope of
this paper, we do not refer here to nanosized complexes
formed by coalescence of matter in the plasma plume.*’ Ad-
ditionally, phase decomposition is suggested as playing a
complementary role, but the situation is not detailed. We
focus here on droplet emission directly from the liquid
phase. At the same time, the gas dynamics of the plasma*¥—>°
is not discussed. This seems to be an oversimplification at
first glance, but the arguments provided in the text point out
the primary thermodynamic phase transformations following
laser energy conversion as the controlling factor for the ob-
served behavior. Nevertheless, occasionally, possible influ-
ences of the gas-phase effects are noted. The modeling
approach’! is based on a 1D-Lagrangian hydrodynamic code
(ESTHER) developed at the Commissariat a I’Energie Atom-
ique, France, that includes features of the two-temperature
model (TTM) to account for the initial laser-induced non-
equilibrium between the lattice and the electronic
system.?®32-55 The Lagrangian approach permits an accurate
description of the primary thermomechnical transformation
in the excited material. The Helmholtz wave equation for
optical propagation is used in tracking down the energy flow
at 800 nm and p polarization, and this allows the determina-
tion of the electromagnetic field through the entire region
illuminated by the laser pulse. The deposited energy is then
deduced using the Joule-Lenz law.>® The material data used
in the numerical simulations and a detailed description of the
calculation steps are given in Ref. 51 and in the references
therein. To facilitate understanding, the main model assump-
tions are indicated below.

As the energy absorption in the electronic system pro-
ceeds by inverse bremsstrahlung, the cross section of free-
electron heating and, as a consequence, the efficiency of ab-
sorption of electromagnetic radiation, depends on the carrier
transport properties and, implicitly, on the temperature and
the density of the material. The degree of nonequilibrium
established between hot electrons and the initially cold lat-
tice on the irradiation time scale is an additional factor that
determines the electronic transport and, consequently, the ab-
sorption rates.’’° On estimating the profiles of energy depo-
sition in the electronic system by the Helmholtz formalism
for optical propagation, analytical solutions in the case of
homogeneous media are used as boundary conditions to nu-
merically integrate the propagation equation in the nonuni-
form regions crossed by the laser beam. To estimate correctly
the probability of absorption, the local optical properties in
every calculation cell are calculated using the high frequency
(ac) electrical conductivity for each temporal step in the cal-
culations. The dc component of the conductivity value is
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FIG. 4. Simulation of the instantaneous reflectivity values and
of the integrated absorbed energy density as a function of time for a
180 fs laser pulse (SP) exciting the aluminum sample at 800 nm
wavelength. The incident fluence value is 1 J/cm?. The arrow indi-
cates the maximum of the laser pulse.

tabulated for a wide range of temperatures and densities.®”
Note that at solid density and at 800 nm irradiation wave-
length, the standard value of the complex index of refraction
is used; n=2.8+8.45i.%! The ac conductivity is described by
the Drude formalism®? that regulates with good accuracy®
the influence of the electronic density and collision fre-
quency. The initial collision frequency is chosen to match the
optical properties in standard conditions. Electrical conduc-
tivity depends both on the electronic and ionic collision
rates, and the evolution is consequently dictated by the de-
gree of nonequilibrium controlled by the TTM. The thermal
conductivity follows a similar behavior and shows a smooth
transition when passing from the solid to the liquid state. Part
of the incoming energy is locally converted into thermal en-
ergy by Joule heating and the other part is reflected from the
interface. The power dissipated in the unit volume is there-
fore Pyp,(z,1)=0(z,0)E(z,1), where o(z,1) is the local elec-
trical conductivity and &(z,7) the amplitude of the electric
field at the z location. In our calculation, the thickness of the
material is sufficiently high relative to the skin depth to en-
sure zero transmission at the rear side of the sample. The
beginning of the laser pulse sets the initial time for the
interaction.

To identify the drive factors for the observed ion accel-
eration and reduction in droplet emission, we have per-
formed simulations in different conditions of irradiation. The
maximum simulation window is 5 ns, that puts an end to the
calculation before global thermal relaxation occurs. The in-
cidence angle for the incoming radiation in the simulation
run is the same as for the experimental ion detection part
(24°). The first results are derived by comparing the energy
absorbed in aluminum for SP and LP sequences at the same
input fluence, 1 J/cm?. This value is about two times higher
than the calculated ablation threshold for the short pulse
(F,,=0.45 J/cm?) for reasons that will be given in Sec. III A.
In the present context, the threshold for macroscopic material
removal in gas phase is defined by the transformation in
vapor phase of the first nm of material in the thermodynamic
conditions established by the multiphase EOS.

A. Transient optical properties

The time-integrated energy density absorbed during the
pulse exposure and the temporal behavior of the reflectivity

PHYSICAL REVIEW B 74, 224106 (2006)

,—,100- Lp 10.30 %
<

& ool REFLECTIVITY 1025 2 8
> -me e mo
£ sop g 1926 &
= - m
= 1015 3 5
i °r 10 0
Z eol INTEGRATED 1. O
i} ABSORBED ENERGY > Sy B
T osop —— ,  DENSITY  jooo %

0 10 20 30 40 50
TIME [ps]

FIG. 5. Simulation of the instantaneous reflectivity values and
of the integrated absorbed energy density as a function of time for a
15 ps laser pulse (LP) exciting the Al sample at 800 nm wave-
length. The incident fluence value is 1 J/cm?. The arrow indicates
the maximum of the laser pulse.

are presented in Figs. 4 and 5 for two relevant pulse shapes,
SP and LP, respectively. The reflectivity graph R(7) shows
the instantaneous reflectivity values while the absorbed en-
ergy per surface unit is integrated in time and reflects the
history of absorption. These two quantities are intercon-
nected by energy conservation arguments and describe in a
global manner the complex optical properties. The absorbed
energy density F in a one-dimensional medium of a given
thickness is defined therefore by:
t
J R(D|E oDl

L [t o
F= Pups(z,Ndzdr=|1- F
0o Jo

t inc»
f 5z<0(7')|2d7-

0

(1)

where F,. is the incident fluence and &,-() is the incident
electric field amplitude. L is the geometrical thickness of the
sample (L=10 um).

In the case of short, sub-ps irradiation, the optical re-
sponse of the excited material appears later in the laser pulse
and Fig. 4 displays a weak change in reflectivity during the
SP action. The reflectivity value remains close to the stan-
dard value of 85.7% at 800 nm for most of the exposure
time. The final decrease is due to an augmentation in the
electron-electron collision rate associated to an increase in
temperature for the electron gas confined to the solid density
material. Interband transition effects at 800 nm (Ref. 64) are
negligible at this relatively low fluence and, therefore, do not
contribute to the optical properties. Nevertheless, they are
accounted for in the form suggested by Ref. 65. The inte-
grated absorbed energy per surface unit reaches 0.154 J/cm?
at the end of the laser pulse and represents 15.4% of the
incident energy.

The situation changes for longer pulse durations. Figure 5
shows a more pronounced change in reflectivity as a function
of time for the longer pulse. The reason is connected to the
onset of hydrodynamic effects during laser exposure and to
the appearance of a density gradient in front of the surface.
In the first picoseconds, reflectivity increases following a rise
in the extinction coefficient due to laser heating and a sub-
sequent gain in ionic temperature.®®” The decrease in reflec-
tivity which starts around 25 ps is due to surface expansion
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which coerces the material density to decrease in the absorb-
ing region. In nonequilibrium regimes, both electron-electron
and electron-ion collisions are determinant factors for light
absorption (in view of elevated electron temperatures) and
the dependence of the transport properties on density and
temperature is particularly complex. However, for the long
pulse, the electron-ion relaxation time is shorter than the
pulse duration and the electron-ion collision rate driven by
the ionic temperature is the control knob for the absorption
rates. Consequently, the electrical conductivity decreases
with density but increases steadily with the ionic heating.
Electromagnetic energy is gradually transformed into ther-
mal energy, hydrodynamic surface motion commences dur-
ing the pulse irradiation, and, as a result, electronic density
decreases in the absorption region. The increase in the elec-
tron density gradient scale length is responsible for the re-
flectivity decrease with time. The integrated absorbed energy
per surface unit reaches 0.145 J/cm? representing 14.5% of
the incident energy and is just below the subpicosecond
value at this particular fluence of 1 J/cm?. It will be shown
below that this fluence value represents a superior limit of
the energy window where ultrashort pulse absorption is still
the most effective process of energy deposition.

A summary of the simulation runs performed at input flu-
ences below and above 1 J/cm? indicates that, for pulses
with a fluence lower than 1 J/cm? the absorbed energy is
more important for the 180 fs laser pulse than for the 15 ps
laser pulse. The absorbed energy becomes equal for both
cases for fluences around 1.1 J/cm? and this is merely a
consequence of the fact that decreased reflectivity offers the
premises for better absorption. This value plays the role of an
efficiency junction. For fluences above 1.1 J/cm?, the energy
stored in the target during the ps irradiation significantly sur-
passes the energy deposited in the SP case and creates the
condition for an additional heat load into the superficial lay-
ers. In other words, the observed reflectivity decrease implies
that the energy is absorbed in a thicker low-energy-density
layer. The integrated absorption augments due to the addi-
tional boost in the characteristic scale length, even though
the absorbed energy density in the first subsurface layer de-
creases. To observe in greater detail the thermodynamic con-
ditions at this crossing point, we have concentrated mainly
on simulations at 1 J/cm?, i.e., two times above the short
pulse material removal threshold, while the other fluence
ranges are treated in a more concise manner for comparison
purposes. Actually, even though the absorbed energy is simi-
lar at this fluence, notable differences between short and long
pulse irradiation are clearly observed in their thermodynamic
evolution. Since the fluence values are not one-to-one trans-
latable between experiment and theory, numerical simula-
tions are made also at 0.5 J/cm? and 2 J/cm? with the pur-
pose of enlarging the perspective upon the variety of
phenomena occurring within the excited sample. The situa-
tion corresponding to the experimental observations will be
addressed briefly as well. Note that for comparing the experi-
mental and the theoretical results, the material removal
threshold is used as a relative reference, and the irradiation
regime is situated in both cases at more than three times the
respective threshold (0.15 J/cm? for the experimental part,
and 0.45 J/cm? for the simulation part, respectively). This
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FIG. 6. (Color online) Maximum transient ionic temperature as
a function of the initial, unperturbed solid depth for different flu-
ences and for the two sets of laser pulses. The critical temperature is
6300 K.

being said, the average experimental fluence of 0.45 J/cm?
corresponds to a theoretical input fluence of approximately
1.5 J/cm?, and an experimental input fluence of 0.75 J/cm?
matches a simulated fluence of 2.2 J/cm?.

It is also noteworthy to observe that, in the experiment,
the incoming laser intensity has a spatial Gaussian distribu-
tion and the reported fluence is averaged on the spot size. On
the contrary, in the 1D calculations presented here, the inten-
sity distribution within the laser spot is uniform and the
simulations are performed in conditions of constant energy
distribution. For this reason as well, simulations have been
realized for different fluence values. This facilitates a better
comparison with the experiment and suggests the thermody-
namic processes that may occur in different regions illumi-
nated by the laser spot. Obviously, the numerical procedure
presented here has limitations in reproducing a realistic non-
uniform irradiation because no transversal gradients are con-
sidered in our calculations. In the absence of a nucleation
formalism, the kinetics of the phase transition is not pictured.
At the same time, the 3D expansion of the plume is not
captured by the simulation. However, simulation under flu-
ence conditions below and above the experimental peak flu-
ence can bring indispensable insights into the processes oc-
curring during and after the interaction.

B. Conditions for reaching supercritical thermodynamic states

Since temperature is one of the main parameters defining
the thermodynamic state, we have investigated the tempera-
ture achieved in different layers below the surface in the
course of evolution. Figure 6 shows the profile of the maxi-
mum temperature reached within the material body for an
aluminum sample irradiated by 180 fs (thick lines) and 15 ps
(thin lines) pulses. The position of the layers correspond to
the initially unperturbed solid and no information regarding
the state of aggregation for the different regions is provided
at this point. Situations corresponding to three different laser
fluences are displayed. The lowest value, at 0.5 J/cm?, rep-
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resented by the dotted curve, corresponds to the outer ring of
the Gaussian pulse of 1 J/cm? average fluence. The maxi-
mum temperature reached due to the subpicosecond pulse is
higher than the temperature achieved under picosecond irra-
diation since the absorbed energy density is more elevated
for short pulse exposure at this particular fluence. Neverthe-
less, in both cases no supercritical state is reached at the
surface of the sample. For 1 J/ cm? (dashed curve) similar
observations can be made, and a very thin layer, less than
1 nm, surpasses the critical temperature (approximately
6300 K for aluminum). For a higher fluence (2 J/cm?), de-
picted with solid lines in the graph, the LP absorbs more
energy than the short pulse and a thicker layer of material
has a maximal temperature beyond the critical value and su-
perior to the SP value. Moreover, less energy is consumed in
kinetic expansion for the LP case and the major part of elec-
tromagnetic energy is converted into thermal energy, as com-
pared to preferential conversion in mechanical shock energy
for the SP pulse. At this fluence, the maximum thickness of
the supercritical fluid reaches 5 nm for the SP and 35 nm for
the LP sequence. This difference is mainly due to the distinct
optical properties which depend strongly on the matter ex-
pansion during irradiation. More explicitly, for the LP pulse,
the increase in the electronic density gradient scale length
drives the evolution of the optical properties, whereas for the
SP pulse, even though the transport coefficients are strongly
affected by electronic and ionic temperature gain, the elec-
tronic density remains equal to solid density during irradia-
tion. Thus, the hot electronic layer produced by absorption is
thicker for the LP pulse, which results, in turn, in producing
supercritical states within a wider spatial region. Addition-
ally, high electron temperatures for the SP induces a stronger
electron mobility promoting the electronic heat conduction
process. This results in reducing surface temperature. How-
ever, the change in optical properties upon density variations
is expected to affect more efficiently the distribution rate of
the deposited energy.

In the regime considered, with an ionic temperature situ-
ated below the first ionization level, the electrical conductiv-
ity decreases when temperature augments and the ionization
rate decreases with density. The density dependence of con-
ductivity is quite complex and, at a typical temperature of
1 eV, the conductivity decreases for density values between
solid density p, and 10~2p,, and increases for lower density
down to 1075p,.%° These spatiotemporal variations of the
transport properties prepare the conditions for locally en-
hancing the energy absorption and, implicitly, drive high
temperature levels, being an effective way to reach super-
critical states. On the assumption that a correlation exists
between supercritical states and fast ion production (note that
the description based on equilibrium EOS cannot properly
describe the superheating of unmixed states of aggregation),
it appears that the rate of ion emission is clearly enhanced for
LP at the higher fluence levels, as was seen in Fig. 1, driven
by an excess of energy that offsets the intermolecular poten-
tial within the fluid. In this situation, the latent heat of va-
porization decreases significantly, the kinetic energy of the
atoms in the condensed phase becomes comparable to their
binding energy, and the hot fluid may decompose to atomic
gas-phase species without involving nucleation.®® The atom-
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FIG. 7. (Color online) Maximum velocity of different expanding
layers as a function of initial, unperturbed solid depth for different
fluences and for the two sets of laser pulses, SP and LP.

ized fluid can rapidly expand, ensuring high kinetic energies
for the emitted species after translational equilibration in
their flight path. Nevertheless, as usual in ablation experi-
ments, different regions in the sample may achieve different
temperatures, so they will follow accordingly a wider range
of thermodynamic paths, some of them including nucleation
of gas bubbles at various rates according to the superheating
degree in the mixed-phase region, with the respective par-
ticles being emitted at different moments.

The increase in temperature also has consequences for the
impulsivity of the hydrodynamic expansion. The correspond-
ing maximal velocities of various layers originating from
different depth coordinates from the initially unperturbed
solid is presented in Fig. 7. The figure delivers a perspective
on the kinetic consequences of strong heating and shows the
progressive acceleration of the LP-irradiated layers with in-
creasing fluence as a consequence of the more effective tem-
perature gain.

C. Density behavior and liquid droplet ejection

Further insights are derived from investigations of the ag-
gregational state of the excited layers at different moments
during the material motion. Probing the density of the differ-
ent layers upon expansion will provide answers to issues
related to which part of the material participates to the abla-
tion process. Figure 8 displays the transient density profile
for a short pulse of 1 J/cm? scaled to the initial depth inside
the metal. The density profile is presented for three relevant
moments: thermal electron-ion equilibration (12 ps), onset of
ablation (25 ps), and relaxation (5 ns). The representation is
done with respect to the initial localization of the cells. The
expansion of the individual cells is neglected in the graphic
representation and the cells were restricted to initial dimen-
sion for all three moments of description. The scaling, occur-
ring as if the spatial evolution was frozen, was made in order
to fit different profiles to the same dimensional scale and to
concentrate on the local material state. This approach permits
us to follow the history of transformation in specific regions
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FIG. 8. (Color online) Density profiles at three different mo-
ments during the simulation of a 180 fs laser pulse interaction with
aluminum. The solid-liquid and liquid-gas borders marked on the
left side of the figure are an approximate indication of the respec-
tive transitions. The incident fluence is 1 J/cm?.

within the material, characterized by an initial depth and its
own particular evolution. Consequently, the graph presents
local material densities and the corresponding aggregation
state reached at each calculation cell. The density limits
marked in the figure and corresponding to different states of
aggregation are only indicative, since the actual border de-
pends on specific pressure and temperature conditions. The
electronic-vibrational thermalization is already completed at
t=12 ps and the solid curve shows the corresponding alumi-
num density in the laser-affected region. At the surface, only
4 nm of material is in the vapor phase and a region of ap-
proximately 30 nm of metal is pushed into a well-defined
liquid phase. In deeper regions, the density gradient is
smooth at this time and the solid-liquid interface is not
clearly defined. The dashed curve represents the density pro-
file at 25 ps, when the solid-liquid separation begins to ap-
pear at a depth of 56 nm. The thickness of the superficial
region which suffered transformation to the gas-phase has
not changed, but a liquid-gas mixture seems to break away
from the liquid at 18 nm. The curve presents a plateau be-
tween 20 nm and the solid-liquid interface at 56 nm. The
dotted curve corresponds to the density reached at the end of
the simulation, at 5 ns. At this stage, the three aggregational
states of matter are clearly distinguishable. The first one cor-
responds to vaporization occurring in the first nanometers
below the surface. A liquid-gas mixture still exists in the first
10 nanometers, with regions at liquid density present as sin-
gularities, and the approximately first 18 nm of aluminum
will most probably evolve as an ideal or ionized gas, if the
transition is too fast for nucleating the vapor phase on this
time scale.®® The possibility of nucleating vapor nuclei in the
liquid phase is mentioned briefly in Sec. IV where the dura-
tion of the passage through the metastable/unstable region is
evaluated. The second state (the next 36 nm) corresponds to
a liquid layer which survives a long time after the onset of
heating and cooling caused by hydrodynamic motion and
heat diffusion. It is limited by a very localized density col-
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FIG. 9. (Color online) Density profiles at three different mo-
ments during the simulation of a 15 ps laser pulse interaction time
with aluminum. The solid-liquid and liquid-gas borders marked on
the left side of the figure are an approximate indication of the re-
spective transitions. The incident fluence is 1 J/cm?.

lapse that suggests a spatial confinement. The last state is
represented by the condensed state for the inner part of the
material which returns to the solid density p,=2.7 g/cm?.
For the SP case, both gas and liquid droplets contribute to the
ablated matter and define the removal depth down to a pen-
etration depth of 56 nm. In fact, the solid-vapor interface
observed at 56 nm corresponds to a localized gas expansion
which could be interpreted as a fracture occurring inside the
liquid. The expanding fluid and the condensed substrate are
then disjointed at this point. Consequently, the SP plume
would be dominantly constituted by gas and liquid droplets.
The droplet appearance on a tens of ps scale was previously
validated by time-resolved imaging of laser excited
surfaces.®” As seen in the figure, the material undergoes a gas
transition within a depth of 18 nm, while, deeper, several
liquid droplets form, which will be subsequently ejected.
Some uncertainties reside with the liquid part that may return
to the solid phase, due to the absence of information on the
cohesion properties of the liquid.

The density profile induced by a LP sequence of 1 J/cm?
is depicted in Fig. 9 for three different moments during and
after the interaction. The solid curve represents the density at
the end of the laser pulse, at 45 ps, when it is considered that
the electron-ion nonequilibrium does not exist anymore. At
this time, the vaporization takes place for approximately
5 nm under the surface and around 100 nm are affected by
liquefaction. The dashed curve corresponding to the density
at t=100 ps shows a density collapse at 34 nm. The density
associated to the deeper layers of matter shows a plateau
characteristic of a liquid region down to a depth of 180 nm.
This result indicates that the solid-liquid transformation is
more extended in depth for the LP case as it was in the
former case. The material region situated in front of the den-
sity fall can be regarded as a liquid-gas mixture, and the
density is mainly below the liquid value. From the dotted
curve representing the density profile at 5 ns when the simu-
lation stopped, we clearly see that the mixture evolves pref
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erentially to become a gas and the location of the density
collapse has not changed. Contrary to the SP case, the liquid
layer does not survive long enough to pursue a gas-phase
transition path afterwards or to evolve as such by its own
means, and resolidification occurs for LP on this time scale.
As a consequence, an abrupt density gradient stands out at
36 nm and marks the solid-gas interface. Almost no liquid
appears to be ejected in this case, the liquid layer returns
preferentially to the solid state, and vaporization is the major
material removal process predicted by the simulation. Two
more consequences can be put forward for the LP case as
compared to SP irradiation at this particular fluence. The
ablation rate®’° is lower for the temporally stretched pulse
whereas the layer of the resolidified liquid is thicker, contrib-
uting to the formation of a considerable amount of recast
layer around the laser-induced crater.”! Together with the
preferential transformation to gas-phase, these aspects define
the characteristics of the LP irradiation. The ablation rate
grows rapidly with the input fluence, surpassing the SP rate
at a fluence superior to 1.5 J/cm?.

IV. DISCUSSION

While trying to get to the roots of the physical events,
further insights are gathered from interrelated ionic tempera-
ture and density estimations for the different states accom-
plished during expansion. Figures 10 and 11 display the cor-
related evolution of the thermodynamic properties of the
metal in a density-temperature (p-T) diagram for both subpi-
cosecond (180 fs) and longer (15 ps) pulses. The thermody-
namic paths of chosen cells (reference equilibration time is
marked in the figure to pinpoint major steps in the temporal
evolution) are drawn in these diagrams, corresponding to an
irradiation fluence of 1 J/cm?. It was seen before by com-
paring the SP and the LP sequences that heat diffusion and
hydrodynamic processes perform differently in response to
the optical excitation, and their relative balance induces sin-
gular behaviors in both cases. The analysis of the corre-
sponding ablation mechanisms estimates a high probability
of droplet generation and ejection in the short pulse case and
a considerably lower ejection rate for the LP case. The
(p-T) thermodynamic paths are now compared in the short
pulse (Figs. 10) and the long pulse (Figs. 11) situations to
further distinguish between the particularities of material
ejection in both regimes.

The first cell describes the outermost region at the surface
of the bulk material (solid line), the very first layer (0.25 nm
coordinate at the cell center). For both cases, SP and LP, a
maximal overcritical temperature around 10000 K is
reached at the surface on the time scale of electron-ion re-
laxation in the first monolayers. Under the heat load pro-
duced by local absorption of electromagnetic radiation, the
superficial part of the metal suffers fast and somehow exotic
solid-liquid and liquid-gas transitions, 7> using the expansion
energy to fuel its evolution.

Concentrating on the subsurface regions, for SP, three be-
havioral paths are followed by the excited matter: gas forma-
tion, liquid confinement, and melting resolidification. The
first path, corresponding to the liquid-gas transformation, oc-
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FIG. 10. (Color online) (a) Thermodynamic trajectories of sev-
eral simulation cells in the excited aluminum region in a (p-T)
diagram for a 180 fs laser pulse. The simulation ends at 5 ns. The
electron-ion thermalization moment (+) is indicated in the figure
for each trajectory and corresponds to a delay of 12 ps with respect
to the beginning of the laser pulse. Note the “trapped” liquid re-
gions at 27 and 41 nm depth. The incident fluence value is 1 J/cm?.
The solid-liquid (S-L; melting), the liquid-gas (L-G; binodal), and
the onset of instabilities (Sp; spinodal) boundaries given by the
EOS, as well as the position of the critical point (CP) are also
depicted in the figure. Due to the uncertainty related to the passage
via the instability region, the thermodynamic trajectories are not
shown below the spinodal envelope. (b) Blow-up of the “trapped”
region emphasizing the 27 and 41 nm trajectories. 56 and 58 nm are
also shown.

curs for each cell localized between the surface and a limit
corresponding to 18 nm inside the target (with the exception
of a rather unusual trajectory of the first surface cell at
0.25 nm). The trajectory of this particular model cell at
18 nm (dashed thin curve), that serves as an example for the
region between 0.25 nm and itself, is presented in Fig. 10(a).
For cells below this depth, no fall of density occurs during
the 500 ps following irradiation and the region remains lig-
uid during the simulation time scale except for particular
cells with singular behavior such as the deeper ones seen in
Fig. 8, situated at 41.3 nm and 56 nm below the surface. The
41.3 nm fallout (the next cell after the still liquid one at
41 nm) in Fig. 8 is apparently an artifact of the simulation
procedures since it is not stable against the cell size and
simulation conditions, while the density drop at 56 nm ap-
pears to be a genuine thermodynamic feature determined by
the evolution of the system. In establishing the physical au-
thenticity of the features related to sudden density variations,
we have used a criterion based on the stability of the numeri-
cal scheme against the simulation conditions (e.g., spatial
and temporal sampling rates). At the same time, the passage
through the instability region (crossing spinodal), though it
follows in reality unpredictable states,” is in our case artifi-
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FIG. 11. (Color online) Thermodynamic trajectories of several
simulation cells in the excited Al region in a (p-7) diagram for a
15 ps laser pulse. The simulation ends at 5 ns. The electron-ion
thermalization moment is indicated in the figure and corresponds to
the end of the laser pulse, at 45 ps. The incident fluence value is
1 J/ecm?. The solid-liquid (S-L; melting), the liquid-gas (L-G; bi-
nodal), and the onset of instabilities (Sp; spinodal) boundaries given
by the EOS, as well as the position of the critical point (CP) are also
depicted in the figure. Due to the uncertainty related to the passage
via the instability region, the thermodynamic trajectories are not
shown below the spinodal envelope.

cially pursuing an imposed monotonous path in the simula-
tion, and, therefore, this is not a source of additional
fluctuations.”* Due to the uncertainty related to the passage
via the instability region, the thermodynamic trajectories are
not shown below the spinodal envelope, but the passage via
the metastable and unstable regions takes about 15 ps and
200 ps, respectively (a finite lifetime in the unstable region
appears due to the Maxwell construction of the passage).”*
This opens up the possibility of complementary nucleation
mechanisms. It appears, therefore, from this behavioral path
that a liquid layer, which does not expand as a gas, remains
confined between these two gas bubbles in a sandwichlike
structure. In this confined shell, hydrodynamic expansion is
strongly limited and is insufficient by far to cool down the
liquid. Deeper cells, such as the one at 58 nm (dotted line),
remain no longer liquid and undergo liquid-solid transforma-
tion during the first nanosecond following the irradiation.
The resolidification process occurs for all liquid cells located
below this depth.

Observing in more detail the behavior of the liquid shell
and its surrounding cells, particular features appear in the
thermodynamic diagram. For all the cells in question except
the first monolayer, the heating is quasi-isochoric and the
temperature presents a vertical transition in the diagram. A
temperature between 2000 and 3000 K is then observed in
this case for the dotted and the short-dashed curves at 27 and
41 nm, respectively. A compression wave’! is responsible for
the appearance of overdense material in the liquid state. This
is particularly visible in the behavior of the simulation cells
at characteristic depths of 41, 56, and 58 nm. This mechani-
cal wave is followed by a rarefaction wave which produces
expansion almost independently of the temperature gain in
this particular space, but strong expansion is limited to the
region around 56 nm (between 55 and 57 nm) and does not
affect a wider zone. A loop is clearly visible on the diagram
when the shocked material begins its expansion [Fig. 10(b)].
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The rarefaction wave induces matter expansion within the
liquid layer and the decrease in density following expansion
is not compensated by the density increase due to a fall in
temperature. Consequently, the temperature and the density
reductions are simultaneous in the liquid. This relaxation be-
havior, characteristic for isochoric heating, is favorable to
start the liquid-gas transition at this depth and to form a
localized “fracture” line. The transition occurs at a lower
temperature than the maximal value reached at this specific
location. In fact, the thermodynamic path approaches quasi-
perpendicularly the binodal line and it may cross the equilib-
rium border if the expansion is sufficient. As seen in Figs. 8
and 10, the process in question takes place in an internal
zone of the liquid layer, at 56 nm in our case, where the
liquid-gas transformation localized within the liquid layer is
initiated. The liquid layer situated between this depth and the
one corresponding to the limit of surface vaporization
(18 nm) is not affected by the transformation, due to the fact
that expansion is still insufficient. Consequently, the liquid
layer remains trapped between the surrounding gas 1D
bubbles during expansion and will contribute to the overall
ablation process. In the physical reality, the exfoliation of the
liquid layer can be considered as being triggered by the re-
flection of the rarefaction shock wave from the nonablated
interface whenever the strength due to hydrodynamic motion
begins to be comparable with the surface tension. The situa-
tion presented above can be followed in Fig. 10(a) and 10(b)
where simulation shows confined thermodynamic paths for
cells between 18 and 56 nm (limits not included), similar to
the trajectories for the 27 and 41 nm cells. These cells are
oscillating at the liquid-gas border for more than 5 ns; the
moment which marks the termination of the calculations.
Simulations indicate a liquid thickness of 38 nm which is
consistent with the characteristic minimal dimension of a
liquid droplet. This size is larger than the thickness of the
vaporized material and, at this fluence not far away from the
threshold, droplet ejection is clearly a major process of ma-
terial removal. No direct solid-to-plasma transition is ob-
served in this fluence regime since the material compression
is not sufficient to bypass the solid-to-liquid transformation
curve.

The situation changes drastically for the longer pulse se-
quence. For LP, evaporation occurs from a larger volume
below the surface (since generally, ablation also involves lig-
uid expulsion, this does not lead automatically to higher ab-
lation rates, but to different plume composition) and the
liquid-gas transition takes place through 34 nm of metal
thickness. The internal energy is higher in this case because
less energy is converted into mechanical (hydrodynamic)
work during the slower heating. The cells trajectories pre-
sented in Fig. 11 show that the temperature increase is asso-
ciated with a density decrease. The reason can be found in
the fact that the expansion occurs during the energy transfer
established by the laser energy coupling time and, as a con-
sequence of the synchronous motion, confinement conditions
are not fulfilled. Liquid phase appears to be a transient pro-
cess in the simulation, and cells evolve rapidly towards ei-
ther solid or gas states. The liquid layer does not survive in
this case and no droplet formation and ejection is conceiv-
able for longer pulse under the present irradiation conditions.

224106-12



OPTIMIZED ENERGY COUPLING AT ULTRAFAST LASER-...

Under the last vaporized cell at 34 nm (short-dotted line), the
cooling associated to the subsequent density increase induces
the solidification of the liquid. The hydrodynamic expansion
does not occur in the liquid phase and the cell (e.g. at 36 nm)
shows a thermodynamic path which is parallel to the binodal
line. No crossing is possible without sufficient expansion and
the rarefaction wave does not compensate for the densifica-
tion produced by the temperature decrease. Consequently,
calculations indicate that if the maximum temperature
achieved is not sufficient to kick start the liquid-gas transi-
tion, then the liquid layer returns to the solid state. Two kinds
of behavior are distinguishable, a solid-liquid-gas transfor-
mation during pulse laser heating and a solid-liquid-solid
transformation at the end of the heating cycle, since the tem-
perature and density conditions for liquid-gas transition in-
side the liquid layer were not reached. These features are
spatially separated, with little cross talking. To conclude,
simulations reveal that the expansion in the liquid phase is
weaker in this long exposure regime and the ablation is
mainly due to vaporization. Even if this process is more im-
portant for the longer pulse and concerns the first 34 nm of
the material, the ablated matter represents only 60% of the
matter ejected by a short pulse. A thicker recast layer is pre-
dicted. We here note that a transition from a bubblelike ex-
panding material involving liquid droplets to a diffusionlike
beam upon the passage from femtosecond to picosecond ir-
radiation has been recently described*> based on combined
Monte Carlo and molecular dynamics simulations of laser-
excited silicon.

V. THEORETICAL DESCRIPTION OF THE
EXPERIMENTAL SITUATION

One of the important issues related to the evaluation of
the experimental observations from Sec. II is to establish the
corresponding domain of simulated fluences. One can rea-
sonably suggest a connection between the experimental ion
emission threshold (average fluence Fy,_,,,=0.15J /cm?) and
the theoretical fluence required for material transformation in
gas phase in the first surface layers (Fy,_,;,=0.45 J/cm?).7
Above this theoretical fluence, the first liquid layer confined
between gas bubbles is formed for the short pulse sequence.
To establish the matter behavior at 3F,,_,,,, we have ex-
tended the theoretical observations to fluences below and
above this particular value and focused our attention on two
relevant parameters of the interaction: the maximum tem-
perature and the gas/liquid content of the ablated plume. We
consider in the following that the departing liquid is formed
only by one-dimensional droplets confined between gas
bubbles. Although the evolution of the liquid droplets is not
followed on longer space and time scales in order to decide if
they will evaporate or break away in smaller droplets, these
simulations pinpoint a possible source for these nanodrop-
lets, i.e., the conditions for original liquid-phase expulsion
(an intrinsic consequence of the short pulse action). Figure
12 shows in this respect the thermodynamic behavior and the
evolution of these parameters in the selected fluence range.
One can directly notice that, in conditions similar to the ex-
perimental situation, the LP induces, contrary to the SP
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FIG. 12. (Color online) (a) The ratio between the maximum
surface temperature achieved by LP and SP sequences at different
input fluences. (b) The relative liquid content (confined liquid/gas
+confined liquid) of the plume for SP and LP sequences at different
input fluences. Only the confined liquid droplets are taken into con-
sideration. The corresponding experimental fluence ranges at 3F,
and 5Fy, are marked in both figures.

pulse, a more efficient heating of the surface [Fig. 12(a)],
opening pathways to supercritical states and to a preferential
gas-phase transformation. Consequently, this leads to a sig-
nificant decrease in the liquid content of the ablation plume
[Fig. 12(b)] on the benefit of a hot gas phase. These aspects
may have additional consequences for the subsequent plume
evolution by promoting further collision driven acceleration
during kinetic equilibration of the particles in the plume
(similar to a Knudsen layer effect in the case of surface va-
porization). These observations are in reasonable agreement
with the experimental facts which predicted the appearance
of a higher ion yield at high velocities. This can be partially
deductible from Fig. 7 which shows the maximum velocity
attained by the expanding layers at different input fluences.
The maximum fluid velocity is always superior for the LP
sequence as compared to the SP sequence for fluences above
1.2 J/cm?. The statement covers the experimental situation
as well; nevertheless, direct quantitative association to the
TOF traces cannot be made since the trace characteristics are
smeared out by the subsequent gas-phase dynamics. The ac-
celeration takes place at the same time with a drastic reduc-
tion in the quantity of laser-generated nanodroplets. The lig-
uid content of the plume goes down with increasing laser
fluence. It is worth mentioning in this context that Vidal et
al.’® predict a fluence-independent liquid ratio of about 0.15
for a wide range of input intensities. This quantity is derived
from the rate of erratic behavior of the simulation cells which
preserve a high density after entering into the unstable zone
below the critical point. This prediction, based on numerical
oscillations, is supposed to be representative of the fluctua-
tions occurring during phase transformation. We would ex-
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pect that this effect cannot be properly described in the
frames of hydrodynamics without adequate nucleation theory
and we suggest that this measure of the liquid part is only
approximate and should depend on the laser fluence.

To describe droplet generation by ultrafast laser excitation
of metallic targets, investigation on the correlation between
laser parameters and nanoparticles synthesis has been previ-
ously performed in the theoretical context of an adiabatic
expansion following nonequilibrium absorption.!® Our ap-
proach extends this numerical analysis with the use of simi-
lar absorption and heat diffusion models inserted into a non-
equilibrium hydrodynamical code.

VI. CONCLUSION

In conclusion, we have analyzed material transformations
under sub-ps and ps near infrared laser irradiation in condi-
tions common to ablation regimes, with emphasis on the re-
quirements for optimal energy coupling. A primary observa-
tion relates to the fact that short light exposure is not always
the most efficient way to store energy in the material. In this
context, the results point out the role of thermal nonequilib-
rium between electrons and ions to level out heat loading for
short pulses, either by enhanced diffusion or by preferential
transfer in shock wave energy. Adaptive control of the laser
pulse temporal shape enables the designing of the kinetic
properties of the material removed under laser excitation,
based on a user-imposed synchronization with the induced
series of phase transformations. The thermodynamic states
and the associated density variations during the laser expo-
sure create the prerequisites for better absorbing and trans-
porting the energy inside the exposed material. The energy
delivery rate is identified as an essential factor that predeter-
mines the specific material thermodynamic evolution and its
particular pathways in the phase space. In both cases pre-
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sented here, SP and LP, pulses shorter or comparable to the
heat conduction time preserve strong heating rates. As com-
pared to short pulse regimes, longer pulse sequences show an
acceleration of the emitted charge particles and a reduction
in nanoparticulates ejection for fluences several times supe-
rior to the ablation threshold. The numerical simulations
show a high efficiency of material removal for the SP se-
quence, where a major component of the plume is formed by
liquid droplets in the form of nanosized particulates. Long-
living liquid layers evolve as such under gas confinement
and are responsible for this ejection feature. Longer irradia-
tion sequences will not meet the pressure and temperature
conditions for the liquid confinement. They will form liquid
regions that do not have enough energy to expand and will
return with high probability to the solid state as recast.
Therefore, ultrafast laser pulses are more attractive when the
degree of precision in laser structuring is concerned. Longer
pulses will, nevertheless, play a role in defining and tuning
the plume properties for applications where plume character-
istics are important; droplet-free pulse laser deposition and
generation of nanoparticles with tailored dimensions. Finally,
although repeatedly advocated for ultrashort pulse laser ab-
lation, no direct solid-to-plasma transition is observed in ei-
ther case for the fluence range employed, since the material
compression is not enough to trigger a path bypassing the
liquid phase border in the phase space. The final states are
always mediated by a transient liquid state.
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plasma model should be applied but the extension of this model
to high densities is not self-consistent with the solid model and
leads to an overestimation of the coupling coefficient [see, e.g.,
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zation time concerns few cells, as the external one at 0.25 nm in
Figs. 10 and 11, and we suppose that the global thermodynamic
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preserves our numerical calculations from potential instabilities
which may occur with van der Waals type EOS.
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