PHYSICAL REVIEW B 74, 155305 (2006)

Real-space description of current-constrained molecular junctions
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A current constrained approach is proposed for the calculation of characteristic current/voltage curves for
molecular junctions described in a real space representation. A steady-state current is imposed on the molecule
prepared in a nonequilibrium state, and the voltage drop is obtained from the electrical power spent on the
molecule to sustain the current. The molecular resistance is related to relaxation phenomena that drive the
molecule towards the equilibrium state. A phenomenological model, borrowed from the field of molecular
spectroscopy, is adopted to describe relaxation, accounting for both depopulation and dephasing (inelastic and
elastic scattering). The current is related to coherences, and the coherence lifetimes, with contributions from
both depopulation and dephasing, enter the definition of the molecular resistance. For the specific case of a
single electron in a two-site junction the standard result of conductivity quantization is regained, a result that
holds for dispersionless as well as dispersive junctions. The proper implementation of the continuity constraint
for steady-state dc transport requires the introduction of multiple Lagrange multipliers and results in nonlinear

potential profiles across the molecule leading to the intriguing concept of bond resistance.
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I. INTRODUCTION

Molecular junctions are complex systems where a mol-
ecule, an intrinsically microscopic object, is contacted by
macroscopic leads.! To sustain the current the junction
must be prepared in a nonequilibrium state: work has to be
spent on the system to sustain the current and, to guarantee
for steady-state conditions, exactly the same amount of work
must be dissipated to the environment.* The most popular
approaches to describe molecular junctions are based on the
Biitticker-Landauer picture:s’7 the junction, i.e., the molecule
possibly including atoms from the contact region, is embed-
ded between two semi-infinite electrodes that act as the
source and the sink for the electrons. The electrical flux is
driven by imposing a finite potential drop between the two
electrodes to enforce a net flux of charges from the high to
the low potential region. This voltage constrained (VC) ap-
proach proved very successful in the description of mesos-
copic and nanoscopic junctions and has been quite naturally
combined with detailed first-principles models for the mo-
lecular structure and the contact region.! However, working
with infinite reservoirs poses some fundamental physical
problems,3~'2 among which the need to account, in the same
quantum mechanical system, for two families of electrons
with different chemical potential, and, henceforth, the need
to rely on one-electron models for the electronic structure.

To overcome the problem of semi-infinite reservoirs, Di
Ventra and Todorov'? recently proposed an interesting pic-
ture where a quasistationary current flows between two large
but finite electronic reservoirs. The approach relies on the
definition of a finite system with open boundary conditions,
but the price to be paid is that a genuine steady state cannot
be attained. Any reference to reservoirs is avoided in current
constrained (CC) approaches that have been developed to
describe transport in both meso- and molecular
junctions.®1214-18 Closed boundary conditions are imposed
to the system, and a current is forced through the circuit, via
some physical or mathematical device. CC and VC ap-
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proaches are therefore complementary and, in a sense, de-
scribe two different experiments, where either the current or
the potential drop is fixed from the outset.'*

On physical grounds a current can be forced in a circuit
by driving a time-dependent magnetic flux through the cir-
cuit. The model, originally proposed by Kohn to describe
optical conductivity in extended systems,'® has been applied
to describe electrical transport in mesoscopic systems,!3
and more recently in molecular junctions.'® Alternatively,
variational techniques can be adopted, and the system can be
forced in a nonequilibrium steady state introducing properly
defined Lagrange-multipliers in the Hamiltonian. Again this
technique has a long history in the field of mesoscopic
transport'* and has been more recently adopted to describe
molecular junctions.!>16:17

CC approaches overcome the problem of reservoirs and,
not relying on single-electron pictures, quite naturally apply
to correlated electrons.!>!* Whereas CC strategies are prom-
ising, two main problems remain to be solved: (1) the calcu-
lation of the potential drop needed to sustain the current, and
(2) the definition of the potential profile in the molecule. To
solve the first problem I take advantage from energy conser-
vation as described by the Joule law: in a system with fixed
current, the potential drop can be obtained from the electrical
work done on the junction to sustain the current. The calcu-
lation requires of course a model for the relaxation dynam-
ics: this is an important observation since it points out the
fundamental link between resistance and relaxation. Charge-
conservation is the key to solve the second problem: enforc-
ing the continuity constraint for DC transport leads to the
definition of the potential profile along the junction. The ap-
proach is general: here I sketch its application to linear Hub-
bard chains. Fully exploiting the possibility to account for
correlations, I describe transport adopting a real space repre-
sentation for the molecule leading to a suggestive picture
where the molecule is described as an electrical circuit with
resistances associated with chemical bonds.

Section II introduces the method with reference to the
simplest case of a two-site junction. Section III extends the
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discussion to polyatomic junctions: the continuity constraint
for DC transport is introduced, showing that it defines non-
linear potential profiles through the junction. In the last sec-
tion main results are discussed and summarized.

II. THE TWO-SITE JUNCTION

To start with consider a diatomic Hubbard molecule,
whose Hamiltonian is defined by U, 7, and the difference of
on-site energies, 2A=¢€,—¢€;, as follows:

HO = Elﬁ] + Ezﬁz + tE (CJLTCZO."' HC) + U(ﬁl,afﬁl,ﬁ

o

+ ﬁz,oﬁz,ﬁ)» (1)

where ¢} creates an electron with spin o on the i-site and

ﬁi=20ﬁw=20cz(rc,~yg. The eigenstates of H, are stationary
states and do not sustain any current. To impose a finite
steady-state current the molecule must be prepared in a non-
equilibrium state |G(\)) that can be defined (in the low tem-
perature limit) as the ground state of the auxiliary
Hamiltonian:!*!7

H(\)=Hy—\J, (2)

where j=—i,(c] c,,—H.c.) measures the current flowing
through the bond. Here and in the following e, #, and ¢ are
adopted as units for charge, momentum, and energy, respec-
tively. The field N coupled to the current enters the Hamil-
tonian as a Lagrange multiplier, whose value is fixed by the
requirement that a finite current J=(G(\)|j|G(\)) flows
through the molecule. H(\) is defined for a fixed number of
electrons: global charge conservation is an obvious con-
straint for steady-state DC current, and cyclic boundary con-
ditions are implied in the Lagrange multiplier approach, so
that any electron escaping the molecule from the right im-
mediately enters the molecule from the left side.

The same cyclic boundary conditions are adopted in the
description of molecular junctions recently proposed by
Burke et al.'® In that case the molecule is embedded into an
ideal conducting ring and, following Kohn,' a magnetic flux
oscillating at frequency w is driven through the ring as to
generate a spatially uniform oscillating electric field £ along
the molecule. As discussed by Maldague in a different
context,?’ at the leading order in the vector potential, the
molecular Hamiltonian reduces to Eq. (2), with A propor-
tional to the amplitude of the vector potential. At least for the
two-site molecule the Lagrange multiplier approach repre-
sents the low-A limit of the Kohn model.

Both the Hubbard Hamiltonian in Eq. (1) and its current-
carrying version in Eq. (2) can be diagonalized using stan-
dard real space techniques. The real space basis is defined by
the complete set of orthonormal functions that specify the
occupation of local (site) spin-orbitals (in other words the
basis functions correspond to the Slater determinants written
on the basis of the site spin-orbitals).?! The Hamiltonians
conserve the spin, so that subspaces with different spin num-
bers are decoupled. Here I will always work in the subspace
relevant to the ground state, i.e., that defined by the wave
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FIG. 1. The bond order and the difference of on-site electronic
population as a function of the current flowing in a two-site two-
electron Hubbard junction with =1, U=4, and variable A.

functions with S. (the z-component of the total spin) fixed at
the lowest value (S.=0, corresponding to singlet states, for
an even number of electrons, S,=1/2, corresponding to dou-
blet states, for an odd number of electrons).2!?2 Two elec-
trons in the two-site junction can then be described by the
four basis states, |T],00), [00,1]), [10,0]), and |0],70), where
0 represents an unoccupied spin orbital, and the arrows rep-
resent up and down spins. The dimensions of the problem
increase fast with the number of sites,2!22 but the relevant
matrix can be written and diagonalized numerically for not
too large systems.”!?? The valence bond basis, the linear
combination of the real-space functions that diagonalize both
S, and S?, represents a more efficient choice,? but the calcu-
lations become more involved due to the loss of orthogonal-
ity.

The (numerically) exact diagonalization of the H(\) ma-
trix, written on the real space basis, leads to the relevant
ground state wave function |G(\)), that, according to the
previous discussion, describes a molecule carrying a finite
current, {G(\)|j|G(\)). Expectation values of other operators
on the same state give important information on the effects
of the current on molecular properties: the Lagrange multi-
plier approach offers an easy route to investigate the chemi-
cal effects of a DC current. Just as an example, for the two-
site junction described by the Hamiltonians in Egs. (1) and
(2), T will shortly address the effects of the current on the
charge distribution. On-site electron densities are the expec-
tation values of the number operators, 77, and 7i,, and since
the total number of electrons is fixed, the only relevant in-
formation is given in terms of n;—ny,=(G(\)|ii;—,|G(\)),
the unbalance in the electron number. Symmetry imposes
n;—ny=0 for A=0, irrespective of \. The right panel of Fig.
1 shows the J dependence of n;—n, for a two-site junction
with two electrons, t=1, U=4 and two different A values. In
both cases n,—n, decreases with the (absolute value of) the
current: when the current flows, electrons are more homoge-
neously distributed. This result can be easily understood
since J increases with N\, and the effect of a finite A in H(\)
becomes less and less important with increasing N. The

bond-order h=3,(c| c,,+H.c.)/2 measures the electron
density between the two sites, and hence the strength of the
chemical bond. Results in the left panel of Fig. 1 show that
for all A, the expectation value b=(G(\)|b|G(\)) decreases
with increasing current: as electrons contribute to the current
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their contribution to the chemical bond decreases. This is an
interesting result since it suggests a lengthening of chemical
bonds due to the current flow. This concept, however, is
rooted in the adiabatic representation of the coupled elec-
tronic and vibrational motion and relies on the hypothesis of
conservatives forces in current carrying nonequilibrium
systems.?> Both hypothesis deserve attention.

The definition of characteristic current-voltage curves re-
quires the calculation of the potential drop needed to sustain
the current. Of course A\ is related to the field driving the
current, and hence to the potential drop, but sorting out the
relation is far from trivial. In the low-\ limit, where the
Lagrange multiplier corresponds to the vector potential, the
relevant electric field £« w\ vanishes in the w=0 DC limit,
leading to the unphysical result of a finite current driven
through the system at zero bias. This zero-resistance picture
emerges because scattering events or relaxation processes are
totally disregarded. Indeed a finite potential drop is needed to
sustain the current just because the current must overcome
some friction in the junction. Any reliable calculation of
characteristic curves must rely on the definition of a model
for scattering or relaxation.

In single-electron pictures electrical resistance is naturally
described in terms of scattering events: the electron traveling
in the device undergoes elastic and/or inelastic scattering
when impinging on scattering centers that may include
phonons, electrodes, and possibly other electrons. In corre-
lated pictures, the same phenomenon is described in terms of
the relaxation of (multielectron) molecular eigenstates. To be
specific, the current-carrying state [G(\)) is a nonequilibrium
state and the system relaxes back to the ground |G(0)) state.
The amount of power spent to sustain the system in the non-
equilibrium current-carrying state is set by the relaxation dy-
namics: the faster the relaxation the more power must be
spent to sustain the current. The Joule law quantitatively de-
fines the relation between the electrical power spent on the
molecule, W, and the potential drop needed to sustain the
current: W=JV. Since J is known, characteristic J(V) curves
can be obtained from W.

Following standard approaches in molecular spectros-
copy, relaxation is conveniently described introducing the
density matrix written on the basis of the eigenstates |k) of
H(0).24? The equilibrium density matrix for the molecule in
the absence of the driving field, oy, is a diagonal matrix
whose elements are fixed by the Boltzmann distribution. In
the low temperature limit only the lowest eigenstate, |G(0))

=|g), is populated. In nondegenerate systems f is an off-
diagonal operator, so that o(\), the density matrix for the
nonequilibrium system, is nondiagonal: finite coherences,
i.e., nonvanishing off-diagonal elements of the density ma-
trix, are needed to describe a current.

Our description of the molecular junction focuses on the
electronic degrees of freedom of the molecule: o represents a
reduced density matrix, obtained from the complete density
matrix by tracing out bath degrees of freedom, including
those related to, e.g., vibrations and leads. The Liouville
equation, the dynamical equation for the density matrix,
must then be extended as follows: o=—i[H, o]+ dg, where
g accounts for relaxation phenomena, as due to the cou-
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pling of the molecule to the bath.>*?> Diagonal elements of
d describe variation of populations. A simple phenomeno-
logical model for population dynamics, borrowed from
spectroscopy,’*? sets

(d-R)kk = E YimOTmm — E Yk Okk» (3)

m

where 1,,, measures the probability of the transition from m
to k. Since k and m states are nondegenerate, the transition
occurs only if the bath degrees of freedom can accept or
provide the relevant energy: diagonal elements of g corre-
spond to processes where energy is exchanged between the
system and the bath, i.e., they describe inelastic scattering
processes. In the low-temperature limit, only downwards
transitions occur: ¥,,,=0 for k>m, the bath can only accept
energy from the system.

As for coherences, i.e., off-diagonal elements of o, the
standard expression for relaxation dynamics is given in terms
of an inverse lifetime for each coherence, [, as

follows: 242

(d-R)km == kao-k}'n' (4)

Two contributions enter I',,:

1_‘km = (’Ykk + ymn?)/z + 7]Lm9 (5)

where ;=2 7, measures the inverse lifetime of state k as
due to inelastic scattering (depopulation). So the first term in
I';,, comes from inelastic scattering: since the population of
states k and m changes with time the relevant coherence is
damped. The second contribution, 7,,,, is not related to the
relaxation of populations but just describes the loss of coher-
ence due to dephasing. Dephasing accounts for relaxation
phenomena that do not require any exchange of energy with
the bath, i.e., it accounts for elastic scattering processes.”*?>
I underline that, whereas this model for relaxation dynamics
is purely phenomenological, it obeys basic physical require-
ments (including detailed balance), it is general and properly
underlines the different roles of depopulation and dephasing
or elastic and inelastic scattering.?*%

We are now in the position to evaluate the electrical
power spent on the molecule to sustain the current:

W ==\ Tr(dx)). (6)

Since j is an off-diagonal operator only off-diagonal ele-
ments of o enter W. So W and the potential drop, V=W/J,
are governed by the inverse of the coherence lifetimes, I'y,,,.
This is an interesting result: since the current-carrying state
is a coherent state, i.e., a state with finite off-diagonal ele-
ments in the density matrix, the work to be spent to sustain
the current depends on the lifetimes of coherences and there-
fore has contributions from both depopulation and dephas-
ing. In other terms, both elastic and inelastic scattering con-
tribute to build up the molecular resistance since both of
them disturb the coherent motion of electrons required for
DC transport. On the other hand, only diagonal elements of
Jg, i.e., only inelastic scattering events, contribute to W,
=Tr(dgxH,), the power that the molecule dissipates to the
environment. In general, for the adopted relaxation model,
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W, represents just a fraction of the total power, W, dissipated
by the device so that some dissipation must occur at the
leads. The molecular power balance, Tr(g,H)=W+W, is
positive: the molecule heats as the current flows. Metallic
leads are expected to provide good heat dissipation: whereas
contacts are not explicitly modeled, I assume that they pro-
vide efficient dissipation as to guarantee for steady-state con-
ditions and avoid molecular thermal decomposition.’® Of
course efficient energy dissipation is a prerequisite for
steady-state DC transport,>!%!! but I avoid the calculation of
the dissipated power since a reliable calculation of W,; would
require a detailed model for relaxation processes occurring
not only in the molecule but also in the leads. Instead the
calculation of W, the electrical power spent on the molecule,
only requires a model for the relaxation of relevant degrees
of freedom. In this framework, the proposed approach ap-
plies to different regimes for transport. When dephasing
dominates over depopulation [y, > (Vie+ Vum)/2, the so-
called coherent transport regime], the power dissipated in the
molecule is negligible, W,;=0, and all the heat must be dis-
sipated at electrodes. When depopulation rates become size-
able, instead, W, is finite, but again, in general, the power
balance is positive: the molecule dissipates some of the heat,
but some dissipation occurs at the electrodes.

It is important to realize that the molecular relaxation dy-
namics is affected by electrical contacts. This is easily un-
derstood in single electron pictures: electrons are strongly
scattered at the junctions and neither the elastic nor the in-
elastic lifetimes can be longer than the time required for the
electron to cross the junction.'® For correlated electrons &,
describes the relaxation of molecular eigenstates and model-
ing the effects of leads on relevant lifetimes is more difficult.
A detailed modeling is still lacking, here I just underline that
even in the limit of very weak coupling, when electrons
hardly hop from the molecule to the leads, the very same
presence of a metallic surface close to the molecule opens
new energy exchange channels then decreasing the inelastic
lifetimes.?’~% In the case of strong coupling, the blurring of
the discrete molecular eigenstates as due to their mixing with
the continuum of states of the metallic leads is responsible
for large dephasing rates.” A particularly simple model for
the relaxation matrix can be obtained in the strong coupling
regime, when dephasing largely dominates on depopulation
(coherent conductance regime). In the hypothesis that the
effect of electrodes on relevant coherences is the same, one
ends up with a very simple relaxation model with the same
inverse lifetimes for all coherences: I',,=I". With this simple
choice for the relaxation model, the electrical power spent on
the molecule [Eq. (6)] reduces to W=\I'J, so that V=\I"
turns out proportional to I". In the following, when discuss-
ing junctions in the coherent conductance regime, I' will be
set to 1 (in units of #/#): results for different I" values can be
easily obtained by a renormalization of V.

Figure 2 shows the characteristic curves calculated for a
diatomic molecule with I'y,,=1. In the left panel results are
shown for the symmetric, A=0, system. As expected, elec-
tronic correlations decrease the conductivity. The curves in
the right panel for an asymmetric system (A #0) show in-
stead an increase of the low-voltage conductivity with in-
creasing U. This result is related to the minimum excitation
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FIG. 2. Characteristic J(V) curves for two-site two-electron
junctions with different A and U. Depopulation and dephasing rates
are set as to impose 'y, =1.

gap, and hence the maximum conductance, of the system
with U=2A. The asymmetric diatomic molecule represents a
minimal model for the Aviram and Ratner rectifier,>* how-
ever, the characteristic curves in the right panel of Fig. 2 are
symmetric, and do not support rectification. In agreement
with recent results, rectification in asymmetric molecules is
most probably due to contacts,! or to the coupling between
electrons and vibrational or conformational degrees degrees
of freedom.?

For the two site junction with I';,,=T" a closed form for
the zero-bias conductivity can be obtained within the pro-
posed approach via a perturbative expansion of J, as follows:

kjlg))?
_32 (kljle)l

G=p2 E.-E,

; (7)

where g is the ground state of H(0), with energy E,, and the
sum runs on all excited states. This expression coincides with
the zero-frequency limit of the optical conductivity,'® pro-
vided that the frequency w appearing in the denominator of
the expression for the optical conductivity in Ref. 19 is sub-
stituted by w—iI". Introducing a complex frequency to ac-
count for relaxation is a standard procedure in
spectroscopy,? leading to similar effects as the introduction
of an exponential switching on of the electromagnetic field: '
in both cases I' accounts for the loss of coherence of elec-
trons driven by an electromagnetic field and properly sup-
presses the divergence of the optical conductivity due to the
buildup of the phase of electrons driven by a static field. Of
course, if relaxation is disregarded the DC limit of the optical
conductivity diverges, in line with the vanishing of the mo-
lecular resistance in the absence of scattering.

Contacts represent an unavoidable source of scattering
and set an upper limit to the conductivity.>”!% Consider a
single electron in a symmetric (A=0) junction: the conduc-
tivity in Eq. (7) reduces to Gy=¢/I", where I' is the inverse
electronic lifetime. As pointed out by Das and Green,'” con-
tacts are efficient scattering centers and the electronic life-
time cannot be longer than the time required for the electron
to cross the junction. Perturbation theory sets this time to 7
=21r/t, and one regains the standard expression for the maxi-
mum conductivity of an electron in a simple junction: G,
=e?/h. Whereas regaining the standard result gives confi-
dence on the proposed approach, it is important to underline
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FIG. 3. Characteristic curves calculated for a three-atomic Hub-
bard chain with three electrons, equivalent sites (€;=0), and the 7; in
the figure. Depopulation and dephasing times have been chosen as
to set I';,,=1. These unphysical results have been obtained impos-
ing a fixed average current [cf. Eq. (9)], and hence introducing a
single Lagrange multiplier.
that this result is more general than usually understood.’>~’
The conductivity quantum was in fact derived for a disper-
sionless junction, i.e., an ideal junction where the only
source of resistance is elastic scattering. On the contrary, our
derivation is independent of the details of relaxation: it holds
quite irrespective of the physical origin of I'. In the above
derivation I' represents the inverse electronic lifetime and
can have contributions from elastic and/or inelastic scatter-
ing, leading to a generalization of the conductivity quantum
in line with recent results.'®!!

II1. LINEAR POLYATOMIC CHAINS

In a seminal paper on optical spectra of linear Hubbard
chains?® Maldague introduced the following real-space ex-
pression for the current operator of a Hubbard chain:

J==i2 t(c] i1 o~ He). (8)
Specifically, he adopted a similar approach to that proposed
by Kohn'? and applied a spatially uniform oscillating electric
field by drawing a magnetic flux through the ring. Up to the

first order in the vector potential the relevant Hamiltonian
£ 20
is

H(\) =Hy—\J, 9)

where N\ measures the amplitude of the vector potential. This
Hamiltonian coincides with the Hamiltonian proposed by
Kosov!” to describe DC transport in molecular wires and
represents the real-space version of the invariant current-
constrained approach by Mera et al.'> Much as it occurs for
diatomic molecules, also for linear polyatomic molecules the
Lagrange-multiplier approach to DC transport corresponds to
the low-field expansion of the Kohn Hamiltonian for a chain
with periodic boundary conditions in a uniform electric field.

Equation (9) closely resembles Eq. (2) for the two-site
molecule, and characteristic curves can be obtained along the
same lines as described in the previous section. However, the
Hamiltonian in Eq. (9) leads to unphysical results for DC
transport in polyatomic molecules. Just as an example Fig. 3
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shows characteristic curves calculated for a three-site Hub-
bard chain with three electrons, equivalent sites, constant av-
erage 1=(t;+1,)/2=1, and increasing t-alternation [0<(
—1,)/2t<1]. Results in Fig. 3 are obtained for a relaxation
model with I';,,,=1. All other parameters fixed, the conduc-
tivity increases with increasing f-alternation, an unphysical
result, particularly if one considers the limit of 7, — 0, where,
on physical grounds, one expects zero conductivity.

The failure of the Hamiltonian in Eq. (9) to describe DC

transport is easily understood. J in fact measures the total
current in the chain: at 7,=0 we calculate a finite J from the
contribution of the first bond, whereas the current flowing
through the second bond exactly vanishes. The average total
current is the relevant quantity to optical spectroscopy, where
we are interested in the electronic kinetic energy, but it is not
the proper operator to describe DC transport. Indeed a steady
state continuous current can be sustained in a circuit only if
charges are conserved both at the global and local level. In
other terms, the continuity constraint for DC transport re-
quires that charge does not accumulate on atomic sites, a
condition granted in linear molecules by imposing that the
same amount of current flows in each bond. To impose this
fundamental constraint a Lagrange multiplier must be intro-
duced for each bond, as follows:

H(\) = Ho = 2 Nji. (10)

where f,-=—itiE(,(cZUcm,g—H.c.), and the \;’s are fixed by
imposing j;=(G|},|G)=J independent of i. This Hamiltonian
represents the real-space realization of uniform current con-
strained approaches.!>1°

Before turning attention to characteristic curves, it is im-
portant to underline that imposing the continuity constraint,
i.e., adopting the Hamiltonian in Eq. (10), rather than the
average current Hamiltonian in Eq. (9), also affects the mo-
lecular properties. Figure 4 shows the J-dependence of the
charge distribution in a three-site three-electron junction with
U=4, different €,=—1,0,0 and #,=1.5,0.5. Left panels show
the result obtained in terms of the total average current [i.e.,
adopting the Hamiltonian in Eq. (9)], the right panels show
results obtained by properly imposing the continuity con-
straint [Hamiltonian in Eq. (10)]. In both cases the occupa-
tion number on atomic sites, n; in the upper panels, tends
towards the limit of 1 as the current increases, smoothing
down the differences due to the mismatch of on-site energies.
However, the behavior is different in the two cases, with
particularly impressive differences in the low bias regime.
Similarly, in the bottom panels, both the average bond order
(b=(b,+b,)) and the bond-order alternation Ab={b,—b,))
decrease with J, but again imposing the continuity constraint
leads to a qualitatively different behavior. I stress that results
in Fig. 4 are independent of the adopted model for relaxation
dynamics.

Much as for the diatomic junction, the potential drop
across the molecule is again calculated from the Joule law, as
V=W/J, where W is the electrical work spent on the mol-
ecule to sustain the current J:
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FIG. 4. The occupation numbers n;, the average bond order b,
and the bond-order alternation Ab shown as a function of the cur-
rent flowing in a three-site chain with three electrons, U=4, ¢
=-1,0,0 for i=1,2,3, respectively, t;,=1.5, and 7,=0.5. Results in
the left panels are obtained in terms of the average total current
according to the Hamiltonian in Eq. (9); results in the right panels
are obtained imposing the continuity constraint, according to the
Hamiltonian in Eq. (10).

W== > \; Tr(j;0%). (11)

Figure 5 shows the characteristic curves calculated for the
same system as in Fig. 3, but using the Hamiltonian in Eq.
(10), i.e., properly implementing the continuity constraint: as
expected on physical grounds, the conductivity of the junc-
tion decreases with increasing t-alternation, and vanishes in
the #,— 0 limit: no current flows in a disconnected circuit.
The potential drop W in Eq. (11) naturally separates into
bond contributions, with W;=-\; Tr(j,0x) measuring the
work spent on the ith bond to sustain the current J through

Jo

— [1:[2=1

....... 1,=0.11,=19 ~
. L . I L I e | 0

Vv site

FIG. 5. Left panel: characteristic curves for a three-site chain
with the same parameters as in Fig. 3 and the #-values in the figure.
At variance with Fig. 3, results have been obtained introducing as
many Lagrange multipliers as bonds [cf. Eq. (10)], as to guarantee
for the continuity constraint. The arrows mark the V values corre-
sponding to the potential profiles reported in the right panels. Right
panels: the potential profiles calculated for the three junctions in the
right panel at V=4 and V=1 (top and bottom panel, respectively).

e 4,=051,=15 v
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FIG. 6. (Color online) Left panel: characteristic curve for the
three-site three-electron Hubbard molecule sketched in the figure,
with U=4, constant on-site energies, t,=1.2, t,=0.8, I';,,=1. Right
panel: total (R) and bond resistances (R; and R,). For bond resis-
tances continuous and dashed lines show results obtained by allow-
ing the current to flow through the whole molecule, and through a
single bond, respectively.

the junction. Since, due to the continuity constraint, exactly
the same current J flows through each bond, the total poten-
tial drop V=W/J is the sum of the potential drops across
each bond: V=2,V;=2,W,/J. This is a very important result:
the continuity constraint, i.e., the local conservation of
charge, can only be satisfied by imposing a specific potential
profile across the junction. In the adopted real-space picture
the total potential profile is obtained as the sum of the po-
tential drops across each bond, as sketched in the right panels
of Fig. 5. When the two bonds are equivalent, f,=t, (con-
tinuous lines), the potential drops by the same amount across
each bond, resulting in a linear potential profile. For non-
equivalent bonds (either dashed or dotted lines) most of the
potential drops at the weaker bond (more work must be spent
on the weaker bond to sustain the current). It is interesting to
stress that for low total voltages (V=1, lowest right panel)
the potential profile calculated for the two cases with non-
equivalent bonds is similar in spite of having fairly different
t; values. When increasing the total potential drop (V=4,
upper right panel) the potential profile calculated for the sys-
tem with £,=0.5, t,=1.5 (dashed lines) becomes less asym-
metric. Indeed larger V imply larger perturbation in the
Hamiltonian, reducing the effects of asymmetries in the mo-
lecular Hamiltonian.

The information on potential profiles can be conveniently
conveyed in terms of bond resistances: R;=(dJ/dV;)~!, so
that the potential drop across each bond is proportional to the
relevant resistance. Figure 6 shows the results obtained for a
three-site three-electron junction with 'y, =1, U=4, equal
on-site energies, and different #’s. The left panel shows the
characteristic J(V) curve. Continuous lines in the right panel
report the total resistance R, and the two bond resistances, R
and R,. The molecular resistance varies with the applied
voltage and, as expected, the resistance of the weaker bond is
higher than the resistance of the stronger bond (the potential
drop is larger across the weaker bond). As a direct conse-
quence of the continuity constraint, the total resistance R
=(dJ/dV)! is the sum of the two bond resistances, leading to
a suggestive description of the linear molecule as an electri-
cal circuit, with resistances associated with chemical bonds
joint in series at the atomic sites. Whereas this picture is
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FIG. 7. (Color online) The same as in Fig. 6, but with a more
complex relaxation model, defined by 7;,,=0.2 (for k>m, low tem-
perature limit) and 7;,,=0.8.

intriguing, the concept of bond resistance should be consid-
ered with care in molecular circuits. At variance with stan-
dard conductors, in fact, the resistance of the bonds depends
not only on the circuit (the molecule) they are inserted in, but
also on the way the resistances are measured. In fact the
resistance of each bond can also be defined by forcing the
current only through the specific bond [i.e., by setting a
single \;# 0 in Eq. (10)]. Dashed lines in Fig. 6 show cor-
responding results. At zero bias, for each bond the two kinds
of resistance do coincide so that the molecular resistance is
the sum of the bond resistances measured by flowing current
through each bond. This additive ohmic behavior for the
zero-bias molecular resistance can be demonstrated by per-
turbative arguments for simple relaxation models as relevant
to junctions in the coherent conductance regime, with I',,
=I". This observation is in line with the observation of trans-
mission rates inversely proportional to the molecular length
for molecules in the same regime.’> However, Fig. 6 clearly
shows that additive behavior is rapidly spoiled at finite bias.
Moreover, even at zero bias deviations from the additive be-
havior are observed for complex relaxation matrices with
nonuniform I'y,, as shown for a specific example in Fig. 7.

Multiple Lagrange multipliers account for nonlinear po-
tential profiles in polyatomic molecules, in sharp contrast
with the homogeneous electric field obtained by accounting
for a single Lagrange multiplier,'” or for a properly designed
magnetic flux.'®-2° Modeling the potential profile as a linear
function is a poor approximation for extended molecules.?*33
Just as an example, in a four-atom four-electron molecule
with exactly the same #;=1 on each bond, the central bond is
much weaker than the two external bonds leading to a ratio
of the zero-bias resistances, R,/R;, ranging from 10 to 2 as
U increases from O to 4. Largely nonlinear potential profiles
are therefore expected even for highly idealized molecular
structures.

Hubbard chains offer an oversimplified picture for mo-
lecular junctions, and cannot provide an accurate description
of the behavior of specific systems. However, playing with
toy models can help to understand some of the basic features
of complex systems. A molecular junction is a complex ob-
ject by itself, composed of a molecule (most often an organic
molecule, with a main backbone of carbon atoms) and me-
tallic leads contacting the molecule. The description of the
molecule-lead contact is a delicate problem that, in a toy-
model approach, can be simplified in terms of a four-site
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site

FIG. 8. (Color online) Results for the four-site junction sketched
in the figure, with four electrons, 1';,=1, t;=13=0.5, 1,=1, and ¢;
=0. From top to bottom the three left panels shows bond orders,
on-site occupation numbers, and the current vs the applied potential
drop. The dotted line in the bottom left panel shows the character-
istic curve obtained without imposing the continuity constraint. The
arrows in the same panel mark the V values corresponding to the
potential profiles shown in the right panels. The right panels show
the potential profiles relevant to four different values of the total
potential drop: from top to bottom V=1, 5, 10, and 15.

Hubbard junction where the two central sites describe the
molecule and the two external sites mimic atoms from leads.
Accordingly, Figs. 8 and 9 report results obtained for four-
site junctions with a strong (r=1) central (molecular) bond
and two weaker (¢=0.5) lateral (molecule-lead) bonds. In
Fig. 8 the two external sites have the same energy as the
inner ones, whereas in Fig. 9 the external (lead) sites have a
much lower energy than the internal (molecular) ones as to
mimic the different Fermi energies or to account for an ap-
plied gate voltage.® For €,=0 (Fig. 8) electron-hole symme-

site

FIG. 9. (Color online) The same as in Fig. 8 but with €;=¢,=
—10, €)= €3=0.
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try fixes the occupation number n;=1. However, due to the
smaller #’s, the two later bonds are weaker than the central
bond and most of the potential drop occurs at the lead-
molecule contact. Of course as V increases, i.e., as the per-
turbing field increases, the details of the unperturbed Hamil-
tonian become less important, the bond orders equalize and
the potential profile becomes almost linear. The case of non-
equivalent sites in Fig. 9 is more interesting. Due to the
mismatch of on-site energies, at zero bias almost all electrons
are located at the external (leads) sites: n,=n;~0 and n,
=n4~ 2. The circuit is almost open (b,~0) with a huge re-
sistance. In these conditions the potential profile is largely
nonlinear: most of the potential drop is found at the central
bond (cf. the two uppermost right panels in Fig. 9). At larger
V the conductivity [i.e., the slope of the J(V) curve] in-
creases. In fact, large V implies large perturbing fields, A;’s,
in the Hamiltonian in Eq. (10). In these conditions the high
energy eigenstates of the unperturbed Hamiltonian with a
sizable occupation of central (molecular) sites contribute to
the perturbed (current carrying) ground state, |G(\)). Ac-
cordingly, in Fig. 9 at large V the occupation of molecular
sites (n,=ns) as well as the central bond order (b,) become
significantly different from zero, leading to a decrease of the
resistance in the central bond and hence to a decrease of the
total resistance. This behavior is consistent with the picture
emerging from a VC description: in systems with a large
mismatch of Fermi energy a large bias must be applied to the
junction for the electrons being able to travel across the bar-
rier. The connection between V and the Lagrange multipliers
is not direct in CC approaches, but goes through the relax-
ation times. Roughly speaking V goes with the \;’s times the
inverse coherence lifetime of relevant states: if coherences
decay rapidly, as due to either elastic or inelastic scattering,
more power has to be dissipated to sustain the current, and
larger V are needed to overcome the larger resistance. But
again, this is consistent with the standard VC picture that
predicts large resistances in systems with short lifetimes.
The dotted lines in the lower left panels of Figs. 8 and 9
show the characteristic curves calculated for the same model
without imposing the continuity constraint, i.e., adopting the
Hamiltonian in Eq. (9). At zero bias the Hamiltonians rel-
evant to the two models are obviously the same, so that at
V=0 exactly the same charge distribution is obtained for the
two models. The zero bias conductivity is, however, very
different: as stressed above, the current calculated without
imposing the continuity constraint describes an average cur-
rent and not a coherent flux of charges along the junction.
Before closing this section lets sketch the treatment of a
slightly more complex model, where a next-nearest-neighbor
hopping ¢’ is added to the Hamiltonian for a three site junc-
tion. This opens a new channel for electrical transport, and a

term —\’j’ adds to the Hamiltonian with f’=—it’§)o(cfgc3g
—H.c.). Continuity imposes j;=j,, and the total current flow-
ing through the molecule is J=j;+j'. Of course, j' is not
constrained by continuity. However, the potential drop across
the molecule, i.e., the potential drop measured at sites 1 and
3, must be uniquely defined. Therefore A\, N\,, and X" must
be tuned as to satisfy: (a) j;=j,, and (b) V,+V,=V'=V, with
Vi=W;/j; and V'=W'/j’. Imposing a constraint on the po-
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FIG. 10. (Color online) Left panel: characteristic curves of the
three-site three-electron junction sketched in the figure, with U=4,
t1=t,=1, constant on-site energies, and I';;=1. Continuous and dot-
ted lines refer to t'=0.4 and 0, respectively. Right panel: molecular
and bond resistances for the chain with '=0.4. The dotted line
shows the total resistance for the chain with ¢'=0.

tentials involves in general a fairly tedious trial and error
procedure, but becomes trivial for systems with I',,=I". In
this case in fact V;=I'\; and V'=T'\": the constraint on the
potentials immediately translates into a constraint on the
Lagrange multipliers. Figure 10 shows some results obtained
in the coherent conductance limit for a system with #,=t,
=1, t'=0.4. In spite of the fairly large #’ value, the contribu-
tion to the current from the bridge-channel is small, mainly
due to the small bond order for next-nearest-neighbor sites.
Once again, the physical constraints imposed to currents and
potentials lead to standard combination rules for bond resis-
tances with 1/R=1/R’'+1/(R;+R,). As for DC transport, the
molecule behaves as an electrical circuit with two resis-
tances, R; and R, in series bridged by a parallel resistance,
R'.

IV. DISCUSSION AND CONCLUSIONS

Current and voltage constrained approaches to molecular
junctions offer complementary views of the same phenom-
enon and, each one having its merits and drawbacks, both
should be carefully explored to reach a comprehensive rep-
resentation of the complex physics of molecular transport.
One of the most appealing features of CC approaches is the
possibility to work with correlated electrons. Here 1 fully
exploit this opportunity combining the CC description of
transport with a real-space description of the molecule. The
resulting picture is strongly rooted in the concept of chemical
bond: chemical bonds offer channels for electronic transport,
i.e., the current flows through the bonds. This view should be
contrasted with the more familiar picture of electrons flow-
ing through molecular orbitals, as resulting from the typi-
cally one-electron description of molecular junctions adopted
in VC approaches. None of the two pictures is more funda-
mental nor more correct than the other: they correspond and
actually steam from the two complementary and equally fun-
damental descriptions of molecular binding as based on the
molecular orbital or valence bond descriptions.’” Both are
important and should be known to fully appreciate the com-
plex realm of molecular physics. The description of molecu-
lar junctions is a complex problem, and this contribution just
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represents a first effort towards the development of a real-
space picture for molecular transport: many problems are
still open, and the picture can be improved in several re-
spects. However, several interesting concepts and a few safe
results emerge that can deepen current understanding of the
problem.

One of the open problems in CC approaches is the defi-
nition of the the voltage drop needed to sustain the current.
Energy conservation, as stated by the Joule law, sets the
problem: the potential drop can be calculated, in a system
with fixed current, from the electrical work spent on the
junction. The idea is simple and underlines the physical con-
nection between the applied voltage (and hence the molecu-
lar resistance) and relaxation (scattering) phenomena occur-
ring in the molecule: any model for molecular transport must
include a model for relaxation or scattering. Here I adopt a
general phenomenological model for relaxation dynamics as
described in the language of reduced density matrix.”*?3 It
turns out that the molecular resistance is governed by the
relaxation of off-diagonal matrix elements (coherences) of
the density matrix: the relevant lifetimes are due to both
dephasing and depopulation, i.e., both elastic and inelastic
scattering contribute to the resistance. The model for relax-
ation dynamics is general: when depopulation rates are neg-
ligible with respect to dephasing rates it applies to systems
where no dissipation occurs within the molecule and hence-
forth all power is dissipated at leads. For sizable or large
depopulation rates the model describes junctions where at
least some dissipation occurs within the molecule. The
model is, however, phenomenological:>*?> a microscopic
model for the relaxation dynamics properly accounting for
the effects of contacts is an important open issue. Indeed just
for the special case of a single electron in the simplest two-
site junction a maximum value for the electronic lifetime is
fixed by simple physical considerations'” and in this specific
case the well-known result for quantized conductivity is re-
gained. Quite interestingly the result is more general than
originally understood, as it applies to dispersionless as well
as dispersive junctions.

Two versions of CC approaches have been suggested:'?
the invariant CC method where the total current is fixed in
the junction, and the constant CC method where the local
current is fixed. The first approach leads to a simple Hamil-
tonian where a single Lagrange multiplier, coupled to the
total current, appears. Incidentally, this Hamiltonian repre-
sents the low-field expansion of the Hamiltonian that de-
scribes the junction in a magnetic flux.!®?° This approach,
however, does not satisfy the basic continuity constraint for
DC transport and, as discussed in Sec. III, leads to unphysi-
cal results. To properly enforce the continuity constraint, one
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must control the local current, i.e., in the adopted real space
representation, the current flowing through each single bond.
This detailed control requires the introduction of a Lagrange
multiplier for each bond. Multiple Lagrange multipliers natu-
rally result in nonlinear potential profiles for polyatomic
molecules, in sharp contrast with the spatially homogeneous
electric field implied in CC approaches where a single
Lagrange multiplier is introduced, or even when the current
is imposed on the junction by driving a magnetic flux
through the circuit.'®2° Of course working with multiple
Lagrange multipliers, and even more the need for imple-
menting several constraints, make the approach not particu-
larly well-suited to be integrated with a detailed quantum
chemical description of the molecular junction. The approach
is instead easily implemented in real-space or quantum-cell
Hamiltonians for the junction, and offers the intriguing pos-
sibility to account for nonadiabatic vibrations.

In conclusion, an approach is presented for the calculation
of characteristic current/voltage curves for molecular junc-
tions avoiding any reference to electronic reservoirs. A
steady-state current is imposed on the molecule prepared in a
nonequilibrium state, and the voltage drop is obtained from
the electrical power spent on the molecule to sustain the
current. Molecular resistance is related to relaxation of mo-
lecular states as due to both elastic and inelastic scattering
(i.e., depopulation and dephasing). Molecular relaxation is
described in terms of a phenomenological model borrowed
from the field of molecular spectroscopy. The exchange of
concepts and techniques between the mature field of molecu-
lar spectroscopy and the new field of molecular transport is
an interesting feature of the proposed approach. However,
specific features of molecular junctions must also be under-
lined: the continuity constraint for steady-state DC current
has no counterpart in molecular spectroscopy and is respon-
sible for the appearance of nonlinear potential profiles in
extended molecules, in sharp contrast with the spatially ho-
mogeneous electric fields of molecular spectroscopy. In the
adopted real-space picture, the implementation of the conti-
nuity constraint results in the concept of bond resistance, in a
suggestive description of the molecule as an electrical circuit
with current flowing through chemical bonds.
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