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Simulating molecular conductance using real-time density functional theory
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We present real-time density functional calculations of finite-bias conductance in a polyacetylene molecular
wire. Our approach is based on a novel, efficient method for numerically propagating the time-dependent
Kohn-Sham equations in a Gaussian basis. Localized density constraints are used to create an appropriate
chemical potential bias that, when released, causes charges to flow from one end of the molecule to the other,
generating a current. Our numerical scheme is efficient enough that one is able to perform “brute force”
conductance calculations by simply increasing the size of the electron reservoirs and propagating until a
reasonable average current can be extracted. We demonstrate the feasibility of this approach on a simple
polyacetylene wire. By varying the size of the finite leads and comparing to commonly used nonequilibrium
Green'’s function calculations, we show that reliable current-voltage curves can be obtained from a finite length
of the molecular wire, even though the system never reaches a steady state. Our results indicate that it should
be technically feasible to perform the same type of “brute force” simulations on molecular junctions, although
it seems unlikely that a true steady state will ever be reached in these cases, due to the greater significance of

current fluctuations at low transmittance.
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INTRODUCTION

There is, at present, a significant body of experimental
work on the electron transport properties of individual metal-
molecule-metal (MMM) junctions.'~2* Much of this work is
motivated by the visionary technological goal of developing
future computers based on “molecular electronics:” ma-
chines whose transistors, wires and memory elements are
constructed at the single molecule level. 227 However, from
a fundamental perspective, these experiments also form the
ideal laboratory for the study of electron transfer kinetics and
dynamics on a molecule-by-molecule basis.

The first qualitatively correct picture of elastic electron
transport through a junction was provided by Landauer and
Biittiker.28-32 Here, one assumes that each metal lead is in
equilibrium with a bath that has a well-defined chemical po-
tential and can act as a source or sink for electrons. Applying
the formalism of scattering theory in the low-bias regime
results in a steady-state current that rises rapidly at voltages
that correspond to the opening of new quantum conductance
channels. In MMM junctions, these quantum channels have
the character of molecular resonance states, which therefore
leads to a natural interpretation of transport measurements in
terms of properties of the isolated molecule.’3-37

It has been known for quite some time that one can use
the nonequilibrium Green’s function’® (NEGF) to derive an
exact Landauer-like expression for electron transport through
these MMM junctions.**#! These formulas require as input
the full quantum many-body NEGF, which is extremely dif-
ficult to obtain exactly for real systems. Hence, there have
been a large number of investigations that employ various
approximations to the NEGF to predict MMM transport-
based on semiempirical,*>*® ab initio,**  density
functional,*-52 and exactly solvable model
Hamiltonians.’—> However, even with this level of sophis-
tication at our disposal, there are several significant discrep-
ancies between experiment and theory for these MMM
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junctions—most notably the fact that the best calculations
and the best experiments still differ by a factor of =100 as to
the conductance of a simple junction. As a result, the chal-
lenge of predicting electron transport through these MMM
junctions remains an active area of research.

In recent years, several groups have realized that time-
dependent density functional theory (TDDFT) provides the
tantalizing possibility of an exact implementation of the
NEGF approach. The seminal theorem in this area was pre-
sented by Runge and Gross,”® who proved that for a given
initial electronic wave function W(0), there is a one-to-one
mapping between the time-dependent density p(z) and the
time-dependent potential v(). By subjecting the MMM junc-
tion to an appropriate time dependent potential V(r)—that
reflects the fact that the bias is “turned on” at some time—
one can use TDDFT to evolve p(f), which in turn determines
the current between the leads. Since TDDFT gives an in
principle exact treatment of electron attached and excited
molecular states,”’ this explicitly time dependent picture
does not suffer from any of the deficiencies of the mixed
NEGF/DFT formalism. These observations have motivated a
number of recent investigations that have outlined the formal
basis for TDDFT conduction simulations,’$-% the expected
impact of existing approximate functionals on the
conductance,%? and practical techniques for studying cur-
rent flow using real-time TDDFT.%*-% The work presented
here builds upon the ideas set forth in Refs. 63, 65, and 66.

There are two limitations that have, to date, kept TDDFT
from realizing the fullness of its promise in this area. The
first is simply the computational burden of simulating these
systems in real time. In principle, these junctions should be
treated as open systems that can exchange particles with their
environment; however, in practice one is usually satisfied
with leads that are “large enough” to mimic the infinite-
system 1imit.° Further the simulation must be run “long
enough” that an effective steady state is established. A num-
ber of studies have shown that TDDFT simulations of
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realistic-sized systems (e.g., 50-100 atoms) can now be per-
formed for reasonable amounts of time (e.g.,
femtoseconds),%”-7! particularly if one integrates the TDKS
equations efficiently.”>* As a result of these advances, it has
recently been shown that one can now establish a quasi-
steady state in a simple metal wire using TDDFT.%

The second limitation that has hindered TDDFT conduc-
tance simulations to date is the conceptual challenge of un-
ambiguously associating a voltage bias with a given current-
carrying state. In the original Landauer formulation, this
problem is solved by assuming that the entire junction is in
contact with two reservoirs of noninteracting electrons, in
which case the bias is simply the difference between the
chemical potentials of the two reservoirs. Similar approxima-
tions are invoked in the vast majority of modern theories as
well: one either derives the bias from the difference between
the Fermi levels of left- and right-moving electrons*4273-77
or from the differences between the Fermi levels deep in the
leads.*~2 This is problematic because it is well known that
the noninteracting system in KS-DFT is fictitious and orbital
energies other than the highest occupied level are
meaningless.”® 3! In order to compute the bias, one invari-
ably takes the difference between the highest level (deep in
the lead with higher potential or moving with the current)
and some lower level (in the lower lead or moving against
the current) which is an uncontrolled approximation. These
DFT considerations are entirely distinct from the equally im-
portant and less ambiguous task of defining the physical
quantity to which an experimental voltage corresponds.

In this paper, we describe the first microcanonical real-
time TDDFT calculations of finite-bias conductance in a mo-
lecular wire. To begin, we present a family of Magnus propa-
gators for real-time TDDFT simulations in a Gaussian basis.
These propagators allow us to take very large (e.g., 0.05 fs)
time steps and the presence of a localized basis makes it
possible to use hybrid functionals [e.g., B3LYP (Ref. 82)] at
essentially no additional cost. Next, we illustrate how this
can be used to compute the conductance of a polyacetylene
molecular wire. In our simulations, both the bias potential
and the current through the wire are computed from fluctua-
tions in the atomic populations. This circumvents the above
mentioned ambiguities in the definition of the voltage be-
cause the voltage definition is derived from the associated
current. The resulting voltage bias is similar in spirit to the
ideas set forth in Ref. 60 and should reduce to the difference
in metal Fermi levels*~? in the appropriate large system,
weak interaction limit. By testing the convergence of the
calculation with respect to lead size®> and comparing with
analogous NEGF calculations,’® we demonstrate that exist-
ing TDDFT technology gives reliable predictions of the av-
erage current, particularly at low bias. Our simulations sug-
gest the existence of long-lived current fluctuations in the
wire that do not disappear in the limit of large leads. This
observation stands in contrast to recent TDDFT simulations
on an “atomic” gold wire, which reflect no similar
fluctuations.®® Further, these results emphasize the differ-
ences between truly microcanonical TDDFT simulations and
approaches where artificial decoherence is introduced to
damp fluctuations and drive the system into a steady state®*83
We discuss the magnitude of the current fluctuations in our
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simulations, viewed as a special type of conductance
noise.?*-°! For polyacetylene, we show that the transient
noise is sub-Poissonian but does not appear to vanish in the
limit of large leads. Thus, the system never approaches a
microscopic steady state. We conclude with a discussion of
the transferability of these results to the case of MMM junc-
tions.

THEORY: TDKS PROPAGATION OF THE DENSITY
MATRIX

In the KS formulation, one obtains an effective one par-
ticle time-dependent Schrodinger equation (TDSE) for the
KS orbitals

A1)

! dt m

Hys[p](0) (1) =
where p(t) =X=9|¢(1)|* and the notation Hgg[p] is used to
emphasize that the KS Hamiltonian depends on the density.
Now, the form of the exact KS effective Hamiltonian is un-
known, but high level approximations exist.”> Most of these
approximations are adiabatic—Hygg[p](z) depends only on
the density at time —and from here onward, we will limit
our attention to adiabatic forms. The TDKS equations can be
formally integrated to give

@t +dr) =U(zr + dr,1) P(1),

t+dt
U(z+dt,t) = Texpy — iJ Hgs(nd7 [, (2)
t

where T is the time ordering operator, ensuring that operators
associated with later times always appear to the left of those

associated with earlier times. Within the adiabatic
approximation® Hyg takes the form
1
HKS(Z) = EVZ + vexl(t) + vac[p(t)]’ (3)

where v, is an external potential (including the interaction
with nuclei and any electric field) and vy [p] is the com-
bined Coulomb-exchange-correlation potential. The former
will typically have explicit time dependence (e.g., through
the definition of a time-varying potential) while the v . car-
ries implicit time dependence through p(z). The implicit time
dependence turns out to be the most challenging aspect of
these equations and will be dealt with below.

In what follows, we will use the one-particle density ma-
trix (1IPDM) P(z) rather than the KS orbitals to represent the
state of the system. This is slightly more general than the KS
formalism, as it allows one to treat the evolution of both pure
and ensemble states® as well as allowing one to use density
matrix functionals in cases where this is desirable.”>¢ The
evolution of the 1PDM is governed by

P(r+dt)=U(t+d0) - P@t) - U' (¢ + dt,1). (4)

Note that in this case P is not the 1PDM of the true system,
but rather a noninteracting reference system with the same
density. In what follows, we use the 1PDM both because the
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equations are somewhat more elegant and because, in a
Gaussian basis set, the number of nonzero elements eventu-
ally scales linearly with system size?’° for large insulating
systems. This should ultimately facilitate a linear-scaling
implementation of real-time TDDFT.

In a simulation, the total propagation interval is typically
divided into many small time steps dt. For each time step
there are three primary operations: (1) constructing Hgg, (2)
constructing U(z+dt,1), and (3) evolving the 1PDM using
Eq. (4). A sophisticated integration scheme may perform
these operations more than once per step. For moderate-sized
systems (up to 250 atoms) the computational time in a
Gaussian basis is dominated by the first step. Thus, the cal-
culation is primarily accelerated by reducing the number of
times one needs to construct Hyg. This is accomplished both
by taking longer steps (and thus taking fewer steps for a
given simulation time) and by minimizing the number of
Hy builds per step by efficient extrapolation. In our imple-
mentation, the remaining operations are all accomplished us-
ing standard matrix operations. For large systems, these
would need to be replaced with the corresponding sparse
matrix operations to obtain a linear-scaling algorithm. !

MAGNUS PROPAGATORS

The time stepping procedure described above ensures
time ordering between consecutive steps, but if we want to
take truly long steps, we also need to account for time order-
ing effects within a single step. This can be accomplished
using the Magnus expansion.'?! Formally, the propagator can
be expressed as the (time-unordered) exponential of a series
of nested commutator integrals:

t+dt
TeXp - ZJ HKs(T)dT} = exp((il + Q2+ Qg + - ),
t
t+dt
Q, :—iJ dHgs(7),
t
t+dt 7
Qz=f dTlf dn[Hgs(7),Hgs()],
t t

t+dt 7 T
Os= lf dTlJ deJ dr{(Hgs(7),[Hgs(7), Hgs(73)])
+ ([Hgs(7)), Hgs(7) |, Hgs(73))}-

(5)

Recently, Blanes et al.'%? have shown how the wave opera-
tors, {);, can be efficiently approximated to order O(dt*")
using Gauss-Legendre quadrature. The (), integral is dis-
cretized in the standard way:

+dt N
f Hys(Ddr~ 2 wHgs(7) + 0(d™Y), (6)
t i

where w; and 7; are the weights and grid points of the
quadrature. The surprising fact is that the remaining (), inte-
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grals can also be evaluated to O(dr*") using Hgg evaluated at
the same grid points, 7;. For example, to second order,

U(t,t + dt) = exp(Q)) + O(dF}), (7)
O, =—iH(t + dt/2) + O(df?) (8)
while the final form of the fourth order propagator is
U(t,t +dt) =exp(Q, + Q) + 0(d), )
A N A dt 5
Ql=_l[H(Tl)+H(7'2)]E+0(dt ), (10)
A \ . \Edt2 5
Oy =[H(7)),H(7,)] o tour), (11)
I
1 \'3)
=t+| -+ —|dt. 12
Tip=1+ (2 T (12)

Thus, by evaluating Hgg N times within the timestep inter-
val, we obtain a unitary approximation to U(z+dt,1) correct
to order 2N.

Predictor corrector. The implicit time dependence of Hg
poses a rather significant problem for Magnus integrators.
For example, to obtain P(¢t+dt) using the second order algo-
rithm [Eq. (8)] one requires Hgg(z+dt/2), which depends on
the 1PDM at time 7+dt/2, which is not known. Previous
applications of the Magnus propagator to TDDFT (Ref. 74)
have used iterative techniques to determine Hygg(r+dt/2).
Unfortunately, this process requires many (e.g., 5-10) Hgg
builds per timestep, which significantly slows down our
simulations. An alternative is to use a predictor-corrector
scheme. (1) One uses extrapolation to predict Hgg(7) within
the interval. (2) An approximate 1PDM evolves under the
predicted Hamiltonian. (3) P(¢) is used to construct a cor-
rected Hygg(7). (4) The corrected Hamiltonian is used to ac-
curately evolve the 1PDM. The predictor step requires no
new Hggq builds, and is therefore very inexpensive. Further, if
the extrapolation is correct to O(dt*M~!) then the Magnus
propagators described above remain accurate to O(dt*M).
Now, the predictor step is typically unstable; at long enough
time steps any algorithm that predicts the future based solely
on the past will fail. However, we find that a balanced
predictor-corrector strategy can be generated by using the
same Magnus expansion for both predictor and corrector
phases of the calculation. In this way we can retain the large
radius of convergence of the Magnus expansion'®® at a very
modest cost.

In detail, the second order algorithm is illustrated in Fig.
1. The component steps are as follows.

(1) (Predictor) Hgg matrices stored from previous time
steps la and 1b are used to extrapolate Hgg matrix 3 to order
O(dr): Hys(3)=-3Hgg(1a)+ 7 Hs(1b).

(2) (Predictor) Using 3, the density matrix 2 is propagated
to 4 using Eq. (8). This is correct to O(df?).

(3) (Corrector) Density matrix 4 is used to compute the
Hyg matrix 5.
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FIG. 1. (Color online) Predictor-corrector routine for the
second-order Magnus integrator. The order row shows the time or-
der (in dr) to which the matrices in the same column are correct to.

(4) (Propagation) Hyg matrix 5 is used to propagate the
density matrix 2 to density matrix 6 using Eq. (8). This is
correct to O(dr?).

(5) (Update) For the next step, Hygg matrix 1b becomes
la, Hgg matrix 5 becomes 1b, and density matrix 6 becomes
2. Other matrices are discarded, and the process starts again
from step 1.

We have also derived the analogous fourth and sixth order
Magnus expansions using MATHEMATICA.!** Since our re-
sults (see below) indicate these propagators are not prefer-
able unless relatively high accuracy is desired, we do not
present the (quite involved) fourth, sixth, and eighth order
predictor-corrector schemes explicitly.

NUMERICAL VALIDATION

We have implemented the Magnus integrators described
above in a local version of the program NWCHEM.'® For
simplicity, we assume the nuclei are fixed and that the time
dependence is generated by a (user-specified) sum of pulses
of the form

Oi(r,t) = akék(r) el w20} cos(wyt + ), (13)

|
V2moy,

where ék is an arbitrary operator. Our implementation uses
the existing optimized subroutines to construct Hgg as
needed. Since intuition and numerical experiments dictate
that this will be the rate limiting step, this allows us to easily
produce efficient, flexible code. Note that, for hybrid func-
tionals such as B3LYP NWCHEM follows the standard pre-
scription of using the Hartree-Fock-like nonlocal form for
U4 This is technically outside the domain of Kohn-Sham
DFT—which requires a local v,.—but we do not expect any
significant errors from this well-tested approximation. The
predictor and propagation phases of the calculation are for-
mulated in terms of standard matrix operations (multiplica-
tion, inversion and diagonalization) in the atomic orbital
(AO) basis, which are inexpensive for systems with less than
a few thousand basis functions. For example, in the AO basis
the propagator becomes

U(r) = exp[S~'Q(1) ] = S72 exp[ S~ (r)S™12]S 12,
(14)

where S is the AO overlap matrix. U(r) is computed exactly
by (1) computing S> and S~ (only needs to be done once
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FIG. 2. (Color online) Minimum wall time required to obtain a
prescribed average absolute error in the final density matrix of
methane (B3LYP/6-31G", 120 a.u of propagation) using various
approximate propagators: second order Magnus (green dashed),
fourth order Runge-Kutta (teal dot-dashed with squares), fourth or-
der Magnus (red solid), and sixth order Magnus (blue dotted).

for all times), (2) diagonalizing S™"2Q()S™"2, (3) exponen-
tiating S™2Q2(r)S~"? in the eigenbasis, and (4) pre- and post-
multiplying the result by S™'2 and S"2. There are no ap-
proximations due to Chebyshev expansions or Trotter
factorizations of the propagator and thus all the Magnus
propagators are rigorously unitary.

Our first task is to determine what timesteps are appropri-
ate for these Magnus propagators. The value of having a
large critical timestep is perhaps best illustrated by plotting
the wall time required to propagate the 1PDM with a given
accuracy. In Fig. 2, we present an illustration of this type for
methane in a 6-31G" basis'% using the B3LYP functional.
We begin with the molecule in its ground state and apply a
dipole pulse along one of the C, axes with a Gaussian enve-
lope in time (intensity a;=0.1, width o,=5, center 7, =50, all
in a.u.) and evolve the system for 120 a.u. At the end of each
simulation, we measure the error

; (15)

Brror = 5 3 [P5(0) - ™)
ij
where K is the number of basis functions and the “exact”
density matrix is obtained using sixth order Magnus with a
very small time step. It is clear from the figure that for very
high accuracy the higher order methods outperform the low-
order methods. If one was interested in obtaining near-
machine precision results, the high order propagators are the
clear choice. However, more typically, we are interested in
the most economical way to obtain results of reasonable ac-
curacy (e.g., with errors of order 107 in the IPDM). As can
be seen in Fig. 2, the low order methods are often more
efficient for moderate accuracy. While fourth- and sixth-
order Magnus are always more precise than second-order for
a fixed timestep, second-order Magnus is often more efficient
(i.e., requires the least wall time) due to the fact that it re-
quires one half (one third) as many Hgg builds as fourth-
(sixth-) order Magnus. As a result, for moderate accuracy,
second-order Magnus can actually be the propagator of
choice. We have also compared these Magnus expansions to
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FIG. 3. (Color online) Schematic of the source-wire-drain ge-
ometry used in the present simulations. The bias is applied to the
left and right groups of atoms, which act as a source and drain for
electrons, respectively. For different wire lengths (e.g., 50 carbons
versus 100) the wire length is kept fixed and the size of the source
and sink are varied.

the commonly used fourth-order Runge-Kutta (RK4) integra-
tor. RK4 abruptly diverges even for fairly small time steps of
0.2 a.u., resulting from the loss of normalization in the
Kohn-Sham wave functions (see Fig. 2). On the other hand,
Magnus integrators are convergent for every time step, and
with these larger time steps, Magnus propagators are 15-20
times more efficient than RK4 for these systems. The results
from this and other test cases indicate that second-order
Magnus with a time step of 1-2 a.u. is usually the most
efficient way to propagate the density within an error of
1074-107.

CONDUCTANCE OF A MOLECULAR WIRE

We now outline how TDDFT can be used to compute the
conductance of a short, four-carbon segment of a polyacety-
lene wire where the role of the reservoirs is played by the
semi-infinite left and right strands of the wire. Now, as stated
previously, TDDFT is only able to handle the dynamics of
closed quantum systems, so we must make a finite model of
the infinite wire if we hope to make any progress. We will
therefore focus our attention on oligomers of the form
CyHy, —C4H,—CpHy,, (see Fig. 3) with the implicit as-
sumption that N must be chosen “large enough.” Our choice
of these model systems is inspired by previous work on short
carbon wires embedded in jellium layers.>>%* The resulting
calculations on these simple wires are intended to illustrate
the important points that will arise for more complicated
junctions.

We will further restrict our attention to only one particular
functional®> (B3LYP) and one particular basis set
(6-31G").19 There are undoubtedly interesting variations on
these results with different model chemistries. However, our
emphasis here is on the changes that must be applied inde-
pendent of the model chemistry in order to extract transport
properties from the dynamics. Thus B3LYP/6-31G" simply
serves as a good model chemistry and could be replaced with
any other combination of functional and basis set. Further,
since we are interested in treating elastic conduction, the
nuclei are held fixed throughout each calculation at their op-
timal positions at zero bias.

USING A NUMBER BIAS TO DEFINE THE INITIAL
CONDITIONS

In the context of this paper, we focus on potential-driven
(rather than current-driven) conduction. In this case, there are
at least two different prescriptions one can use to simulate
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conduction using TDDFT, depending on whether the current
is driven by a chemical potential bias (u) or a voltage bias
(V). In the V case, the TDDFT prescription is to begin with
the system at equilibrium with no external potential and then
turn on a voltage V; (V) in the left (right) lead such that
V=V, —Vg. The resulting voltage bias will drive a current
from left to right for positive V. The w case is somewhat
more complicated. Here, one considers that the system is
connected to two reservoirs (L and R) that are held at con-
stant chemical potential (u; and ug). If the leads are large
enough, this can be accounted for by equilibrating the system
with each lead held fixed at its own chemical potential (x; or
Mg). Then, at time zero, the constraining chemical potential
is removed allowing current to flow from regions of high
chemical potential to low. Depending on the experiment, ei-
ther scheme could be the more appropriate model, but the -
and V-biased prescriptions tend to give very similar I-V
curves.'” We expect differences to primarily manifest them-
selves in the distinct transient dynamics of u- and V-biased
junctions'® and the convergence of the two prescriptions
toward the thermodynamic limit. Since both of these issues
are germane to the task of making the simulations “large
enough” and “long enough” to mimic experiments, we will
examine both prescriptions in what follows.

No matter which bias scheme one chooses, there is nec-
essarily some ambiguity about how one defines the potential.
The only piece of experimental information we have is that,
when averaged over a macroscopic volume deep in the leads,
there is a constant shift of the potential on the left relative to
the right. This leads to any number of different microscopic
potentials that satisfy this condition. Steplike potentials,*3-6>
ramp potentials,*>%3 and potentials defined in terms of local-
ized orbitals*’#49°1:52 all give qualitatively similar I-V curves.
In this paper, we propose to use atomic Lowdin
populations'® to define the potential in the following way.
First, we note that the Lowdin population (N*) for a given
set of atoms (X) can be written as the trace of an operator
matrix with the one particle density matrix (P):

NX = TriPW*, (16)
where WX is given by
wi= 2 Siasi (17)
aeX

and the summation runs only over atomic orbitals centered
on atoms in the fragment X. It has been shown that W¥ is a
projection operator,''? so the atomic populations are always
non-negative. Next, we define the the bias potentials V8 (B
=L,R) to be simply a constant V; times the appropriate Lw-
din operator:

VE=v,W5, (18)

This choice is motivated by previous studies within our
group, which show that using this population definition
within constrained DFT leads to a consistent treatment of
long-range charge transfer excited states''’!'? and low-lying
spin states.!!3
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Given this definition of the potential, both the wu- and
V-biased cases can be simulated using an appropriate time

dependent potential V(#). For the chemical potential, V(7)

=VBg(~1), while for the voltage bias, V(1)=V56(), where
() is the Heaviside step function. In both cases, the system
is equilibrated to the ground state at r=— (or, equivalently,
at time r=—¢) and then propagated forward in time using
TDDFT. Because the system always begins in the ground
state, there are no ambiguities about initial wave function
dependence in either case. We note that the function used to
turn the potential on or off in time is arbitrary. However, the
average currents presented below are insensitive to the
choice of the switching function as long as f(r) changes from
0 to 1 within =15 a.u. Slower switching results in a partial
depletion of the finite reservoirs before the bias is completely
established.

In principle, the current through the device also needs to
be defined. In the experiment, the current is measured deep
in the leads and in a finite system it is not clear where the
dividing surface should be placed in a simulation to best
mimic the experiment. However, because we have chosen to
define our bias in terms of a particular (albeit arbitrary)
population definition, the definition of the current is uniquely
determined via the continuity equation

(- . (- . d (NF = NF)
- I‘I’ld(TL—_ I'nd(TR=_—’ (19)
2), 2 ), d 2

where oy and o are the surface elements associated with the
boundaries of the left and right leads. The left hand side is
the current we seek: the average of the current out of the left
hand lead (first term) and the current into the right hand lead
(second term). The surface implied by the use of Lowdin
populations is extremely complicated to define, and hence
the left hand side is extremely difficult to evaluate. On the
other hand, the right hand side is just the time derivative of
the Lowdin populations, easily obtainable from TDDFT. Fur-
ther, since our bias couples directly to N* and N¥ it is most
natural to think of the fluctuations in these variables as gen-
erating all the dynamics. For the present study, we use the
right side of Eq. (19) to define the current through the junc-
tion in our simulations. Indeed, for any given definition of
the potential (19) gives a unique prescription for the current
through the device region. This equivalence is part of a deep
connection between current and number fluctuations in elec-
trical junctions.!'*

AVERAGE CURRENT

To begin with, we study the molecular wire CsoHs, under
a chemical potential bias. The electronic energy of the mol-
ecule is minimized while the left (right) C,3H,4 segments are
subject to a bias of +u(—u) in the Lowdin potential. An
example of one such initial state is illustrated in Fig. 4 for a
short wire. At time zero, the bias is removed and the elec-
trons are allowed to relax. Figure 5 shows the resulting cur-
rent at a series of different voltage biases. Several important
points follow from this figure. First, even for this wire
length, the left and right chemical potentials equilibrate very
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FIG. 4. (Color online) Initial density corresponding to a chemi-
cal potential bias in polyacetylene. Red indicates charge accumula-
tion and green charge depletion relative to the unbiased ground
state. At time 7=0 the bias is removed and current flows from left to
right.

rapidly, as evidenced by the fact that the current pinches off
within about 2.5 fs. Second, there is clearly a general trend
toward increasing current as we increase the bias, reflecting
the current-voltage relationship for this wire. Finally, signifi-
cant transient current fluctuations (“noise”) hinder the iden-
tification of the average current based on in these calcula-
tions. The noisiness of the data can be overcome by realizing
that experimental measurements are made on a much coarser
timescale than the timestep of our simulation. A better ap-
proximation to the experimental current can be made by av-
eraging Eq. (19) over a relatively wide time interval Af:

;- [N“(£) — N®(t)] = [N*(t — At) = N®(t - Ar)]
we 2At

. (20)

This expression physically corresponds to the gedanken ex-
periment where an apparatus with finite time resolution At
checks the number bias twice in succession and then uses the
mean value theorem to approximate the derivative. This pro-
cess will ignore fluctuations that occur on a time scale faster
than Ar resulting in qualitatively smoothed current profiles.
Figure 6 shows the transient currents obtained when one ap-
plies Eq. (20) (with Ar=0.36fs) to Cs,Hs, at various biases.
As expected, the transient fluctuations are suppressed and
one can now see the earmarks of smoothly increasing current
in these molecular wires. It is somewhat remarkable that
these molecules are able to attain a quasisteady state so
quickly (faster than 1 fs), and similar observations have been
made previously for a simple gold wire.5> We attribute this
fast relaxation in molecular wires to the nearly perfect cou-
pling between the “leads” and the “wire.” Strong system-

14 ] W=680V —
u=544V ——
—~ 12 pn=408V —
g 41 p=272V ——
< n=136V
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FIG. 5. (Color online) Transient current through the central four
carbons in CsyHs, at a series of different chemical potential biases.
There is an increase in current as voltage is increased, along with
large, persistent fluctuations in the current. The currents are con-
verged with respect to time step and the apparent noise is a result of
physical fluctuations in particle flow through the wire.
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FIG. 6. (Color online) Transient current through the central four
carbons in C5yHs; at a series of different chemical potential biases
smoothed over a time window of width Ar=0.36 fs. The average
currents are now move clearly visible. The slow decay of the cur-
rent at later times results from the partial equilibration of the finite
left and right leads.

bath coupling leads to a very short lifetime for transient
states and quick relaxation.

If we interpret the maximum smoothed currents in Fig. 6
as the appropriate steady-state current for each voltage, we
obtain the current-voltage relation shown in Fig. 7. From this
graph it is clear that the current through the wire increases in
very nearly linear fashion over a very wide range of voltages.
There is a leveling off in current at large voltages that results
from an essentially complete depletion of the valence states
of the central part of the wire. Perhaps surprisingly, while the
conduction is quasi-Ohmic, the conductance is not one quan-
tum of conductance (G,=74.5 wS). Instead, the low-bias be-
havior is better approximated by a conductance of 0.8 G,.
Initially, one might suspect that this is a finite size effect; that
is to say that if the leads were “long enough” the conduc-
tance would approach G. To check this we have run similar
calculations changing the size of the leads in the wire, keep-
ing our attention on the conductance of the central four car-
bons. As an example, Fig. 7 also shows a few I-V points for
CiooHj02- We have considered only a few voltages because of
the increased computational burden per voltage point. How-
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Max. Smoothed Current (mAmp)

0 1 2 3 4 5 6
Chemical Potential (V)

FIG. 7. (Color online) Maximum smoothed current through the
central four carbons in CsyHs, as a function of chemical potential
bias (red pluses). For comparison, we also present the analogous
result for the central carbons in C;poH;p, (green squares) demon-
strating convergence of the calculation with respect to lead size.
The blue line is a linear fit to the C5yHs, data at low bias indicating

that polyacetylene is an Ohmic resistor with a conductance of
~0.8G,
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ever, even this sparse set of data allows us to conclude that
the differences between the Cs, and C data are quite small
and have little influence on the conductance. Thus, our ap-
proach of using larger and larger finite systems has indeed
converged to the open system limit, but with a finite wire
resistance.

In order to understand the origin of the conductance in
this wire, we return to the original Landauer picture. Because
the “leads” have an essentially perfect connection with the
“molecule” in these polyacetylene wires, the appropriate pic-
ture involves strong coupling between the leads and the mol-
ecule. This coupling broadens the molecular levels to the
point where the /-V curve becomes featureless. Recall that,
in the weak coupling limit, the current displays a staircase
structure as a function of bias, and so Fig. 7 should be inter-
preted as the limiting case where this staircase pattern is
“smeared out” yielding a smooth /-V characteristic. Thus, the
conductance of the central four carbons should not be viewed
as coming from a single quantum state, but from the super-
position of a number of broadened states. The numerical
value of the conductance thus reflects the density of states
available in this wire.

COMPARISON TO NEGF RESULTS

It is important to note that the current-voltage results from
the present approach are completely equivalent to the NEGF
formalism,’® insofar as the dynamics above approximate the
true steady state of the infinite system. Therefore, a compari-
son between DFT-NEGF and real-time DFT predictions of
the current voltage curves for polyacetylene provide and ad-
ditional reality check for these calculations. To this end, we
have used the simple scheme of applying a Lorentzian broad-
ening to the leads in order to obtain conductance results out
of finite polyacetylene chains.’® To be precise, we transform
Hyg into the Lowdin orthogonalized basis and partition the
molecule in precisely the same manner as in the time depen-
dent simulations. We then add a constant imaginary part &
=0.055 to the diagonal of Hgg in each lead effectively broad-
ening the lead states and approximating the state continua of
infinite wires. The value of & was chosen to maximize the
current making the NEGF current analogous to the time de-
pendent results above (which charted the maximum
smoothed current versus voltage). The current is then com-
puted using a previously outlined NEGF technique.’® This
approach does not compute the current self-consistently, be-
cause Hyg is calculated using the equilibrium electron den-
sity. However, this simple technique should suffice for the
purposes of comparison, particularly at low bias where the
self-consistent density should resemble the ground state.

Our NEGF results for C5oHs, are presented in Fig. 8
along with the real-time TDDFT results from the previous
section. Clearly, the two techniques agree near-quantitatively
at low bias and give qualitatively similar results at larger
biases. Presumably, a large fraction of the difference at large
bias can be accounted for by the lack of self-consistency in
the NEGF calculations; as the bias increases, the nonequilib-
rium density will deviate more significantly from the equi-
librium result, leading to larger self-consistency corrections.
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FIG. 8. (Color online) Maximum smoothed current through the
central four carbons in CsyHs; as a function of chemical potential
bias using real-time TDDFT (red line) and an NEGF approach de-
scribed in the text (blue line). The two calculations are nearly iden-

tical at low bias and differ somewhat at higher biases due to the lack
of self-consistency in the NEGF results.

In any case, taken together these results strongly indicate
that our real-time simulations are accessing the open-system
limit for this process: the conductance curve does not change
appreciably if we increase the lead size (Fig. 7) and the re-
sults agree with a simple NEGF calculation (Fig. 8) in the
low-bias limit. We therefore conclude that these relatively
short wires are capable of mimicking the transport properties
that would be observed in an a wire attached to much larger
(practically infinite) leads. It seems likely that similar con-
clusions hold for the more experimentally relevant case of
molecular junctions, namely, that by simulating the conduc-
tance of a molecule attached to large but finite metallic leads
it should be technically feasible to approximate the infinite-
lead results with a finite system. One thing that will make the
latter situation more challenging is the expected relevance of
noise as discussed below.

VOLTAGE BIASED CASE

The preceding results were all obtained using a chemical
potential bias. We have also investigated the effects of using
a voltage bias to generate the conductance and find that the
results are qualitatively no different. To illustrate this point,
the current-voltage plot for C5yHs, using both u and V biases
is shown in Fig. 9. Clearly, the differences between the two
schemes are small until a bias of about 4 V, at which point
the voltage biased results show some negative differential
resistance. A brief inspection reveals that the plateau at high
bias again results from the finite width of the polyacetylene
valence band, which apparently has a somewhat larger influ-
ence in the voltage biased case.

TRANSIENT CURRENT FLUCTUATIONS

Now, we must stress that the fluctuations in the current
shown in Fig. 5 are not numerical noise. Instead these fluc-
tuations reflect the spontaneous, deterministic variation of
current in our wire. Further, we have verified that these fluc-
tuations do not appear to be a finite size effect. For example,
examining the current fluctuations with larger reservoirs in
CiooH 2 one notices that the magnitude of the variations in
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FIG. 9. (Color online) Maximum smoothed current through the
central four carbons in CsyHs, as a function of chemical potential
bias (red line) and voltage bias (green). The results are quite similar
until 4 V, at which point the bias is so large that the finite width of
the valence band for polyacetylene causes the conductance to pla-
teau in the voltage biased case.

the current apparently approach a constant value rather than
falling to zero (see Fig. 10). This fact indicates that these
fluctuations are characteristic of some physical current noise
in the wire. We can easily quantify this noise from the tran-
sient current traces shown in Fig. 10 by simply computing
the statistical uncertainty

S(V) = f () - Dat, (21)

where [ is the average current for the given voltage and the
integration runs over the quasisteady state currents shown in
Fig. 10. We find that it is somewhat more difficult to con-
verge the noise than the conductance—somewhat longer
time windows, and hence somewhat longer wires, are re-
quired to obtain accurate noise compared to the conductance.
This is consistent with the experimental situation, where suc-
cessively higher moments of the electron counting distribu-
tion are progressively more difficult to obtain.®® However, if
we average over a window of 70 a.u. (=1.7 fs), we obtain
reasonably stable results for the noise in CooH;¢,, as shown
in Fig. 11. Clearly the noise increases linearly with increas-
ing current, but the slope is much less than 1, indicating a
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FIG. 10. (Color online) Transient current through the central
four carbons in C;y H(, at a series of different chemical potential
biases. The current fluctuations previously observed with smaller
reservoirs in CsgHs, persist and are therefore not associated with a
finite size effect.
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FIG. 11. (Color online) Statistical noise in the current through

the central four carbons in CgoH;o,. The data (squares) can be fit to
a sub-Poissonian distribution (line).

sub-Poissonian process. It is not clear what the origin of this
noise is. It may be that the application of the bias leads to a
finite population of one or more molecular excited states
which then keeps the system from relaxing to a steady state.
Alternatively, this could be the result of the interference of
incoming and outgoing waves within the molecule. We have
not successfully isolated the origin of these fluctuations, and
a case can be made for either picture.

Even without a molecular interpretation, the noise does
give us some important clues about real-time transport simu-
lations. There is a large body of work that discusses the rich
history of conductance noise in quantum transport.?*-°! In
particular shot noise describes the instantaneous, quantum
fluctuations of the current about its mean value

S= f (1) -1, (22)

where the average (- --) is taken over a time long compared to

the characteristic time 7,=e/l. Despite the mathematical
similarity, the temporal noise [Eq. (21)] is not shot noise [Eq.
(22)]. Shot noise arises from quantum uncertainty of the cur-
rent for identically prepared systems, whereas our simula-
tions reflect temporal uncertainty in the average current.
However, for the ideal case of single-electron transport
through a junction of transmittance 7, the shot noise is is also

sub-Poissonian:8+8

S=e(1-T1I. (23)

If we use this expression to fit the temporal noise in poly-
acetylene, we obtain 7=0.98, as compared to the numeri-
cally observed conductance of 0.8 G,. This discrepancy is to
be expected on two grounds. First, because of the finite
timestep, our simulations actually reflect the noise power
over a particular interval rather than the noise itself. Second,
shot noise involves two particle correlations while the noise
we consider involves fluctuations in a one particle observ-
able. These two quantities are in fact related via the
fluctuation-dissipation theorem:''> by considering the re-
sponse of the system to all possible potential perturbations,

two particle observables such as (1) can be obtained without

further approximation. By restricting ourselves to spatially
uniform bias potentials, we recover only a fraction of the
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associated fluctuations and observe an attendant reduction in
the noise. Hence the analogy with shot noise can only be
used for qualitative analysis of the temporal fluctuations in
our simulations.

The important point about shot noise is that it becomes
more prominent as the transmittance is reduced. This is, in
fact, a generic property of noise—as the signal gets smaller
noise become relatively more important. Hence, our results
suggest that for molecular junctions—whose conductances
are typically 0.01 Gy—temporal current noise will be a very
significant factor. For example, in a purely metallic wire
there is no shot noise in the large reservoir limit because it is
a perfect conductor. This explains the observation that for a
gold wire® the current-versus-time plots smoothly approach
a plateau, while for polyacetylene, which only reduces the
conductivity by 20%, noise already becomes important.
Thus, it seems likely that the transient currents in a 0.01 G,
junction may be dominated by shot noise over quite large
time intervals, making real-time simulations much more
challenging.

CONCLUSIONS

In this article, we have demonstrated the feasibility of
performing real-time TDDFT simulations of the transient
current dynamics through a molecular wire at finite bias.
These results were made possible by an efficient algorithm
for integrating the TDKS equations in a localized basis that
allows us to take very large time steps. Taking polyacetylene
as our prototypical example, have shown that one can make
a consistent definition of current and bias within TDDFT and
obtain quantitative predictions of the current at finite bias by
averaging the instantaneous current over a microscopic time
window. Further, we have verified that these currents are
converged with respect to the size of the reservoirs and that
the results agree with the corresponding NEGF current-
voltage character. Finally, we have investigated the temporal
current noise and shown that for these wires, the noise does
not decay to zero as the wire length is increased, but ap-
proaches a finite value. We argue that this noise is likely to
be more significant in junctions that have low transmittance,
which implies that real-time conductance simulations of
MMM junctions—which have much lower transmittances
than an isolated wire—may be quite challenging. In the near
term, we plan to use TDDFT to study the conductance prop-
erties of some simple MMM junctions. The translation of
this framework to such devices is straightforward in prin-
ciple: one constructs a supersystem that contains enough
metal atoms to mimic the “bulk” properties of the leads and
propagates the system under an appropriate bias until a reli-
able average current can be extracted. Novel challenges that
will need to be addressed for MMM junctions include the
sensitivity of SCF convergence for metallic systems, the un-
certain structure of the metal-molecule interface and the ex-
pected increase in noise due to the low transmittance of the
junction. The points raised here—efficient integration of the
TDKS equations, consistent definition of the bias potential,
the importance of smoothing to obtain the relevant current—
will facilitate study of these more technologically relevant
devices.
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For our time-dependent simulations, the average current
provides an important validation of the model; by comparing
to other predictions of the dc current, we can verify that our
simulation is “large enough” and “long enough.” However,
once the model has been validated, the average current is
only one of a host of properties a real-time simulation gives
access to. Electroluminescence, finite bias impedances,
driven rectification and current triggered molecular dynamics
can all be treated within the framework described here.
Hence, this “microcanonical” picture of electron transport
dynamics opens up a huge array of physical processes for
theoretical study and we are currently in the process of ana-
lyzing some of these effects. In particular, it may be possible
to predict the shot noise in a molecular junction without
further approximation using TDDFT in conjunction with the
fluctuation dissipation theorem.'®

PHYSICAL REVIEW B 74, 155112 (2006)

Finally, in regards to current voltage predictions, it has
been pointed out that there are significant errors in the DFT
currents at low bias due to improper cancellation between
self-interaction errors®® and static electron correlation.**>!
We have shown that for time-independent problems, the bal-
ance between static correlation and self-interaction can be
controlled by applying physically motivated constraints to
the electron density.!''""'3 We are investigating ways in
which this approach can be extended into the time domain to
improve the transport predictions in real-time TDDFT.
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