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A general many-body nonequilibrium Green’s function approach for interacting phonons is developed, and
applied to study the thermal conductance of an anharmonic molecular junction between two solid surfaces. We
investigate the dependence of the nanojunction’s thermal conductance on temperature, force constants, and
bond anharmonicity, and identify different parameter regimes. The calculation results display quantum me-
chanical effects that differ significantly from classical predictions. The anharmonic technique presented extends
the scope of fully quantum mechanical Green’s function calculations of phonon transport, which until now had
been largely restricted to harmonic �or noninteracting phonon� systems. Thus it may provide a powerful tool
for the study of lattice thermal conduction in nanoscale systems, such as point contacts, molecular contacts, and
interfaces.
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I. INTRODUCTION

The theory of phonon transport in materials has developed
for many decades, its origins dating back to the works of
Debye and Peierls.1,2 For most of this period the focus was
on describing macroscopic thermal transport properties of
solids, mainly because local nanoscale transport measure-
ments were out of the question. The situation has recently
changed, however, for new techniques have been developed
that enable the measurement of thermal conduction through
nanoscale structures.3–5 Therefore, an important focus is now
being placed on theoretical techniques that address the prob-
lem of phonon transport across structures defined at the
nanoscale and atomic level.

One line of research in this direction is based on classical
molecular dynamics, where effective techniques have been
developed to study heat transport across atomically defined
interfaces and structures.6–9 Although these classical tech-
niques lead to important insights on the heat transport pro-
cess, however they are strictly valid only in the higher tem-
perature regimes, and they do not capture the quantum
mechanical aspects of the phonon transport problem. From
the point of view of condensed matter physics, it is very
important to be able to describe the phonon transport process
in fully quantum mechanical terms. This is so, both for fun-
damental, as well as applied reasons, because there are im-
portant features of the transport process that only a quantum
mechanical description can capture.

Important advances towards a fully quantum mechanical
theory of nanoscale phonon transport have recently been
made, many of them via Green’s function �GF� methods.
Continuum medium GF techniques were used in Refs. 10–13
to describe the quantum transport through nanowires in the
presence of surface roughness and at nanowire-bulk contacts.
Atomistic GF methods were developed to describe transport
through atomic chains,14 alkane molecules,15 disordered
solid-solid interfaces,16 and Si nanowires.17 An alternative
formulation with the same philosophy, and leading to the
same results, is the method of interface matching lattice
dynamics.18–20 Other important works have addressed differ-
ent types of nanoscale systems in different conditions.21–25

A few studies have modeled anharmonic phonon transport
in a fully quantum mechanical way,22,25,26 although none of
these was formulated in terms of Green’s functions. A main
drawback of the Green’s functions methods cited in the pre-
ceding paragraph is that they have not included anharmonic-
ity. That is a serious limitation, because anharmonicity is an
ubiquitous source of phonon scattering in any solid, and it is
very important to be able to quantify its effect. In this paper
we present a general atomistic nonequilibrium Green’s func-
tion theory that incorporates the effect of the system’s anhar-
monicity. We also illustrate the application of this technique
to describe the phonon transport between two solid surfaces
joined by an anharmonic diatomic molecule.

The theory presented here includes anharmonic interac-
tions via a Keldysh diagrammatic approach. The Keldysh
formalism27–30 is a very powerful technique of theoretical
physics that has been extensively applied to nonequilibrium
electron problems, including inelastic electron tunneling,31–33

Coulomb blockade,34,35 photocurrent generation in
nanodevices36,37 and in molecular junctions,38 and many oth-
ers. However, up to our knowledge, its application to the
flow of interacting phonons has not been investigated before.

The first part of this paper develops the general theory of
interacting phonon transport, explicitly deriving all expres-
sions that are particular to the phonon transport case. The
theory is expressed in the most general form, and it can be
applied to any atomically described solid system. In the sec-
ond part we present a thorough study of the phonon transport
process across a simple but realistic model of an anharmonic
molecular junction between two surfaces. Results for the
thermal conductance and the effect of anharmonicity are
shown for two particular choices of common interatomic po-
tentials: the Lennard-Jones, and the Stillinger-Weber poten-
tials. By mapping the thermal conductance as a function of
bond strengths in the molecular system, we identify three
different transport regimes. We relate those regimes to the
vibrational spectrum of the system. We also identify several
purely quantum mechanical effects taking place in the anhar-
monic scattering process, which are very different from clas-
sical predictions. All the results are summarized in Sec. IV.

The general technique presented should be very useful in
the study of thermal transport across disordered interfaces,
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point junctions, and molecular junctions, for example. It also
opens the way to treat the problem of heat dissipation via the
lattice, when computing electronic transport in nanoscale and
molecular devices. When combined with real-space Green
function techniques for linear scaling, the method may be-
come an efficient computational tool for phonon transport in
nanoscale and mesoscale systems.

II. THEORY

This section develops the general theory of phonon trans-
port in anharmonic nanoscale systems. We will explicitly
show those derivation steps that are specific to phonons, and
we will refer to the literature when using general results of
nonequilibrium Green function theory that are valid for all
systems. For readers unfamiliar with nonequilibrium Green
functions, Refs. 28 and 29 are recommended.

The motivation for using Green functions becomes clear
in Sec. II D, when we derive the expression for the expected
value of the heat current. In general, the expected value of
any one-particle operator �such as the heat current� acting on
a many-body system can always be expressed in terms of the
Green’s functions. That is the main motivation to compute
the Green functions. We have chosen to place the derivation
of the heat current expression after the section on how to
compute the Green functions. Although for motivational rea-
sons, the reverse order might seem more proper, Sec. II D
uses several definitions that are introduced in Sec. II C, and
thus it makes sense to include this part first.

A. System configuration in nonequilibrium Green function
problems

Almost all nonequilibrium Green function problems ad-
dress the same basic topological configuration: two semi-
infinite bodies, or reservoirs, joined at a central system. This
structure is shown in Fig. 1. The two reservoirs are kept at

different temperatures, and therefore a thermal current flows
across the central system. The reservoirs are semi-infinite,
and the system is in a steady state.

In all cases many-body interactions are treated only inside
the central system. This has always been the case in all the
fundamental papers devoted to the many-body Keldysh
formalism.29–31,34 Trying to extend the many-body interac-
tions beyond the central system is an extremely complex
problem, and we are unaware of any work in that direction.
Nonetheless, a crucial point to be understood is that the fron-
tiers defining the central system are arbitrary to some extent.
In other words, one can in principle extend these frontiers
well within the semi-infinite contacts, to define a fairly large
central system, until results do not vary upon further exten-
sion.

We remark that the contact frontiers do not correspond to
any physical interface. The actual physical interface in the
problem is located inside the central system. This physical
interface is the one that limits the phonon transport between
the reservoirs. Thus, the largest discontinuity in the local
phonon distribution takes place across this physical interface
or junction. In contrast, the local phonon distribution across
the contact frontiers varies much more slowly, because the
current densities at these frontiers, being inside the contact
bodies, are smaller.

Because of this, it is crucial to have an accurate descrip-
tion of the phonons near the physical interface. The effect of
lattice features becomes less and less important the further
away they are from the physical interface. This is why it is
possible to include the further parts of the semi-infinite res-
ervoirs, beyond the contact frontiers, in the form of self-
energies that are calculated using projection techniques, like
the recursion method40 or the decimation technique.41 The
idea behind these numerical projection methods is that the
local Green’s functions computed at a selected atomic subset
within a cluster converge to those of the truly semi-infinite
system when the cluster is made large enough. Techniques in
Refs. 40 and 41 give very efficient recipes for systematically
enlarging the cluster size until Green function convergence is
reached.

Thus, the fact that the interatomic links at the contact
frontiers are harmonic �i.e., the many-body interactions are
confined into the central system� does not pose any practical
restriction to the use of the Keldysh technique. It is enough
to push the contact frontiers far enough inside the reservoirs,
until the Green functions near the physical interface are well
described.

B. Hamiltonian

The quantum mechanical lattice properties of any atomi-
cally described system can be represented by the following
Hamiltonian:

Ĥ =
1

2�
ij

kij�̂i�̂ j +
1

2�
i

Mi�6 i�6 i + �
ijk

Vijk
�3��̂i�̂ j�̂k + ¯ .

�1�

The terms on the right-hand side are the harmonic, kinetic,
and anharmonic terms, respectively. �̂i is the Heisenberg dis-

FIG. 1. Typical system configuration in nonequilibrium Green
function problems. Many-body interactions are considered inside
the central system. The semi-infinite contacts are projected onto the
central system via self-energies. The “contact frontiers” are the
places where the central system and the contacts join. These fron-
tiers can be arbitrarily placed, and in general do not correspond to
any real interface or physical discontinuity.
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placement operator for the ith atomic degree of freedom.
Here, kij ��2E /�ui�uj, Vijk

�3�� 1
3!�

3E /�ui�uj�uk, E is the total
energy, and the u’s are the atomic coordinates. Mi is the mass
of the atom to which the ith degree of freedom belongs.

We can also write the Hamiltonian in the orthogonal rep-
resentation, in terms of the eigenmodes of the harmonic part,
as42

Ĥ = �
q

��q�b̂q
+b̂q + 1/2� + �

ijk

Vijk
�3��̂i�̂ j�̂k + ¯ . �2�

Here, b̂q
+ and b̂q are the phonon creation and destruction op-

erators, and the summation is over all the vibrational eigen-
states, q. The field operators are expressed in terms of the
phonon creation and destruction operators as

�̂ j�t� = �
q

��/M�q�b̂q
+�q

*�j�ei�qt + b̂q�q�j�e−i�qt� ,

�6 j�t� = �
q

i���q/M�b̂q
+�q

*�j�ei�qt − b̂q�q�j�e−i�qt� , �3�

where the eigenfunctions �q�j� satisfy

�
j

kij�q�j� = Mi�q
2�q�i� . �4�

Inserting Eq. �3� into Eq. �1� and using Eq. �4� one obtains
Eq. �2�.

To avoid problems arising from the different masses of
individual atoms, it is customary to transform the coordinate

representation as �̂̃i=�Mi /M�̂i, implying k̃ij =kijM /�MiMj,
etc. The resulting equivalent problem does not explicitly
show the individual masses, but only an overall mass M,
which can be arbitrarily chosen without affecting the results.
All of the following discussion will thus be in this trans-
formed basis, without explicit reference to individual masses.

C. Computing the interacting-phonon Green functions

Now we explain how to compute the nonequilibrium pho-
non Green’s functions for the type of system described
above. The way to compute currents from these Green’s
functions is shown later in Sec. II D.

There are four interrelated Green’s functions:29 D�, D�,
DR, and DA. In the time representation they are defined as42

iDlm
� �t1 − t2� �

1

�
��̂m�t2��̂l�t1�	 , �5�

iDlm
� �t1 − t2� �

1

�
��̂l�t1��̂m�t2�	 , �6�

iDlm
R �t1 − t2� =

1

�
��t1 − t2����̂l�t1�,�̂m�t2��	 , �7�

iDlm
A �t1 − t2� = −

1

�
��t2 − t1����̂l�t1�,�̂m�t2��	 . �8�

In steady state problems like the one we want to solve,
one does not compute these Green’s functions, but their time

Fourier transforms. In the noninteracting equilibrium case,
such frequency dependent GF’s can be expressed in terms of
the resolvent, which is a frequency dependent matrix that can
be readily computed from the force constants matrix. For the
nonequilibrium case, however, one must use “kinetic equa-
tions,” which involve both the equilibrium and nonequilib-
rium GF’s. The next two sections detail how to obtain the
equilibrium and nonequilibrium GF’s for phonons, and how
to use them in practical computations.

1. Calculation of the uncoupled Green functions at the contacts

Let us consider a case where the central system is decou-
pled from the contacts, so that all the force constants linking
the central system to the contacts are equal to zero. Then no
current flows, and the systems are in equilibrium. We will
denote these uncoupled Green functions at the contacts by
D0

�, D0
R. The other two GF’s are related to these by28

D0,lj
� ���=D0,jl

� �−��, D0,lj
A ���= �D0,jl

R ����*. The reason why we
need to compute these uncoupled GF’s is that they enter the
expression for the contact self-energies, Eqs. �25� and �26�,
as we will see in the next section.

We can derive the expression for the unperturbed D0
� at

the contacts in the following way. First we obtain the time-
dependent Green’s function. For this, we start from its defi-
nition, Eq. �5�. Using the eigenstate expansions of the field
operators, Eq. �3�, one obtains

iD0
�

lm�t� = �
k

1

M�k
��N−k + 1�ei�kt + Nke

−i�kt��k�l��k
*�m� ,

�9�

where Nk is the occupation of eigenstate k, and the summa-
tion is over all the eigenstates. Label k is a shorthand nota-
tion for a set of quantum numbers, such as the wave vector
and the polarization. Label −k denotes the same quantum
numbers as k except those for the wave vector, which has the
opposite direction.

We are, however, interested in the frequency dependent
form of D0

�, which we obtain by Fourier transforming the
previous expression,

iD0
�

lm��� = �
k

	

M�k
��1 + N−k�
�� + �k�

+ Nk
�� − �k���k�l��k
*�m� . �10�

However this expression, in terms of the eigenfunctions,
is not practical for computational purposes. It is much more
convenient to express the Green function in terms of the
resolvent, G��2�����+ i
�2I−K�−1, where K is the force
constants matrix of the system, defined as kij �

1
�MiMj

�2E
�ui�uj

,
and 
→0. For this, we use the identity 
�x−y�
=2x
�x2−y2���x�, with y�0, and rewrite �10� as

iD0
�

lm��� = �
k

�k�l��k
*�m�

M
2	
��2 − �k

2�

���1 + N−k���− �� + Nk����� . �11�

Now, we use the definition of the spectral density,
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�lm��2� � �
k

�k�l��k
*�m�
��2 − �k

2� , �12�

which substituted in �11� yields, for the equilibrium case

D0
�

ij = −
2	i

M
���− ���ij��2� + N��2��ij��2�� , �13�

where N��2� is the equilibrium phonon occupation at fre-
quency �. This expression is much more convenient for
computational purposes, and it only requires to compute �.

Now, the spectral density of states, �, is directly related to
the resolvent, G: we first note that

Glm��2� � �
k

�k�l��k
*�m�

�� + i
�2 − �k
2 �14�

=�
k

1

2�k

 1

� − �k + i

−

1

� + �k + i

��k�l��k

*�m� , �15�

which is trivially verified by substitution. The summation in
k extends over all the eigenstates of the system. Taking the
imaginary of �15�, one obtains the spectral density of states,
�:

Im�Glm��2�� = �
k

	�k�l��k
*�m�

2�k
�
�� − �k� − 
�� + �k��

= �
k

	�k�l��k
*�m�
��2 − �k

2� � 	�lm��2� ,

�16�

where 
→0+ and ��0.
Thus, to evaluate D0

�, one only needs to compute the re-
solvent G, and the Bose occupation factors, N. These occu-
pation factors are different for each of the contacts, because
the latter are at two different temperatures.

To obtain the unperturbed retarded Green function we op-
erate similarly. First, the time-dependent form of the retarded
Green function, DR, is obtained directly from its definition,
Eq. �7�,

iD0
R

lm�t� =
1

�
��t����̂l�t�,�̂m�0��	

= ��t�
�
q

�q�l��q
*�m�

2M�q
�Nqei�qt

+ �1 + N−q�e−i�qt − N−qe−i�qt − �1 + Nq�ei�qt��
= ��t��

q

�q�l��q
*�m�

2M�q
�e−i�qt − ei�qt� . �17�

For the frequency dependent form, we Fourier transform the
previous expression, as

D0
R

lm��� = �
q

�q�l��q
*�m�

2M�q

 1

� − �q + i

−

1

� + �q + i

�
�18�

=�
q

�q�l��q
*�m�

2M

2

�� + i
�2 − �q
2 , �19�

so finally

D0
R

lm��� =
1

M
Glm��2� . �20�

2. The coupled Green functions

If we couple the system, a net phonon current flows from
the hotter to the colder contact, and we no longer have an
equilibrium system. The GF’s for the coupled system satisfy
the Dyson equation,28 and from it, kinetic equations are de-
rived for the particular GF’s. This is a result of the general
theory of nonequilibrium GF’s. A common way of writing
these equations is29

D���� = DR�����DA, �21�

DR = ��2I − K − �R�−1, �22�

DA = �DR�+. �23�

The �’s are self-energy matrices,28 which consist of a
contribution due to the contact leads, �h�c�, plus a many-
body contribution from the anharmonic interactions within
the island, �M,

� = �M + �h + �c. �24�

It is easily shown29 that the contributions of the contacts are

�h�c�
� = Kh�c�D0

�
h�c�Kh�c�

T , �25�

�h�c�
R = Kh�c�D0

R
h�c�Kh�c�

T , �26�

where Kh�c� is the part of the force constants matrix joining
the central system to the hot �cold� contact.

3. The many-body self-energies

The many-body contributions to the self-energy are com-
puted from the corresponding Feynman diagrams, following
the general rules in Ref. 28. The three-phonon processes are
represented by the diagrams in Figs. 2�a� and 2�b�, corre-
sponding to the following self-energies:

�a� iM�3�i,n
� ��� = ��

jklm
�

−�

�

Vijk
�3�Djl

�����Dkm
� ��

− ���Vlmn
�3� d��, �27�

FIG. 2. Lowest order diagrams for three-phonon �a�, �b�, and
four-phonon �c� many-body interactions.
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�b� iM�3�i,n
� ��� = ��

jklm
�

−�

�

Vijk
�3�Djl

�����Dkm
� ��

+ ���Vlmn
�3� d��. �28�

Since28 Dlj
����=Djl

��−��, the two above self-energies are
equivalent. This three-phonon self-energy is purely imagi-
nary. Once �M�3�

���� are computed, the M�3�
R�A� can be obtained

from them. Its imaginary part is given by28

2 Im �M�3�
R = �M�3�

� − �M�3�
� . �29�

The real part is related to the imaginary part by the Hilbert
transform32

Re �M�3�
R = H�Im �M�3�

R � . �30�

This Hilbert transform is evaluated numerically, by the stan-
dard method of convoluting in the Fourier space.

The lowest order four-phonon diagram is that in Fig. 2�c�.
This diagram does not contribute to �M

����. However, it af-
fects �M

R�A�,

iM�4�i,j
R = ��

kl
�

−�

�

Viklj
�4� �Dkl

����� + Dlk
������d��. �31�

Unlike the three-phonon contribution, this four-phonon con-
tribution is purely real, and independent of frequency. This
means that the fourth order diagrams in Fig. 2�c� just modify
the force constants, introducing an elastic scattering of the
phonons analogous to the Hartree term for electrons. Al-
though four-phonon processes can be important,39 they have
not been included in this paper in order to keep the analysis
simpler.

4. Self-consistent procedure

The many-body self-energies involve the total Green’s
functions. Therefore, in the presence of many-body interac-
tions the calculation needs to be done self-consistently. The
complete calculation procedure is as follows. First, the resol-
vent at the contacts is computed, using projection techniques
like those in Refs. 40 or 41 for example. The unperturbed
Green’s functions at the contacts are then obtained via Eqs.
�13� and �20�. The contacts’ contribution to the self-energy is
computed from these Green’s functions, via Eqs. �25� and
�26�. For the first iteration, the many-body self-energies are
taken as zero. Then the self-consistent loop starts, by com-
puting successively DR�A� �Eqs. �22� and �23��, D���� �Eq.
�21��, ����� �Eqs. �24�, �27�, and �28��, and �R�A� �Eqs. �29�
and �30��. This is repeated until convergence is achieved.
Afterwards, we can compute the heat current for the self-
consistent system.

D. Expression of the heat current

We now derive the expression for the total heat current.
Let us consider the atoms at one of the contact frontiers,
which are harmonic �see Sec. II A�. For each degree of free-
dom within this subsystem we can define a “local energy”
operator,

Ĥi = 1/4�
j

��̂ikij�̂ j + �̂ jkji�̂i� +
Mi

2
�6 i

2, �32�

such that the total Hamiltonian of the subsystem is expressed
as

Ĥ = �
i

Ĥi. �33�

The change in local energy with respect to time is then

dEi

dt
�

d�Ĥi	
dt

= 1

4�
j

�̂̇ikij�̂ j + �̂̇ jkji�̂i + �̂ikij�̂̇ j + �̂ jkji�̂̇i

+
Mi

2
��̂̈i�̂̇i + �̂̇i�̂̈i�� , �34�

which, using Mi�̂̈i=−� jkij�̂ j, becomes

dEi

dt
= 1/4�

j

���̂̇ikij�̂ j	 − ��̂ikij�̂̇ j	� − ���̂̇ jkji�̂i	 − ��̂ jkji�̂̇i	�

� �
j

Jij .

So we have obtained the expression for the local current
between two different degrees of freedom belonging to two
mutually interacting atoms. For a steady state, these local
energy currents can be expressed in terms of phonon Green’s
functions as follows:

Jij =
1

4
lim
t→t�

d

dt
�kji���̂ j�t��̂i�t��	 − ��̂ j�t���̂i�t�	�

− kij���̂i�t��̂ j�t��	 − ��̂i�t���̂ j�t�	��

=
i�

4
lim
t→t�

d

dt
�kij�Dji

��t,t�� − Dji
��t�,t�� − kji�Dij

��t,t��

− Dij
��t�,t��� =

1

2
�

−�

�

���kijDji
���� − Dij

����kji�d�/2	 .

�35�

Here we have used,28 Dij
��t1 , t2�� −i

� ��̂ j�t2��̂i�t1�	
=�−�

� Dij
����e−i��t2−t1�d� /2	.

Although Eq. �35� already expresses the current in terms
of Green functions, we can still obtain a nicer expression, by
following the steps given in Ref. 29. To do this, we first
define the matrix of “current density,” composed of elements
that appear in Eq. �35�,

J��� = ���KD� − D�K� . �36�

From Eq. �35� it is obvious that the trace of this matrix,
integrated in frequency, gives the total current coming in and
going out of the system. We now use the following equa-
tions, which are straightforwardly obtained from the Dyson
equation for the retarded or advanced Green function:

KDR = �2DR − �RDR − I , �37�
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DAK = �2DA − DA�A − I . �38�

Substituting expression Eq. �21� into Eq. �36�, and using Eqs.
�37� and �38�, we have

KD� − D�K = DR��DA��A − �R� − ��DA + DR��

= D���A − �R� − ���DA − DR�

= D��� − ��D�, �39�

where we have used

�A − �R = �� − ��, �40�

DA − DR = D� − D�. �41�

Therefore, the current frequency distribution at the hot �h� or
cold �c� contact interfaces is

Jh�c���� = + �− �Tr��h�c�
� D� − �h�c�

� D����/2	 . �42�

This, integrated in frequency, yields the total heat current. In
general, if there are inelastic processes, Jh����Jc���, but
their integrals are the same.

III. APPLICATION: PHONON TRANSPORT THROUGH A
MOLECULAR JUNCTION

Let us now apply the general theory developed above to
investigate a simple model molecular junction.

A. Description of the molecular junction system

1. System’s composition and geometrical configuration

The geometrical configuration of the system is illustrated
in Fig. 3. Only motions in the direction perpendicular to the
surfaces are considered. Two Si atoms are bonded to each
other by an anharmonic potential V�x�, and each of them is
adsorbed onto one surface, linked by a harmonic spring with
constant kl=kr. The central bond has a spring constant km

�� 1
2

d2V
dx2 �x=x0

, where x0 is the equilibrium bond length. Its de-
gree of anharmonicity is related to the potential’s third de-
rivative, V��� d3V

dx3 �x=x0
.

The system we study is perhaps the simplest model that
contains all the aspects of any complex phonon flow prob-
lem: several degrees of freedom, surfaces with a frequency
dependent density of states, and anharmonicity “inside” the
bonds. Let us briefly discuss the significance of these three
aspects.

�1� Several degrees of freedom. The system contains two
atoms, and it considers vibrations in the x direction, perpen-
dicular to the surfaces. This is the smallest system for which
the Green functions are matrices. If we had considered a one
atom system, the Green functions would be scalars, for
which the implementation is simpler, but does not contain
the complexity involved in the general problem. We chose
the diatomic 2�2 matrix problem for the sake of conceptual
clarity. We could have considered a larger number of degrees
of freedom, but this would not make any qualitative differ-
ence in the treatment, and it would unnecessarily complicate
the model.

�2� Frequency dependent surface density of states. Some
model studies of electron transport across molecular systems
have simplified the surfaces by assuming a constant density
of states. This would be a very unrealistic assumption in the
problem studied here, for it is known21,43 that the phonon
spectral density at a surface is proportional to �, and it has a
finite range. Our model surface contains these aspects and it
is the simplest model that yields a realistic representation of
the vibrational structure of a solid surface.

�3� Anharmonicity “inside” the bond. There are simpler
systems that contain anharmonicity: for example, one can
consider the atoms linked to an external anharmonic poten-
tial. In that case, anharmonicity enters only as a scalar self-
energy �

�. Although such scalar self-energy is easier to
treat, it is neither a system one encounters in nature, nor does
it reflect the complexity of typical systems where anharmo-
nicity enters at the bonds between atoms. In general, anhar-
monicity is a property of the bonds between different atoms,
and it introduces a matrix self-energy, which our model cor-
rectly accounts for.

We could include anharmonicity in the surface-molecule
bonds also. To do this, the “contact frontiers” �see Fig. 1�
must be placed further inside the solids, so that the central
system contains more than just two atoms. However, this
would complicate the model, going against the goal of con-
ceptual clarity pursued here. An additional argument justifies
choosing the central bond, rather than the surface-molecule
bond, to be the anharmonic one. The reason is that the
surface-molecule bond is in fact the sum of multiple bonds
between one atom at the molecule and many atoms at the
surface. Therefore, this interaction potential is deeper, and its
total spring constant larger, than that of a single bond be-
tween two atoms. Now, the deeper the potential, the less the
anharmonicity is manifested, or conversely, looser bonds al-
low atoms to stretch further into the anharmonic range than
tighter bonds do. Therefore, it is physically more meaningful
to have an anharmonic central bond and treat the surface-
molecule bonds as harmonic.

FIG. 3. Configuration of the model molecular junction problem.
Two Si atoms are mutually bonded by an anharmonic potential.
Each of them is also adsorbed onto a solid surface by a harmonic
spring. Only vibrations in the direction perpendicular to the surfaces
are considered.
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The mass of all the atoms was chosen to be that of Si. The
phonon frequency range at the contact surfaces was chosen
to be 100 THz, roughly the extent of the phonon spectrum in
bulk Si. The calculation of surface Green functions and self-
energies is described in Sec. III A 3 below.

With the specifications above, our molecular system is
determined by three physical parameters: the molecule’s in-
ternal spring constant, km, the molecule’s anharmonicity con-
stant, V�, and the spring constants, kl=kr, between the sur-
faces and the molecule. Each of these parameters can vary in
a very wide range, spanning different orders of magnitude. In
Secs. III B–III D below, we map the dependence of the ther-
mal conductance on all these parameters, and the tempera-
ture.

2. Interatomic potentials

The atomic interactions within a system can be computed
in multiple ways, ranging from total energy first-principles
calculations to parametrized interatomic potentials available
in the literature. No matter which method one uses, the goal
is to obtain the force constant matrix, d2E /duiduj, and the
anharmonic constant tensor, d3E /duidujduk.

Two examples of well known potentials describing atomic
interactions are the Lennard-Jones �LJ� potential,44 and the
Stillinger-Weber �SW� potential.45 The former has been
widely used to describe atomic and molecular adsorption.
The latter is a potential specifically developed to describe
bulk Si. In our study, we present general results for any po-
tential in a wide range of force constant and anharmonicity
values. Nevertheless, it is worth focusing on the LJ and SW
potentials in order to get a feeling of the actual orders of
magnitude which are typical in physical systems.

The LJ potential is defined as

V�x� = 4����/x�12 − ��/x�6� , �43�

where x is the interatomic distance. The potential contains a
multiplicative constant, �, which is chosen to yield an appro-
priate potential depth, depending on the system considered.
For chemisorbed or strongly bound atoms, the potential
depth will be in the order of eV, but for physisorbed or
weakly bound atoms it can be several orders of magnitude
smaller. Constant � is chosen to yield a minimum at the
proper bond length. In the calculations presented here, we
use �=2.0951 Å, which yields the potential minimum at x0
=2.35 Å, the bond length of bulk Si. Therefore, the force and
anharmonic constants of our LJ potential are related by

�d3V

dx3 �
x=x0

LJ

= �d2V

dx2 �
x=x0

LJ

8.94/Å. �44�

In the next sections we will use this relation to calculate the
thermal conductance change induced by anharmonicity, for
different ranges in the strength of the bond, � d2V

dx2 �x=x0
, or

equivalently, the potential depth.
The two-body term of the SW potential has the form

V�x� = A�Bx−4 − 1�e1/�x/�−a�, x/� � a ,

V�x� = 0, x/� � a , �45�

where B=0.602 224 558 4, and a=1.80. �For the example,
we will only address the two-body term in the SW potential.�

In the case of the SW potential the relation equivalent to
Eq. �44� is

�d3V

dx3 �
x=x0

SW

= �d2V

dx2 �
x=x0

SW

2.46/Å. �46�

Thus, the LJ potential is much more anharmonic than the SW
potential. Although strictly speaking the SW potential has a
fixed depth of −2.17 eV, in the following sections we will
vary the potential depth, in analogy to the LJ case, in order to
compare between the two potentials. In Sec. III D 3 we will
see how, due to its larger anharmonicity, the LJ potential
yields much larger deviations of the thermal conductance
with respect to the harmonic case than the SW potential.

3. Surface Green’s function and self- energy

It is known that the spectral density of states at a solid
surface is, in the lower frequency limit, proportional to the
frequency.21,43 In other words, ����= 1

2	 Im�G������. We
give a proof of this in the Appendix. In addition, from gen-
eral properties of Green’s functions, we know that the onsite
integral �0

��ii��2�d�2=1, for any atomic degree of freedom
i.42 Therefore, a qualitatively correct representation of the
surface spectral density is

� =
3

2

�

�D
3 ���D − �� , �47�

where �D is the upper frequency limit in the solid, in our
case 100 THz, and � is the step function.

To compute the real part of the resolvent we Hilbert trans-
form its imaginary part. This is the bare surface retarded
Green’s function. Now we need to alter it to account for the
presence of the molecule. This is because, whenever a non-
diagonal element kij is added into the force constants matrix
of the system, two corresponding diagonal elements kii=kjj
=−kij must be added as well, to satisfy momentum conser-
vation. In our case, we want to compute the self-energy

l�r�
R ��� = kl�r�

2 Gl�r���2� , �48�

which contains the effect of the left �right� contact surface
onto the molecule. To obtain G in the presence of the mol-
ecule, we use the Dyson equation, G=Gbare−GbareklG, ac-
counting for the modification of the diagonal force constant
at the surface by an amount −kl. This implies

Gl�r� = Gbare�1 + kl�r�Gbare�−1. �49�

More realistic calculations of surface self-energies can be
carried out using the decimation technique,41 or the recursion
method,40 for example. This however requires a prior knowl-
edge of the surface atomic structure. In many cases, real
surfaces display reconstructions. In addition, surface states
specific to the particular system may exist. Such features
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would blur the fundamental physical picture conveyed in this
paper, and therefore they will not be considered here.

4. Computational implementation

For each particular set of values km, kl=kr, V�, and Tc, the
phonon current was self-consistently computed. In all cases
the temperature of the hotter side was 1.5 times that of the
colder side, Th=1.5Tc. Since the substrate vibrational fre-
quencies range between 0 and 100 THz, all conduction takes
place in this frequency interval. However, the Green’s func-
tions are nonzero outside this range as well. It is mandatory
to consider this extended frequency range, because we are
using Hilbert transforms in the calculation �Eq. �30��, which
would not be accurate otherwise. We verified that a fre-
quency range of 300 THz is enough to yield accurate results.
The frequency range was divided in steps of 0.5 THz, and
the Green’s functions were calculated at each of those fre-
quencies, both for � and −�. The calculation’s bottleneck is
the double integral in the three-phonon self-energy, Eq. �27�.
For this integral, frequency steps of 2.5 THz were used, and
results were interpolated at frequencies between the steps.
We verified that results do not change if these steps are made
smaller, within the physical parameter ranges considered in
this paper. If however one wants to consider values of kl
�0.2eV/Å2, such step sizes are comparable to the width of
the peaks in the vibrational density of states, and therefore
the step sizes need to be reduced.

Self-consistency was implemented via an iterative mixing
algorithm. After each iteration n, the computed many-body
self-energy, �

��n� is mixed with the previous one, �
�mix�n�

= f�
��n�+ �1− f��

��n−1�, with 0� f �1. The mixed self-
energy is then used as an input for the next iteration. The
value of f is initially set as 0.5, and the convergence is moni-
tored at every step by computing the quantity

s�n� = �
ij

�aij − bij�2��
ij

�aij
2 + bij

2 � , �50�

where aij ��
��n� and bij ��

�mix�n−1�. Self-consistency is
achieved when the input and output self-energies are equal.
The results in this paper were converged with a tolerance s
�10−5. Using a smaller tolerance did not produce any sig-
nificant difference.

The value of f was varied dynamically to accelerate con-
vergence. If s increased from one step to the next, f was
reduced to 1/5 of its previous value. If s decreased, f was
enlarged to 2 times its previous value, up to a maximum of
0.5. If s increased for three consecutive steps, then f was
reset to 0.5 again. This empirical procedure allowed us to
obtain convergence in less than 15–20 iterations in most
cases. This is just one way of obtaining a faster convergence.
There are many other algorithms in the literature that can be
used to further accelerate the convergence.46

In cases when the temperature, or the anharmonicity, were
too large, the self-consistent procedure did not converge.
There is a physical reason for this. Since we are only includ-
ing up to third derivatives of the potential, the force between
two atoms keeps them bonded only if their separation does
not exceed a certain limit. If the energy barrier for this is

comparable to or less than kBT, for too large temperature or
too large anharmonicity, then the system becomes unstable.
For example, the curve in Fig. 4 corresponding to the LJ
potential case did not converge for T�600 K.

B. General temperature dependence

Typical curves of thermal conductance versus T are
shown in Fig. 4. In general, the conductance increases with
temperature, and tends to a saturation at high temperatures.
For anharmonic molecules, the conductivity deviates from
the harmonic results, this deviation being larger at higher T
�see Sec. III D�.

For comparison, curves corresponding to the “classical”
limit are also shown in Fig. 4. These curves were obtained by
doing the calculation using a value of � 10 times smaller
than the real one. As expected, the classical results do not
show the reduction at low temperatures present in the quan-
tum mechanical case. This phenomenon is analogous to the
well known comparison between the quantum mechanical
and classical �Dulong and Petit� results for the specific
heat.47 At high temperature the classical and quantum me-
chanical results converge.

The low temperature thermal conductance of a molecular
junction depends as T3. This is a consequence of the linear
frequency dependence of the spectral density of states at the
surfaces, and it was already pointed out in Ref. 21. We refer
to that work for further details. In what follows, we analyze
other aspects of the thermal conductance which have not
been investigated before.

C. Three harmonic regimes

Our first task is to understand how the thermal conduc-
tance of harmonic junctions depends on the spring constants
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FIG. 4. Temperature dependence of the thermal conductance
across the molecular junction, for different degrees of bond anhar-
monicity. Thick lines show the fully quantum mechanical results.
Thin lines show the classical limit, obtained by making � artificially
small �see text�. The solid lines correspond to a fully harmonic
intramoleular bond. Dotted and dashed lines correspond to intramo-
lecular potentials of the Stillinger-Weber and Lennard-Jones type,
respectively. The spring constants are km=0.316 eV/Å2 and kl

=3.16 eV/Å2.

N. MINGO PHYSICAL REVIEW B 74, 125402 �2006�

125402-8



kl and km. kl can range from a weakly physisorbed interaction
to a strongly chemisorbed system. km can vary between the
almost dissociated bond and the hard molecule case. There-
fore, we have mapped the high temperature saturation limit
of the thermal conductance, as a function of km and kl in
Fig. 5.

Three distinct regions are observable in the map’s topog-
raphy. They can be described as a “hard,” “intermediate,”
and “soft” molecule regimes. The hard molecule regime is
intuitively understood: when km is very strong the molecule
acts as a single rigid object, its internal motion having a
much higher frequency than the heat transporting modes.
Therefore, in this regime the saturated conductance does not
depend on km.

The three regimes are well explained in terms of the har-
monic transmission function, T���. The transmission func-
tion is readily computed from the retarded Green functions
of the system, and it relates to the harmonic thermal conduc-
tance by17

�harmonic =
1

2	
�

0

�

��T���
�N

�T
d� . �51�

Peaks in the transmission function give us information about
the modes and frequencies that carry the heat. We plot T���
at different points of the harmonic map of Fig. 5 in Fig. 6.
Then we see how peaks, corresponding to the molecule’s
translational and internal degrees of freedom, shift as a func-
tion of the position in the harmonic map.

By increasing km, the molecule’s internal stretch fre-
quency increases. When it gets out of the solid substrate’s
allowed frequency range �100 THz�, we enter the hard mol-
ecule regime. When we increase kl, on the other hand, the

molecule’s translational frequency increases. In the interme-
diate regime, two clear peaks exist, which means that the
molecule’s internal bond is comparable to the adsorption
bonds between the molecule and the surfaces. If the adsorp-
tion bonds become much stronger than the internal bond,
however, then only one broad peak appears, and the system
is in the soft molecule regime.

The harmonic map’s topography along several cut lines is
shown in Fig. 7. From the cuts we can see the different
plateaus taking place in the different harmonic regimes.

D. Anharmonic behavior

1. Temperature dependence of anharmonic effects

Figure 4 shows that at high enough temperature the effect
of anharmonicity can be appreciable. To quantify this effect,
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FIG. 5. Plot of the saturated harmonic thermal conductance �at
1000 K�, as a function of the intramolecular �km� and molecule-
surface �kl� spring constants. The thick lines divide the three har-
monic regimes, from top to bottom: hard-molecule, intermediate,
and soft molecule. Circled numbers label the parameter locations
corresponding to the transmission functions of Fig. 6.
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in Fig. 8 we plot the difference between the harmonic and
anharmonic thermal conductance, ��=�a−�h, normalized
by the harmonic conductance, as a function of temperature,
for different values of the anharmonic constant, V�
�� d3V

dx3 �x=x0
. We see that anharmonic deviations become more

important as T increases, behaving approximately as
�� /�h�T, except at low temperature. We also note that the
deviation increases with the square of the anharmonicity, in
the form

��/�h = T
B

2
�2 + O��4� , �52�

where, � is defined for the particular interatomic potential
V�x�= 1

2!V��x−x0�2+ 1
3!V��x−x0�3+ . . ., as

� � V�/V�. �53�

�x and x0 are the instantaneous and equilibrium interatomic
distances, respectively.� B is a factor independent of �, but
dependent on T, and O��4� is a small contribution from
terms of order �4 and higher.

2. Quantum mechanical effects

We already saw in Fig. 4 that one particular quantum
effect is that the thermal conductivity vanishes at zero tem-
perature. Now, we find another strictly quantum mechanical
effect related to the effect of anharmonicity at low tempera-
tures. Looking again at Fig. 8, we see that the relative change
in thermal conductance does not vanish when the tempera-
ture tends to zero, but instead remains finite. In contrast, in
the classical case �numerically mimicked by using an artifi-
cial � 10 times smaller than the real one�, the effect of an-
harmonicity, �� /� is still proportional to T at low tempera-
ture.

What this means is that anharmonicity still affects trans-
port even in the zero temperature limit. This is a consequence
of the uncertainty principle: even at T=0 lattice vibrations

have a certain small but finite amplitude. Therefore, any
higher order modification of the quadratic potentials in
which they oscillate will have an effect in their zero point
frequency. This does not happen classically, because then the
spatial extension of the wave functions becomes zero.

The fact that the calculation captures this subtle quantum
mechanical effect reassures us that this method yields the
correct description of the many-body phonon flow process.

3. Map of anharmonic effects

The term in �2 in Eq. �52� is a very useful magnitude,
because it provides an estimate of the size of the anharmonic
effects for any real interatomic potential. More concretely,
we will plot

B =
1

T

d��/�h

d��2�
. �54�

For the Lennard-Jones potential, ��8.94 Å−1, and for the
two-body term of the Stillinger-Weber potential it is �
�2.46 Å−1.

We plot B�kl ,km� at T=300 K, in Fig. 9. Because of the
approximately linear temperature dependence of B, the
300 K plot allows to estimate the effect of anharmonicity at
other temperatures as well. Black lines in the map divide the
three harmonic regimes obtained in the preceding section.

We see that in the hard molecule regime, internal anhar-
monic effects are almost negligible. This is to be expected, as
the internal degree of freedom almost does not contribute to
transport. The border of the hard molecule regime runs par-
allel and very close to a B=0 level curve in the anharmonic
map. In contrast, the anharmonic map shows no sharp dis-
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FIG. 8. Relative decrease in thermal conductance due to anhar-
monicity, as a function of temperature. The case shown corresponds
to kl=3.16, km=0.316. The curves corresponding to the Stillinger-
Weber-type potential have been multiplied by ��LJ/�SW�2=13.207,
for easier comparison with the curves corresponding to the
Lennard-Jones potential. See explanations in text.

FIG. 9. �Color online� Relative change in thermal conductance
due to the presence of anharmonicity, at T=300 K, as a function of
the spring constants km and kl. Red tones indicate that there is a
relative decrease in thermal conductance, whereas blue tones indi-
cate relative increase. Dashed lines correspond to zero level curves,
dividing between increase and decrease areas. The thick solid lines
separate the three harmonic regimes identified in Fig. 5.
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continuity between the intermediate and soft molecule re-
gion. Two salient features are the following:

�1� the presence of a maximum in the �B�km�� curve, for
fixed kl, and

�2� the existence of a B�0 region, where the effect of
anharmonicity is to increase the total conductance, rather
than decrease it.

The B�0 values appear when the molecule’s internal
bond is very weak �i.e., km is small�. To understand this, let
us first think of a harmonic molecule. In such weak bond
limit, interaction between the hot and cold sides of the junc-
tion is extremely weak, and the thermal conductance tends to
zero. If we now allow some small degree of anharmonicity,
the interaction between the hot and cold sides is enhanced,
and the thermal conductance necessarily increases �it cannot
decrease because it is a positive magnitude.�

A narrow region of B�0 exists also just above the “hard”
regime’s border. It’s origin in this case is related to the fact
that the internal stretch frequency is above, but very close to,
the substrate’s upper frequency limit. In the presence of an-
harmonicity, this internal stretch can still contribute to the
current slightly, via inelastic effects, and thus slightly en-
hance the thermal conductance.

The presence of the �B�km�� maximum is then understand-
able. Anharmonic effects must get smaller with increasing
km, for large enough km, because vibrations get confined to
the harmonic part of the potential. If km is very small, on the
other hand, B changes sign, as we explained earlier. There-
fore, �B�km�� should peak between these two limits. The po-
sition of this peak shifts towards smaller km, and its magni-
tude increases, when kl is reduced. Intuitively, this means
that anharmonic effects are more marked when bonds are
weak enough and allow for large interatomic bond distor-
tions.

Cuts of the anharmonic map along several lines are shown
in Fig. 10. To put these results in concrete terms, the scale on
the right-hand side estimates the percentage change in ther-
mal conductance with respect to the harmonic value, at
300 K, for the Lennard-Jones �numbers in brackets�, and the
Stillinger-Weber potentials. The thermal conductance change
due to anharmonicity is about one order of magnitude larger
for the LJ than for the SW potential, due to its quadratic
dependence on �.

IV. CONCLUSIONS

We have presented a general nonequilibrium Green’s
function theory of phonon transport through atomically de-
scribed anharmonic systems. Using this technique, we have
performed a thorough study of the thermal transport between
two solid surfaces joined by a diatomic molecule.

The general behavior of the thermal conductance as a
function of temperature, internal bond strength, and
molecule-surface force constant, was shown. Three qualita-
tively different parameter ranges were identified in relation
to the harmonic thermal conductance, and related to general
features of the vibrational spectrum. We found that anharmo-
nicity in the molecule changes the thermal conductance by
an amount that at high temperatures is roughly proportional

to the temperature. At low temperature, a purely quantum
mechanical effect takes place, by which anharmonicity still
affects the thermal conductivity all the way down to 0 K. It
was also found that the effect of anharmonicity is much
stronger in a molecule whose internal bond is of the
Lennard-Jones type than in one of the Stillinger-Weber type.
Detailed maps of harmonic and anharmonic effects as a func-
tion of the molecular and adsorption parameters were pre-
sented.

The technique developed and demonstrated here brings in
anharmonicity into Green function calculations of phonon
transport. Therefore, we now have a fully quantum mechani-
cal approach to lattice thermal transport that includes virtu-
ally all possible phonon scattering mechanisms existing in a
dielectric. Immense possibilities lay ahead in the application
of this method to many structures of scientific interest, and in
its combined use together with ab initio methods, for the
quantum-mechanical study of nanoscale thermal transport
phenomena.
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APPENDIX: PHONON SPECTRAL DENSITY AT A
SURFACE

The phonon spectral density at a surface has been shown
to depend on frequency as ��, using laborious elastic me-
dium derivations.21 Nevertheless, one can extract this same
conclusion quite simply using Green function reasoning for a
discrete lattice system.
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First of all, we remember the simple case of a semi-
infinite one-dimensional chain. For a 1D chain, the reduced
force constant matrix has only nearest neighbor interactions,
kn= t, and diagonal elements of magnitude kd=−2t. On the
last chain site, which we shall label as “0,” the diagonal
element is only k0=−t instead of −2t, because this site has
only one neighbor.

By quite straightforward application of the Dyson equa-
tion, one obtains that the resolvent at the last chain site is

G0 =
E − 2t − �E2 − 4t2

2t�2t − E�
, �A1�

where E�2t−�2. The spectral density is given by the imagi-
nary part of this,

Im�G0� =
�4t2 − E2

2t�2t − E�
=

��4 − 4t�2

2t�2 . �A2�

When �→0, this gives

Im�G0� �
1

�
. �A3�

In the case of a real 3D surface, we can split the problem
into multiple independent problems, each one corresponding
to a different wave vector parallel to the surface, q� �. Because
of parallel momentum conservation, each of these problems
is completely decoupled from the rest, and can be described
by an effective one-dimensional system. Now, instead of
having −2t for the diagonal elements, we must take into ac-
count the dispersion parallel to the surface, so the diagonal
elements are kd=−2t+c2q�

2 at the inner layers, and k0=−t
+c2q�

2 at the surface layer. Here c is the sound velocity. So
instead of Eq. �A3�, we have

Im�G0�q��� � 1/��2 − c2q�
2. �A4�

The total spectral density is obtained integrating this over q� �,

� � �
0

�/c

��2 − c2q�
2�1/2q�dq� � � . �A5�
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