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Solid versus solution: Examining the electronic structure of metallic DNA
with soft x-ray spectroscopy

J. B. MacNaughton,"* M. V. Yablonskikh,"?> A. H. Hunt,! E. Z. Kurmaev,? J. S. Lee,> S. D. Wettig,* and A. Moewes!
'Department of Physics and Engineering Physics, University of Saskatchewan, 116 Science Place, Saskatoon,
Saskatchewan, Canada S7N 5E2
2Institute of Metal Physics, Russian Academy of Sciences Ural Division, 620219 Yekaterinburg GSP-170, Russia
3Department of Biochemistry, University of Saskatchewan, 107 Wiggins Road, Saskatoon, Saskatchewan, Canada S7N SES
4College of Pharmacy and Nutrition, University of Saskatchewan, 110 Science Place, Saskatoon,

Saskatchewan, Canada S7N 5C9
(Received 5 July 2006; published 6 September 2006)

Soft x-ray spectroscopy is used to investigate solution and powder samples of (Ni)-M-DNA. The nickel 2p
absorption spectra are representative of the metal-DNA interaction, and they are not dominated by residual
nickel structures. Both solution and solid samples of (Ni)-M-DNA contain a high spin Ni(II) configuration.
Differences in the electronic structures of the solution and powder, an 8.2 eV loss process, and variations in
hydrogen bonding are discussed. It is found that the drying process alters the electronic structure of the metallic

DNA sample.
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I. INTRODUCTION

The idea of using DNA in the production of nanoelec-
tronic devices has prompted investigations into its electronic
properties.! While a highly conductive form of DNA would
be an ideal material for self-assembling nanocircuits, it has
so far been elusive. Contradictory studies of the electrical
properties of DNA have reported conductivity ranging from
insulating,”> semiconducting,®-® highly conductive,” to
superconducting.'® Possible causes for the varying conduc-
tivity include differences in experimental setup, the complex-
ity of the DNA structure, and variations in synthesis tech-
niques, including the effects of drying the DNA samples. The
last two topics are addressed in this study.

Altering the distribution of water and ions in the local
chemical environment of the DNA helix has been shown to
influence both the physical and electronic structure of
DNA."-13 Biomaterials of interest for nanoelectronics are
often prepared in solution, and then dried to a solid-state
form. Modifications to the physical and electronic structures
as a result of this phase transition are significant, and under-
standing these changes is crucial in determining how to tailor
biomaterials in a reproducible way. Specific knowledge is
limited due to difficulties in designing experiments to ana-
lyze the electronic structure of both solution and solid
samples without considerable changes in experimental setup,
which may ultimately affect the experiment’s outcome.

The local chemical environment differs for molecules in
solution and in solid form. Significant differences in the elec-
tronic structures of the liquid and solid phases of water have
been found.'* When DNA is lyophilized, the local ions and
water molecules are no longer dynamic, and more rigid
bonds replace the constant reorganization of bonding that is
possible in solution form. B-DNA (base pair separation of
3.4 A and twist angle of 36°) is the most well known struc-
tural form of DNA under conditions of high water content,
while the A-DNA structure (base pair separation of 2.5 A
and twist angle of 32.7°) is favored under dryer conditions."
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Either A-DNA or a combination of A and B DNA may be
favorable in dry DNA, because of lower humidity. It is found
that the concentration and size of cations in the local chemi-
cal environment are important in initiating structural phase
transitions in DNA.!3

Attempts have been made to improve the electron trans-
port properties of DNA by incorporating metal ions into the
structure or growing metal on the surface.'® A method of
integrating metal into the structure, while preserving the de-
sirable properties of the DNA helix, is to convert B-DNA to
(X)-M-DNA by the addition of divalent metal ions (Zn?*,
Co?*, or Ni**) at pH values above 8.5.!7 Investigations of the
conductivity have shown that (Zn)- M-DNA is more efficient
at electron transfer than B-DNA,!® and recent studies have
focused on investigating the electronic structure of powder!®
[(X)-M-DNA, X=Ni, Co] and thin film? [(X)-M-DNA, X
=Mn, Ca, Zn; although it has been previously reported that
M-DNA will not form with Mn** and Ca** ions!’] metallic
DNA systems.

Soft x-ray absorption (XAS) and emission (XES) spec-
troscopy directly examines the occupied and unoccupied par-
tial densities of states without the difficulties of a micro-
scopic setup that may affect the system being investigated.
We present a spectroscopic study of the electronic structure
and the interaction of metal ions with DNA in both solution
and powder samples of (Ni)-M-DNA with minimal change
in experimental setup. X-ray absorption spectra are com-
pared to density functional theory (DFT) calculations of
model compounds to determine the origin of spectral contri-
butions. Nickel L edge resonant inelastic soft x-ray scattering
(RIXS) measurements demonstrate the differences between
the occupied states in the solid and solution.

II. SAMPLE PREPARATION

Conditions must be carefully controlled during sample
preparation to allow for (X)-M-DNA to form. If the pH is
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too high the metal salts will precipitate from the solution, but
if the pH is too low the (X)-M-DNA structure will not
form.?! Both the (Ni)-M-DNA liquid and powder samples
will likely have excess metal ions that are not bonded di-
rectly to the DNA strand. The (Ni)-M-DNA solution was
prepared using a buffer to help stabilize the pH and was split
into two parts; one portion was used for the solution sample,
while the other was lyophilized. A concentrated DNA stock
solution (~1.5 mg/mL) was prepared and diluted to a final
concentration of 100 wg/mL. The DNA was sheared by five
passages of the stock solution through a syringe needle.??
The (Ni)-M-DNA samples were prepared using tris(hy-
droxymethyl)aminomethane (TRIS) buffer (pH adjusted with
HCI) and 0.1 mM NiCl, at pH 8.5 according to the technique
previously described!”?! Calf thymus DNA (42% G-C, 58%
A-T) and the TRIS buffer were purchased from Sigma. Metal
chloride salts were obtained from Aldrich.

III. EXPERIMENTAL

All measurements were performed using the soft x-ray
fluorescence end station at Beamline 8.0.1 at the Advanced
Light Source.”? The x-ray absorption spectra were measured
in partial fluorescence yield (PFY) mode, with the spectrom-
eter window set to monitor the Ni L,; emission (from
783 to 933 eV). The resolution was about 0.25 eV for the Ni
2p XAS, and 2.2 eV FWHM for the Ni L, ; XES measure-
ments. Absorption of the liquid cell window, the liquid
sample environment, and the diluted metal concentration in
the DNA samples all contributed to the requirement for high
photon flux, limiting the experimental resolution.

The (Ni)-M-DNA solution was placed into the UHV
sample chamber inside a liquid cell with a 1 mm X1 mm
X 100 nm thick Si;N, window.?* The nickel L edge was cho-
sen to analyze the metal-DNA interaction because photon
energies do not coincide with Si or N absorption edges of the
window. All samples were mounted on the same sample
holder to allow measurements to be made consecutively,
with the same experimental geometry (90° between the in-
coming photon beam and the spectrometer).

IV. CALCULATIONS

X-ray absorption spectra have been simulated using the
StoBe software.?® A transition state approximation with a half-
occupied core hole at the location of the excitation was
used.?® The oscillator strengths for transitions from the core
level to the unoccupied excited state orbitals were calculated,
then broadened with Gaussian functions with linewidths of
1.0 eV (FWHM) up to the ionization potential and then lin-
early increasing to 4.0 eV (FWHM) over the next 10 eV.
These linewidths were chosen to correspond to the experi-
mentally observed results. In all cases the theoretical spectra
have been shifted in energy to align with the experimental
data. The minimum intensity value has been set to zero for
all spectra. Triple-zeta plus valence polarization (TZVP)
Huzinaga orbital basis sets and A5 auxiliary basis sets were
used.”’
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In our models, three molecules were selected to represent
some possible residual metal structures that could be present
due to the metal ions not directly bonded to the DNA. Nickel
chloride was included because it was added to the solution to
provide metal ions during sample preparation. The metal ox-
ides NiO and NiOH represent other possible structures that
may form through interactions with the buffer solution.
These selections are not intended to represent all possible
structures that could exist in the sample, just some of the
common ones. Models of the NiO, (NiOH)", and NiCl, mol-
ecules were first created using the Spartan 04 program,® and
then optimized using StoBe.

The large number of atoms in DNA results in challenges
when developing analytical and theoretical approaches, and
so simpler systems are used to model the more complicated
picture. To determine spectral contributions from the metal-
DNA interaction, it was necessary to create a model of the
nucleobases of (X)-M-DNA. A proposed structure of
(X)- M-DNA shows a metal ion replacing the hydrogen atom
at the N3 position of thymine and the N1 position of guanine
of every base pair, which is supported by NMR
measurements,”! but not yet confirmed by crystallographic
data. In general, the N7 sites of guanine and adenine are
preferable metal binding sites,”>?° however a modified
adenine-thymine base pair with the proton at the N3 location
of thymine replaced with a Pt(IT) ion has been found for the
mixed 1-methylthymine, 9-methyladenine complex of trans-
[Pt(II)(NH,Me),].?° Metal ion interactions with the N3 site
are possible but less prevalent than bonding with the N7 site;
however if an increase in pH effectively deprotonates the N3
site, this may increase the likelihood of a metal ion binding
at that site.’

Previous DFT calculations of a Zn(Il) guanine-cytosine
M-DNA nucleobase pair were attempted but it was difficult
to find a planar equilibrium structure.?! This may indicate
problems with the model, or that including the effect of
stacking interactions is important when optimizing the struc-
ture. We desired to calculate the effects of the metal-
nucleobase interaction on the electronic structure and have
chosen to use the originally proposed model.>! Hydrogen
atoms at the N3 position of thymine and the N1 position of
guanine were replaced with a nickel ion and the Watson-
Crick nucleobases were allowed to rotate by 20° around an
axis perpendicular to the plane of the nucleobases, to allow
the bond length between the Ni and the N to increase to
2 A,'7 as displayed in Fig. 1. XAS spectra were calculated
for the nickel adenine-thymine (Ni-AT) and nickel guanine-
cytosine (Ni-GC) nucleobase pairs using StoBe.

V. RESULTS AND DISCUSSION

Nickel 2p absorption spectroscopy has proven useful for
examining the electronic structure of biological systems, in
particular determining the oxidation states and spin states of
nickel containing enzymes.3>33 The Ni 2p spin orbit interac-
tion splits the spectrum into two sections, which consist of
the 2p3,, (L3) and the 2p; ), (L,) features. The multiplet struc-
ture in the nickel spectra is the result of the Coulomb and
exchange interactions between the 3d shell and the core hole.
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FIG. 1. Molecular structure of the nickel containing metallic
DNA nucleobase pairs used for calculations. Part (a) displays the
adenine-thymine nucleobase pair (Ni-AT), while part (b) shows the
cytosine-guanine nucleobase pair (Ni-GC).

This fine structure can reveal information about the nickel
oxidation state and, specifically for the Ni(Il) state, distin-
guish between the 3d (Ref. 8) high and low spin
configurations.?* It is found that Ni(I) spectra exhibit no mul-
tiplet structure due to a full d shell in the final state, high spin
Ni(IT) spectra have multiplet structure on the high energy
slope of the L5 peak and a broad or split L, edge, low spin
Ni(IT) spectra have minimal multiplet features on the L; peak
and a sharper L, edge, ionic Ni(IIl) multiplet features are
found on the low energy side of the L; peak, and covalently
bonded Ni(Il) has broad features lacking multiplet
structure.?> The measured spectra in Fig. 2 clearly show mul-
tiplet structure on the high energy side of the L; peak, indi-
cating a high spin Ni(II) configuration for both the solution
and powder (Ni)-M-DNA samples. This configuration may
lead to octahedral, tetrahedral, or square planar symmetry.

The spectra of the solution and powder samples of
(Ni)-M-DNA have richer structures than the spectra of
nickel metal in Fig. 2. This is because the 2p — 3d multiplet
structure reflects the behavior of the 3d orbitals in the pres-
ence of ligands,>* which applies to both molecular environ-
ments, but not to the metal. Feature A in the experimental
spectra is the main peak associated with the 2p;,, absorption
edge and is well represented in the theoretical spectra. While
the interaction of nickel with oxygen likely influences both
feature B and C in the spectra when comparing the theoret-
ical spectra of NiO and NiOH to experiment, the influence of
the excess NiCl, is minimal. The calculations of these simple
compounds suggest that the spectra are not dominated by
contributions from residual nickel compounds; rather they
represent a combination of the excess nickel structures and
the metal-DNA interaction. Feature C is seen in the calcu-
lated spectra of Ni-GC and Ni-AT, indicating that the elec-
tronic structure is influenced by the metal-DNA interaction.
This feature is prominent in the (Ni)- M-DNA powder spec-
trum, but not in the spectrum for the solution sample. This is
possibly due to dilution effects in the solution or to differ-
ences in the ligands associated with the nickel ions.
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FIG. 2. Experimental Ni 2p XAS spectra of the (Ni)-M-DNA
solution, (Ni)-M-DNA powder, and Ni metal are compared with
theoretical spectra of NiO, NiOH, NiCl,, Ni-AT, and Ni-GC. The

experimental spectra were measured in partial fluorescence yield
(PFY) mode.

Resonant soft x-ray emission spectra [excited at L, (a)
and L (b) thresholds] are displayed in Fig. 3. Both the so-
lution and powder (Ni)-M-DNA L, ; emission are shifted
higher in energy from the nickel metal spectrum due to the
chemical shift of 2p core levels typical in Ni(IT) compounds.
This shift ranges from 0.6 eV in the nonresonant case (not
shown), to 1.4 eV when excited on the L, threshold, to
1.6 eV when excited on the L5 threshold. The metal spectra
remain at constant emission energy.

The integral intensity ratio I(L,)/I(L;) provides informa-
tion concerning the population of the valence states of 3d
and 4s symmetry. Neglecting the effects of nonradiative tran-
sitions, this intensity ratio should be equal to % for free at-
oms. The electrostatic interaction between 2p core holes and
electrons in the unfilled 3d shell can cause this ratio to
change from the value of % when free 3d atoms are con-
densed into a solid. Furthermore, nonradiative L,L;M, ;s
Coster-Kronig  (C-K) transitions also influence the
I(L,)/I(L5) ratio in 3d metal solids.?® Generally, C-K transi-
tions partially depopulate the L; state when nonradiative
transitions from the L; to the L, level occur before the emis-
sion process.

Changes in the I(L,)/I(L5) intensity ratio are established
in Fig. 3(a). It is found that the measured integral intensity
ratio I(L,)/I(Ls) increases from the Ni metal (0.27), to the
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FIG. 3. L,; RIXS spectra of the (Ni)-M-DNA solution (solid
dots), (Ni)-M-DNA powder (hollow dots), and Ni metal (solid
line). Part (a) shows resonant emission spectra when excited on the
L, threshold, and (b) displays resonant emission spectra when ex-
cited on the Ly threshold. The inset shows the (Ni)-M-DNA liquid
spectrum (solid dots) from part (b) compared to a RIXS calculation
of Ni** (gray line).

powder (Ni)-M-DNA sample (0.58), to the solution of
(Ni)-M-DNA (0.81), indicating that the localization of the
electronic states also increases. Both the 2p-3d electrostatic
interaction and nonradiative C-K transitions can reduce the
ratio for the (Ni)-M-DNA powder sample, although not as
much as the nickel metal.

A key difference between the solution and powder sample
is the arrangement of the hydrogen bonding between the
DNA strands and water. It has been found that x-ray spec-
troscopy is sensitive to the hydrogen bonding in water!*3¢
and ice,'* and the variation in the hydrogen bonding arrange-
ments between the liquid and solid samples result in clear
differences in the electronic structure. The ratio change be-
tween the two (Ni)-M-DNA samples is likely due to a com-
bination of solid state effects such as the 2p-3d electrostatic
interaction and nonradiative C-K transitions in the powder
sample, and influences resulting from diversity in the hydro-
gen bonding networks present in the solution and powder
samples.

Feature D in Fig. 3 is located 8.2 eV below the excitation
energy and is distinct for the solution sample in part (b), and
somewhat less pronounced in part (a). The states and dipole
transition matrix elements for Ni** were calculated using the
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purely atomic Hamiltonian encoded in Cowan’s program.’’

The Slater integrals were scaled to 80%. The RIXS calcula-
tion was accomplished using the Kramers-Heisenberg for-
mula. The summation of possible transitions over all inter-
mediate states was performed incoherently. The calculations,
shown in the inset of Fig. 3 part (b), reveal that the main
feature results from normal 3d inner shell scattering pro-
cesses, and feature D can be attributed to a 3d —4s RIXS
transition. To reproduce the experimental spectrum, the in-
tensity of the 3d —4s component of the emission spectrum
was multiplied by three, indicating that the density of Ni 4s
states in the solution may be increased through hybridization
with ligand states. The 3d—4s RIXS transition was broad-
ened to the same FWHM as the 3d inner shell scattering
transition to correspond to the measured spectrum, indicating
that the 4s shell is relatively well localized. The powder
sample is not well represented by an atomiclike model, and
solid state effects including electronic distortions and the
Coulomb interaction eliminate the loss process. Loss features
in that energy range have traditionally been assigned to
charge transfer processes from surrounding p ligands.®

VI. CONCLUSION

We have described the electronic structure of solution and
powder (Ni)-M-DNA using nickel L edge x-ray absorption
and emission spectroscopy, with minimal changes in experi-
mental setup. Comparing nickel 2p XAS spectra to calcula-
tions it is found that the measurements reflect the interaction
of the metal ions with DNA, and are not dominated by ex-
cessive metal impurities. Using XAS spectra as fingerprints
of nickel coordination, we found that both solution and pow-
der (Ni)-M-DNA are high spin Ni(I) compounds. The
I(L,)/I(L;) intensity ratio in the RIXS spectra is reduced
in the powder (Ni)-M-DNA compared to the liquid
(Ni)- M-DNA system due to solid state effects and variations
in the hydrogen bonding networks. The presence of an addi-
tional feature in the solution RIXS spectra is attributed to
energy loss from 3d—4s excitations. Drying the metallic
DNA sample from solution has a significant effect on the
electronic structure.
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