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Characterization of atomic motion governing grain boundary migration
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Molecular dynamics simulations were employed to study atomic motion within stationary and migrating
asymmetric tilt grain boundaries. We employ several measures of the “complexity” of the atomic trajectories,
including the van Hove correlation function, the non-Gaussian parameter, and dynamic entropy. There are two
key types of dynamical events within the grain boundaries (i) a stringlike cooperative motions parallel to the
tilt axis and occurring on a characteristic time scale of ~25 ps and (ii) atomic motion across the grain
boundary plane occurring on a characteristic time scale of =150 ps. The characteristic times associated with
each type of event decreases with increasing driving force for boundary migration. We present evidence as to
how the driving force biases these types of events, leading to boundary migration. While the stringlike atomic
motion is an intrinsic feature of grain boundary dynamics and is important for grain boundary migration, it is

the second type of event that controls grain boundary migration rates.
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I. INTRODUCTION

Although the study of grain boundaries has been an active
area of research for several decades, the basic mechanisms
by which grain boundaries migrate have been largely unex-
plored. Many earlier studies have focused on grain boundary
structure, grain boundary thermodynamics, and diffusion
along grain boundaries. This is somewhat surprising given
the importance of grain boundary migration (GBM) in the
thermomechanical processing of polycrystalline materials.
The connection between grain boundary structure, grain
boundary dynamics, and grain boundary migration is intrin-
sically a question of the boundary migration mechanism. In
the present study, we use molecular dynamics simulations to
examine the internal dynamics of grain boundaries and how
these change when the grain boundary migrates. This pro-
vides some important hints into the underlying mechanisms
of boundary migration.

Ashby,! Bishop et al? and, more recently, Cahn and
Taylor® have suggested that grain boundary migration can
also produce a coupled tangential motion between the two
interacting grains. Migration implies motion of the grain
boundary perpendicular to itself, without the need for the
motion of the two grains parallel to the grain boundary. In a
coupled tangential motion, the boundary migrates and the
two grains move relative to one another in the direction par-
allel to the boundary plane. In particular Cahn and Taylor?
postulate that, in the absence of grain boundary sliding, the
component of the velocity of the two grains relative to each
other parallel to the grain boundary, v, is proportional to the
grain boundary velocity (normal to itself), v,. This coupling
constant is a function of the misorientation between the two
crystals. Recent molecular dynamics simulations* of the mi-
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gration of a series of symmetric boundaries driven by an
applied shear rate demonstrated that v/v,, is indeed nonzero,
as predicted by Cahn and Taylor.> Ashby,' using a bubble raft
model, demonstrated that this ratio is also a function of the
grain boundary inclination. While several theories have been
proposed to describe grain boundary migration (see Refs.
5-11), our understanding of the basic atomic mechanisms
associated with grain boundary migration remains rudimen-
tary.

Our recent molecular dynamics simulations of the migra-
tion of asymmetric =5 [010] tilt (several different boundary
inclinations) grain boundaries revealed how atoms move dur-
ing grain boundary migration.'? In those simulations, the mi-
gration of asymmetric boundaries is driven via the applica-
tion of a biaxial stress (in the boundary plane) rather than an
imposed fixed shear strain rate or shear stress.*!! Even in
simulations where the boundary migrates in excess of 5 nm
there are no significant shear displacements of the grains
relative to each other.'? Figure 1 shows the vector displace-
ments of the atoms during the simulated migration of a X5
36.9° [010] asymmetric tilt grain boundary. The atomic po-
sitions shown in this figure are those for the interpenetrated
perfect crystal lattice sites for the two crystals (rotated with
respect to each other by 36.9° about the [010] axis). As the
grain boundary migrates, the atoms on the lattice represented
by circles must move onto lattice sites associated with the
orientation (represented by triangles) of the other grain. This
motion occurs during grain boundary migration.

Careful examination of earlier simulations'? allowed us to
identify several distinct types of atomic motions that occur
during the migration of X5 asymmetric tilt grain boundaries:

(i) Type I displacements (labeled I in Fig. 1) are, ideally,
of zero length since these positions represent atomic sites
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FIG. 1. Atomic jump path for an asymmetric =5 [010] tilt grain
boundary (inclination angle a=22°). Note that the grain boundary
lies in the X-Y plane of the simulation cell and orthogonal to the
X-Z plane shown here. The circles and triangles represent atomic
lattice sites of the crystal lattices of the two grains. The two lattices
are superimposed to clarify the paths atoms follow as the boundary
migrates. The dashed line represents the repeat unit cell of the su-
perimposed lattices (i.e., it is the CSL unit cell). The unit cell ex-
tends along the Y axis two (010) planes. The shading of the symbols
(black and gray) indicate on which (010) plane each site sits.

that are coincident in the two crystal lattices on either side of
the grain boundary. These coincident sites form a regular
lattice of their own—the coincident site lattice (CSL).!?

(ii) Type II displacements (labeled IIa, IIb, and IIc in Fig.
1) are primarily in the plane perpendicular to the tilt axis
(i.e., the X-Z plane in Fig. 1). These motions carry atoms
across the moving grain boundary. These displacements are
relatively short; less than 0.7 r, where r is the first neighbor
atomic separation in the perfect crystal.

(iii) Type III displacements (labeled IIT in Fig. 1) occur
primarily in the boundary plane (X-Y plane in Fig. 1), and in
the direction along the tilt axis (Y axis). These motions are a
geometrically necessary component of grain boundary mo-
tion and correspond to a transformation of the local structural
unit.* Moreover, these displacements are highly cooperative
and involve the nearly simultaneous motion of several atoms
in the form of a “string.” On average, the strings involve 3—4
atoms under the conditions we simulate and correspond to a
net jump distance of =0.8 r.

Previous molecular dynamics simulations'? suggest that
type II displacements are rate controlling for grain boundary
migration and are triggered by localized regions of excess
free volume within the grain boundary; hence grain bound-
ary excess volume is strongly related to grain boundary mo-
bility. We suspect that local fluctuation of free volume pro-
vides a trigger for type III displacements, but no vacancies
were found at the head of the strings prior to the string mo-
tion. However, string motion is not simply a matter of par-
ticles jumping sequentially in a chain initiated by a particle
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hopping towards a region of high free volume. Regardless of
the detailed subdynamics of this stringlike cooperative mo-
tion the motion involved ultimately results in a displacive,
rather than a diffusive particle motion. Type III displace-
ments do not produce boundary migration in themselves.
Since our earlier simulations focused only on a series of 25
asymmetric boundaries, the generality of the observed atom-
istic mechanisms associated with grain boundary migration
to other classes of grain boundaries remains to be demon-
strated.

Although our previous investigations produced significant
qualitative insights into GBM (e.g., relating the grain bound-
ary excess volume and grain boundary mobility), several
questions remained. First, what is the relationship between
type II and type III displacements? The simulation results
suggested that the time scale associated with the stringlike
collective motion is on the order of picoseconds, while the
time scale associated with type II displacements is one or
two orders of magnitude larger. Second, we may reasonably
ask how important the stringlike motion is for grain bound-
ary migration. Since the stringlike motion is predominantly
in the plane of the grain boundary, does it contribute to grain
boundary migration in some manner? Next, we note that the
results of the simulations presented in Ref. 12 were largely
based upon the visualization of a series of images obtained
during boundary migration and, hence, the results reported
were not quantitative. The development of a boundary mi-
gration theory requires accurate, quantitative measurements.
Finally, the images employed to deduce the boundary migra-
tion mechanism were obtained by quenching the simulation
to 7=0 K at many time intervals in order to remove thermal
vibration effects. We thus implicitly assumed that GBM dy-
namics is not significantly changed by such quenches. It re-
mains to be seen under what circumstances this assumption
is justified.

A central feature of the earlier grain boundary simulation
results'? was the finding that stringlike, cooperative atomic
motion parallel to the tilt axis, which we labeled as type III
displacements. Stringlike motion of atoms has been previ-
ously observed in other contexts: grain boundary
self-diffusion,'* hard sphere melting,”> melting in a 2-d
plasmas,'® and atomic dynamics in a supercooled
liquids."”"!° In particular, molecular dynamics simulations of
supercooled liquids,'”"'® where the phenomenon has been
studied intensively, have shown that as the temperature is
lowered toward the glass transition temperature, the dynam-
ics of supercooled liquid became “spatially heterogeneous,”
with regions of mobile and immobile atoms (relative to ideal
Brownian motion) forming and disintegrating in dynamic
equilibrium. In the mobile particle regions, stringlike coop-
erative motion of the atoms was observed. The average
length of these strings of mobile atoms increased as the
sample was cooled, and these structures have now been ob-
served in a number of model glass-forming liquids.'”-18:20:21

Given the existence of stringlike cooperative atomic mo-
tion in both the supercooled liquid and grain boundary mi-
gration, we utilize some of the same methods for quantifying
correlated motion in these systems to analyze the molecular
dynamics of grain boundary migration. This focus on quan-
tifying the atomic motions involved in both grain boundary
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dynamics and grain boundary migration requires that we
avoid quenching as in our former studies. A variety of mea-
sures of “path complexity,” some of which are described
below, have been introduced in order to characterize the cor-
related nature of atom motion occurring in glass-forming lig-
uids and other complex fluids.?>23

In Sec. II, we briefly discuss several statistical measures
of path complexity, adapted from the liquid simulation arena,
and we provide the relevant details of our simulation of
GBM in the Sec. III. In Sec. IV, we focus on the dynamics of
nominally stationary grain boundaries. While the stringlike
(type III) cooperative atomic motion were common even in
stationary boundaries, type II motions were rare. Section V
focuses on the case of migrating grain boundaries. In particu-
lar, we compare the dynamics of stationary and migrating
grain boundaries. Finally, we conclude with a discussion of
the implication of these results for the dynamical structure of
grain boundaries and grain boundary migration.

II. STATISTICAL MEASURES OF ATOMIC
TRAJECTORIES AND COLLECTIVE ATOM MOTION

As in the case of supercooled liquids, the atomic motions
within grain boundaries exhibit deviations from the types of
atomic motions that arise in homogeneous crystals or liquids.
The actual atomic motion in the grain boundaries involves a
fluctuation dynamics, where localized groups of atoms in an
immobile “solidlike” state coexist with atoms in a “liquid-
like” state. Under these circumstances, it is natural to intro-
duce the idealized Brownian motion of particle displacement
in a fluid and Brownian motion in a harmonic potential®®
(modeling a crystal) as reference models for the atomic mo-
tions corresponding to perfectly delocalized or localized par-
ticles at long times, respectively. In both cases, the atomic
motions can be naturally characterized by the self-part of the
van Hove function G,(r,t), which describes the probability
distribution of an atom to be displaced from its current po-
sition by an amount r after a time Az. Mathematically, we
write this “two-point function” or this self-part van Hove
correlation function G,(r,t) as follows:

N
Gr A= S ar@n-rO-r1). O

i=1

For the ideal Brownian fluid, the van Hove function reduces
to a simple Gaussian where the root mean square atom dis-
placement (r?)!'"? at long times is proportional to the square
root of time Ar'2. For a harmonic confining potential, mod-
eling an ideal solid, the van Hove function is also Gaussian
at long times, but approaches a constant value directly re-
lated to the magnitude of the confining harmonic potential. >
The fast inertial motions in both liquids and solids at equi-
librium are governed by particle inertia and the Maxwell-
Boltzmann distribution in conjunction with the ballistic na-
ture of the trajectories in the short time regime of particle
motion, regardless of whether they are in the liquid or solid
states.??

Generally, we can expect to observe non-Gaussian behav-
ior in a dynamical regime intermediate between the long and
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short time limits and where the degree of particle localization
is intermediate between the idealized fluid and harmonic
solid limits. By looking at G, at different times, Az, we can
trace the path that the atom takes as it moves through the
system and quantify these changes in the particle motions as
the system evolves from one regime of dynamics to another.
In particular, monitoring G, during grain boundary migration
will provide information on the types of displacements that
the atoms are undergoing in relation to the ideal fluid and
solid reference models, mentioned above. The philosophy
behind this approach directly follows the philosophy of
Thirumalai and Mountain® in the context of glass-forming
liquids.

It is natural to express our observed deviations from ide-
ally “random” atomic motion and the associated Gaussian
form of G, in terms of the Gaussian reference state. Expand-
ing G,(r,t) in terms of Hermite polynomials®>*»** about the
Gaussian distribution function (the weight function for the
Hermite polynomials) reference condition naturally leads to
a leading order correction term that is conventionally called
the “non-Gaussian parameter,” a,. As the name implies, this
parameter merely provides a measure of how much G(r,1)
deviates from a Gaussian distribution. Nonetheless, this pa-
rameter has proven to be very useful in identifying non-
Brownian dynamics in glass-forming liquids and we expect
that it will also prove its value in the present context. Spe-
cifically, «, is defined as a ratio of the second and fourth
moments of the displacement distribution:

3(r*(Ar))

=5 aany

(2)

where r(Az) is the displacement of an atom in the time inter-
val Atr. For small A¢, where inertial motions dominate, the
displacements are Gaussian and thus a,=0. At large At, the
atoms execute a random walk type of motion, for which the
displacement distribution is also Gaussian and we again have
a,=0 at long times. Between these limiting regimes, the be-
havior of a,(Ar) exhibits evidence of the correlated motions
that generally occur over intermediate times, the extent of
these changes reflecting system details; a peak in a, at a
particular Az suggests that there is something important hap-
pening on that time scale. During grain boundary migration,
the atomic motion is neither purely diffusive nor harmonic;
hence, a, should exhibit a peak at some At, where fluctua-
tion phenomena connecting these distinct evolutions result in
large changes in the atom’s evolution relative to Brownian
motion. In this case, At represents a particular aspect of grain
boundary migration and we may examine the trajectories in
this regime to understand clearly the direct geometrical sig-
nificance of this time for the atomic motions.

The dynamic entropy is another probabilistic measure of
path complexity which has proven to be valuable in charac-
terizing atomic motions in supercooled liquids. This quantity
characterizes how rapidly an atom escapes its local environ-
ment. We can measure this atom escape time as a function of
distance from the center of the local environment. In math-
ematical terms, this first passage time 7(R) required for a
designated atom to cross the surface of a sphere of radius R

115404-3



ZHANG et al.

1R

FIG. 2. Schematic illustration of the trajectory of an atom. The
gray region represents the interior of a sphere of radius R. 7(R) is
the time required for an atom initially at the origin to first pass
through the surface of this sphere (i.e., the first-passage time).

is a measure of the inverse of the dynamic entropy S, as
indicated in Fig. 2. The first passage term is defined as

N

SLR: 7(R) = f: dtPg(t or 7(R)= 1%/2 7(R), (3)

i=1

where Pg(t) is the probability that an atom will first cross a
sphere of radius R from its original position (at zero time) at
time f, averaged over all initial times and all atoms in the
system.

While the van Hove function G(r,z) and the dynamic
entropy Sk provide useful measures of the average path com-
plexity of individual atomic motions, these measures do not
address the collective nature of atomic motion that is appar-
ent in the molecular dynamics of supercooled liquids and
systems exhibiting GBM. We again draw from previous
work in the field of glass-forming liquids and define a quan-
tity called the mean string length, which is simply the aver-
age number of atoms that participate in the individual string-
like collective motions that are readily apparent in
visualizations of molecular dynamics trajectories. This defi-
nition identifies those atoms that have two signature proper-
ties: (i) they move an interatomic distance in times where
most of the atoms have not moved an appreciable distance
(i.e., they are relatively mobile), (ii) the atoms in a common
string remain neighbors after the motion has occurred (e.g.,
all the train cars that left the station must arrive at the next

stop). The mean string length, /(Ar) is then defined by

> PP(Ar)
S IP(Ar)

where P,(Ar) is the probability to find a string of length [ in
a time interval At. A string is defined as follows. First, iden-
tify the atoms that are mobile on the time scale Az: we con-
sider atoms to be mobile if the threshold condition is satis-
fied, 0.35r,<|r,(At)-r;0)|<0.86r,. The lower bound is
chosen to ensure that the atomic displacement is larger than
the average thermal vibration amplitude and the upper bound
is chosen to ensure that the hopping distance is small com-
pared to the atomic hop distance in the lattice and to exclude

1(AD) = (4)
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multiple atomic hops in the grain boundary. Second, mobile
atoms i and j are adjacent to each other in a displacement
string if min[|ri(At)—rj(O) , ri(O)—rj(At)|]<0.43r0, where
this bound was chosen to be less than an interatomic spacing
to make sure atom i hops into the position formerly occupied
by atom j (or vice versa). In order to measure the length of a
string, we enumerate the list of all contiguous mobile atom
pairs that satisfy this condition. While the value of the mean

string length I depends on the limits we use in these criteria,
any reasonable choice leads to nearly the same dependence

of I on temperature, Az, and driving force.

III. SIMULATION DETAILS AND METHODOLOGY

All of the simulations described herein were performed in
three dimensions and we focus on single asymmetric X5
[010] tilt grain boundaries with an inclination of a=22°,
where the boundary plane inclination angle, «, is measured
with respect to a (103) plane in the lower crystal (a=0° is
one of the two symmetric boundaries for this misorientation).
The grain boundary plane normal is defined to be the Z di-
rection and the tilt axis is along the Y direction. We can drive
grain boundary migration by applying a biaxial strain e,
=g,,=gp=2%. Since even the cubic material studied here
(Ni) is elastically anisotropic, there is a jump in strain energy
density across the boundary. The difference in strain energy
density across the boundary provides the driving force for
grain boundary migration. The simulation cell is periodic in
the X and Y directions and the upper and lower surfaces (£Z)
are free (0;,=0). Free surfaces were employed to keep the
driving force constant during boundary migration. The
atomic interactions were described using the Voter-Chen’’
form of an embedded atom method (EAM)3! potential for Ni.
The simulations were performed within the canonical en-
semble (NVT), where constant temperature was maintained
using the Hoover-Holian*? method at 7=800 K (the melting
point for this model is T,,=1624 K). This temperature was
chosen to ensure that grain boundary migration is fast
enough to be compatible with molecular dynamics time
scales yet low enough that in the absence of a driving force
the boundary remains relatively flat and that the natural ran-
dom walk of the boundary is small. We save atomic configu-
rations for further analysis every 0.4 ps. Further simulation
details are presented elsewhere.333*

IV. STATIONARY GRAIN BOUNDARY

In the absence of an applied strain (g,=0), the mean po-
sition of the grain boundary is stationary. During a 1.2 ns
simulation, the mean position of the grain boundary does not
fluctuate by more than 0.2 nm.

Figure 3 shows the mean string length, /(Af), as a function
of Ar at 800 K. Note that, in this calculation, we ignore
strings that contain less than two atoms (the string length
measures the number of atoms in the string). The mean string
length increases with increasing A, until it reaches a maxi-
mum at 7"~ 80 ps, where 7" is the value of At for which the
string length is a maximum. It is interesting to see that even
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FIG. 3. The mean string length [ as a function of At for the case
of a stationary grain boundary. 7" is the time corresponding to the
maximum mean string length.

when the grain boundary is not migrating, stringlike coop-
erative motion occurs within the grain boundary, as it does in
glass-forming liquids. At small A, the atomic motion simply
involves the inertial motion of individual atoms. In the limit
of large At, atomic motion is uncorrelated; the long time
motion of individual atoms appears to be Brownian. Between
these extremes, there is an intermediate time scale Ar=T"
where correlated atom motion becomes highly developed
and the string-length becomes maximal. Since stringlike co-
operative motion occurs in the absence of a driving force, we
must conclude that the cooperative motion is an intrinsic part
of the (clusterlike) internal dynamics of grain boundaries.
Figure 4 shows all of the atoms that are members of

strings />4 at Ar=T" in a boundary plane (X-Y) view during
the entire 1.2 ns simulation. This figure clearly shows that
the strings predominantly form in the direction parallel to the
tilt axis in a regular set of lines. While such linear strings
always appear parallel to the tilt axis as we vary the bound-
ary inclination, the spacing between them depends on bound-
ary inclination. These linear strings are the type III displace-

® %00
° o

FIG. 4. Identification of all of the atoms that are members of
strings of length greater than four at Ar=T" in a boundary plane
(X-Y) view during the entire simulation.
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FIG. 5. The displacement distribution function G, at eight dif-
ferent At for the case of a stationary boundary. The inset shows the
non-Gaussian parameter @, as a function of At. The time ¢* corre-
sponds to the maximum in a,.

ments observed previously'? and correspond to the motion
labeled IIT in Fig. 1 (i.e., with displacements primarily along
the tilt axis). Since the grain boundary is essentially station-
ary during the course of these simulations, the stringlike
atomic motion parallel to the tilt axis does not directly
couple to the translation of the grain boundary. Rather, in this
case, the strings move atoms back and forth along the tilt
axis direction, Y. Within the train dynamics analogy, this is
like the rocking inertial dynamics motions of a long train as
it starts to move from a stopped state.

The van Hove function G(r,Ar) is shown in Fig. 5 for
eight different values of Az. At small Ar (<0.8 ps), the G, is
nearly Gaussian as is appropriate for inertial or harmonically
localized motion. The inset in this figure shows the non-
Gaussian parameter, «,, versus Af. We see that at Ar
=0.8 ps, this parameter is nearly zero—confirming the
Gaussian nature of the atomic motion on this time scale. The
displacement r corresponding to the single peak observed at
Ar=0.8 ps is a measure of the vibration amplitude of the
atoms at this time scale. As At increases, the G, begins to
show deviations from the Gaussian distribution. In particular,
a second peak is discernable by Ar=25.6 ps. With further
increase in Az, this second peak position becomes fixed at
r=ry, which is the position of the first nearest-neighbor dis-
tance in a defect-free crystal lattice. With increasing Az (be-
yond At=51.2 ps), we observe a third peak forming in the
distribution function. The position of this peak corresponds
to the second nearest-neighbor distance in the perfect face
centered cubic lattice, i.e., the cubic lattice parameter, a. At
large times a,(Af) continues to grow in magnitude, reaching
a peak at Ar=¢". In the present case, this maximum occurs at
" ~400 ps. It is interesting to note that this time scale, 1", is
approximately five times larger than the time scale associated
with the stringlike cooperative motion T° (=80 ps). This im-
plies that, for grain boundary motion, this non-Gaussian be-
havior represents different types of atomic dynamics than the
stringlike motion, discussed earlier.

Examination of Fig. 5 shows that there is no peak in the
G, at the distance corresponding to motion III in Fig. 1,
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which we associated with the type III stringlike cooperative
motion. If such a peak was present, it would be at r
=0.2 nm. This is not surprising since for large At (Ar>T")
the back-and-forth nature of the stringlike motion would
wash out the displacements; i.e., the net displacement would
be nearly zero. However, if we look on time scales compa-
rable with 7", we should expect to find stringlike displace-
ments. Examining G, in Fig. 5 around the motion III dis-
tance, r=0.2 nm, we see no weight at Ar=0.8 ps, but we do
see weight developing and growing there in the Ar=12.8,
25.6, 51.2, and 100 ps curves, before it saturates. This is the
time regime where the string length is appreciable. This sug-
gests that the weight we see in the G, around 0.2 nm is a
signature of the stringlike motion that we observe in simula-
tions. This is supported by the fact that the second peak in G,
does not simply grow in amplitude with increasing Az, but
rather grows and shifts towards larger r as the true second
peak at ry superimposes with the small stringlike motion
peak that occurs at =0.2 nm. It is also worth noting that the
stringlike motion “peak” is small because the strings are rela-
tively short.

We note that we do not see a peak in Fig. 5 at distances
corresponding to the atomic motions Ila, IIb, and Ilc in Fig.
1 (these should be at 0.11, 0.11, and 0.16 nm, respectively).
However, this is not surprising since these displacements are
associated with boundary migration (they have a large pro-
jection normal to the boundary plane) and essentially no
boundary migration occurs here (low 7, no driving force for
migration). Nonetheless, an examination of the non-Gaussian
parameter, a,(At), shown in the inset to Fig. 5 shows that
whatever the cause of the peak at 400 ps, it appears to have
little effect on the G(r,r). If such motions are type II dis-
placements, sufficiently few atoms are involved in such mo-
tion in this stationary boundary situation to have a significant
effect. Yet, it may be that these motions at 0.11 and 0.16 nm
contribute to the broadness of the very small stringlike mo-
tion peak, but they get “washed out” as the peak at r, grows.

The second peak in the G, in Fig. 5 occurs at r=r,, which
does not correspond to any of the displacements seen in Fig.
1. We now examine the origin of this peak with the use of
Fig. 6, which shows atomic trajectories at or near the grain
boundary. In this figure, each displacement vector corre-
sponds to a 0.8 ps time step, with the lighter lines (blue in
the online version) correspond to the earliest times and the
darker lines (red) to late times. The black and white circles
represent the perfect crystal lattice sites of the lower and
upper crystals, respectively. This figure suggests that most of
the atoms simply vibrate around fixed lattice sites (these are
responsible for the first peak in the G, in Fig. 5). There is a
small band, parallel to the X axis (9.6 nm<Z<10.0 nm) in
Fig. 6, where we see displacements of atoms from one lattice
site to another—white-to-white, white-to-black, etc. These
displacements occur at the boundary and are part of the in-
trinsic dynamics of the boundary. Type III displacements
(i.e., stringlike displacements occur primarily in the Y direc-
tion) occur in the regions indicated by the large circles. Such
displacements correspond to atoms jumping from the white-
to-black lattice sites within the circle (and a large motion in
the Y direction). The black arrows in the figure correspond to
displacements of length ry. These displacements occur be-
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FIG. 6. (Color online) The atomic trajectories at/near the grain
boundary. Displacement vectors are shown every 0.8 ps. The lighter
lines (blue in the online version) correspond to early times and the
darker lines (red) to late times. The black and white circles repre-
sent the perfect crystal lattice sites of the lower and upper crystals,
respectively. Type III displacements are predominantly in the direc-
tion perpendicular to the plane shown, but occur at locations indi-
cated by the two large circles. The black arrows indicate translation
vectors of length r.

tween atomic sites in the string and adjacent atomic sites. It
is these motions that create the second peak in the G,. There-
fore, while the type III motions are primarily responsible for
atomic motion in the Y direction (parallel to the tilt axis) on
a very short time scale, atoms escaping from the string give
rise to the strong peak in G at . These motions correspond
to atomic jumps from one lattice site to a neighboring lattice
site in the same crystal. However, this does not appear to be
normal vacancy diffusion, since such jumps only occur at the
grain boundary and the vacancy concentration at the grain
boundary is nearly zero in these low temperature simula-
tions.

The third peak in the G, in Fig. 5 occurs at r=a, where a
takes the value for the perfect crystal lattice parameter. Such
a displacement may be associated with two atomic hops of
the same atom along one of the strings, parallel to the tilt
axis within time At.

V. MIGRATING GRAIN BOUNDARY

In this section, we examine the same grain boundary as in
the previous section of this paper, but now we consider the
case where the boundary migrates under the driving force
associated with an applied biaxial strain. In the present simu-
lations, the applied strain was 2% (in both the X and Y di-
rections) and the grain boundary migrates (in the Z direction)
by 2.5 nm in 0.9 ns (the face centered cubic lattice parameter
is 0.35 nm).

Figure 7 shows the mean string length as a function of Az
for the cases of the migrating and stationary grain boundary.
The variation of the mean string length with At is similar in
the two cases. While the two curves are identical for short
time, the maximum mean string length occurs at smaller Az
for the migrating grain boundary than for the stationary one;
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FIG. 7. The mean string length as a function of Az for a migrat-
ing boundary (the stationary boundary results are repeated here for
comparison). The filled (open) circles indicate data for the migrat-
ing (stationary) boundary. The inset shows the Y component of
displacement distribution function for both cases. The dark (light)
line denotes the migrating (stationary) boundary.

i.e., T'=80 ps in the stationary case and 7"=26 ps in the
case of the migrating boundary. While this figure shows that
stringlike displacements occur in the migrating boundary, a
plot of G in the tilt axis direction (Y) that is shown in the
inset suggests that the atomic motions in this direction are
discrete. Each of the individual jumps is of length equal to
the distance between two (010) planes (one half of the lattice
parameter). Comparison of G, for the migrating and station-
ary boundary (both shown in the inset) demonstrates that the
stringlike motion is much more intense when the boundary
migrates. Therefore, although the mean string length is larger
in the stationary boundary than the moving boundary, the
number of atoms involved in stringlike motion is actually
larger in the migrating boundary case.

Figure 8 shows all of the atoms that are part of strings of
length greater than four atoms at At=7" in the transboundary

9.5

O
y

X (nm)

FIG. 8. The position of atoms in strings of length greater than
four at Az=T" in a transboundary plane (X-Z) view during the entire
simulation. Circles denote the places where Type III displacements
occur (predominantly perpendicular to the plane of this image).
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FIG. 9. A comparison of the mean first-passage time as a func-
tion of R for both the stationary (open circle) and migrating bound-
aries (filled circle). The inset shows the non-Gaussian parameter a,
as a function of Ar for the same cases (at e=0%, 1.5%, and 2%).

plane (X-Z) view during the entire 0.9 ns simulation. We
circled those locations where many such atoms appear to be
clustered. It is not surprising to find that it is these positions
that correspond to motion III (type IIT displacements) in Fig.
1. This again confirms that type III displacements are asso-
ciated with stringlike cooperative motion.

Figure 9 shows the mean first-passage time 7 as a function
of jump distance R for both stationary and migrating bound-
aries. The behavior of 7(R) is nearly identical in the two
cases at small R. This is presumably associated with the
nearly harmonic motion of the atoms for small R. For large
R, both curves become nearly linear (crossing at larger R
than shown here). We note, however, that very few atoms
reach large jump distances in the migrating boundary case
since as the boundary migrates the individual atoms are left
behind within the crystal and, hence, only move as dictated
by the (small) bulk diffusivity. There is a transition region
between the short time inertial motion and a linear 7(R) be-
havior at large R corresponding to ballistic motion. This re-
gion is relatively small in the stationary grain boundary case
(between 0.05 and 0.07 nm), but much more extended in the
migrating boundary case (0.05 and 0.1 nm). In the transition
region, 7(R) is approximately an exponential function.

We now focus on 7(R) for the migrating boundary in more
detail. Examination of Fig. 5 (and the inset to Fig. 7) shows
that the first peak in G is at approximately 0.05 nm. This is
associated with atom vibrations around their lattice sites. It is
these vibrations that are responsible for the behavior of 7(R)
at distances of 0.05 nm and less. The fact that 7(R) rises
exponentially with R in the beginning of the transition region
suggests that this atomic motion corresponds to escape from
a local cage (this is probably thermally activated). The cage
size can be determined from the inflection of the curve in the
transition region. This inflection corresponds to a cage size
of r=0.08 nm and an average escape time of =130 ps.

The inset in Fig. 9 shows the non-Gaussian parameter «,
versus At for both the stationary and migrating boundaries.
As for the mean first-passage time 7, the non-Gaussian pa-
rameter also shows a maximum around 130 ps. This suggests
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FIG. 10. A comparison of the mean first-passage time (filled
square) and non-Gaussian parameter (filled circle) versus time for
the migrating grain boundary.

that the characteristic time associated with the transition in
the mean first-passage time and the time corresponding to the
maximum in the non-Gaussian parameter «, are related. This
can be seen clearly in Fig. 10 where we plot &, vs Af and 7
vs R on the same plot for the migrating boundary case. For
time <1.0 ps, the atomic motion is harmonic (i.e., a, is
nearly zero) and R is a linear function of time. At the time ¢"
(=130 ps), a, is a maximum and there is a relatively abrupt
change in the mean first-passage time vs R. This suggests
that both of these quantities provide different views of the
same types of events that occur during boundary migration.
These events are, however, not the stringlike cooperative
motions that occur on short time scales (26 ps=T <t
=130 ps).

In order to better understand the type of event occurring
on the time scale of 1", we investigate G, as function of Az, as
shown in Fig. 11. For At<t", G, for the migrating and sta-
tionary boundaries are very similar. That is, for Az=0.8 ps
G, is approximately Gaussian, and a second peak appears at
r=ro at Ar=50ps and a third appears at r=a at At

L a
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FIG. 11. The displacement distribution function G, at eight dif-
ferent time intervals Az for the migrating grain boundary.
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FIG. 12. (Color online) Transboundary plane view (X-Z) of the
atom positions (individual dots) every 0.8 ps for 1000 time
intervals.

~ 100 ps. However, for At>1", G, for the stationary and
migrating boundaries show very different features. In other
words, the displacement distribution function for the migrat-
ing boundary develops new peaks at r=0.13 and r=0.2 nm
and the peak at r, begins to disappear (or at least stops grow-
ing). These observations suggest that the atomic events that
begin on the time scale ¢* are associated with atomic dis-
placements of length 0.13 and 0.2 nm.

Figure 12 shows a transboundary plane view (X-Z) of the
bicrystal, showing that atomic arrangement of the system at
1000 intervals, 0.8 ps apart. In this image the early time
positions are shown in light gray (blue in the online version)
and the late time position in black (red online). Since the
image shows the position of each atom at 1000 times, it can
be viewed as a multiple exposure image. As such, this image
provides information on how individual atoms move from
their locations in one crystal to their new locations in the
other crystal as the grain boundary passes (the grain bound-
ary has traversed the entire system shown in the figure). Ex-
amination of Fig. 12 shows that the average atomic displace-
ments for motions Ila, IIb, and Ilc (type II displacements) are
0.113, 0.071, and 0.124 nm, respectively, while the average
hopping distance for motion IIT (type III displacement) is
0.195 nm (this is mostly in the direction orthogonal to the
plane shown here). Based on this, we can conclude that the
broad peak at r=0.13 nm in G, (Fig. 11) represents type II
displacements (motions Ila and IIc), and the peak of r
=0.2 nm represents type III displacement (motion III).

These observations confirm the assertion that it is the type
II displacements that are associated with the boundary mi-
gration process and that these displacements control the rate
of boundary migration. At time shorter than ¢*, the atomic
structure of the grain boundary is dynamic, but is waiting for
a fluctuation of the requisite amplitude to develop that will
result in a type II displacement event. The short time dynam-
ics is dominated by stringlike displacement cascades that in-
volve atomic displacement of =0.2 nm. These displacements
correspond to the motion of the strings both back and forth.
Interestingly, at times longer than ¢, the type III, stringlike
atomic motions are biased such that each string moves more
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in one direction than back. This is why the peak in G, at r
=0.2 nm becomes pronounced for times longer than ¢*. We
can now also understand why the peak in the displacement
distribution function G, at r=r, disappears at times longer
than 7. We recall that this peak, which was prominent in the
stationary boundary case, corresponds to compound atomic
hops—i(i) along a string and then (ii) off the string but into a
lattice position of the original crystal. When the boundary
migrates, the target lattice position for the second hop is
gone because the boundary has replaced the original crystal
with that of the grain on the other side of the boundary.

VI. DISCUSSION AND CONCLUSION

The main focus of this paper is identifying the types and
nature of the atomic motions that occur in both a stationary
and migrating grain boundary (25 [010] asymmetric grain
boundary) using molecular dynamics simulations at 800 K.
A particularly striking feature of these atomic dynamics is a
cooperative motion of string of atoms, in the direction paral-
lel to the tilt axis.!? Interestingly, similar stringlike coopera-
tive motions of atoms were observed in supercooled
liquids.!” Because of the similarities between the stringlike
motions observed both in grain boundaries and liquids, we
focused, in this paper, on the application of the statistical
tools used for analyzing atomic dynamics in liquids. This
approach allows us to directly study the atomic dynamics as
they occur, without quenching to 0 K (as in previous work!?)
and to observe the relevant dynamics in a statistically mean-
ingful manner.

In our earlier study of the atomic dynamics during bound-
ary migration,'> we identified this stringlike cooperative mo-
tion (type III displacements) as a key feature of grain bound-
ary migration. The present work demonstrates that such
stringlike motion is a regular feature of the atomic dynamics
whether the boundary is migrating or is stationary. This sug-
gests that stringlike cooperative motion is indeed an intrinsic
feature of grain boundary dynamics and may contribute to
diffusion in the boundary plane (and all of the properties
affected by grain boundary diffusion, such as nucleation and
growth of new phases, solute transport, stress relaxation,
Coble creep, and grain boundary sliding). The presence of
stringlike motion was previously reported in a simulation
study of self-diffusion in =5 symmetric grain boundaries'*
(although in this study, stringlike motion was found to occur
primarily in the direction perpendicular to the tilt axis).
While we expect stringlike cooperative motion to be a gen-
eral property of grain boundary dynamics, whether this mo-
tion occurs primarily parallel to the tilt axis may not be com-
pletely general; it will undoubtedly depend on the overall
boundary structure. Nonetheless, the tilt axis is a key deter-
minate of that structure and will remain special. In the ab-
sence of a driving force, the (predominantly linear) strings
move back-and-forth along the tilt axis. In this case, the mo-
tion of the individual strings is unbiased and leads to no net
grain boundary migration. As shown in Fig. 3, the character-
istic time scale 7" associated with stringlike motion in the
stationary boundary is =80 ps. Curiously, this time drops to
~26 ps (see Fig. 7) when we apply a strain (g5=2%) to
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force the boundary to migrate. In the migrating boundary, the
average length of the string is also substantially reduced.
Clearly, the applied driving force tends to decorrelate this
type of cooperative motion. Since the stringlike cooperative
motion (type III events) occurs on a much shorter time scale
than other important dynamic events in boundary migration
(type II events), stringlike motion is not rate controlling.
Therefore, the change in the atomic dynamics on the appli-
cation of the driving force for boundary migration has little
effect on the net grain boundary migration rate. Note, that
while the mean square displacement associated with type III
events is close to 0.2 nm, the net displacement related to type
IIT events is close to zero since the probability for a string to
travel along the +Y directions (tilt axis) are equal, therefore
no tangential migration along tilt axis will be induced by
type III displacements.

The types of atomic displacements that are referred to as
type II events in this paper correspond to atomic motion
across the boundary plane (recall type III events are pre-
dominantly in the plane). To more completely characterize
type II events, we employ several path complexity measures:
the non-Gaussian parameter, the mean first-passage time, and
displacement distribution function. The characteristic time
scale for type II displacements is =~ 130 ps. This time scale
corresponds to the maximum value of the non-Gaussian pa-
rameter and an abrupt change in the first-passage time (see
Fig. 10). In addition, this time corresponds to important
changes in the form of the displacement distribution function
(see Fig. 11). Clearly, type II events occur over a much
longer time scale than do the stringlike type III events and it
is likely that this type of event controls the rate at which
boundaries migrate.

As discussed above, it is the type II events that carry the
boundary forward—they correspond to atomic jumps from
the crystal lattice of one grain to that of the other. In the
absence of a driving force for migration, these jumps still
occur. However, in this case, they go, at equal rates, back and
forth—Ileading to no net boundary migration (apart from a
random walk). When a driving force is applied, the direction
of these events is biased, leading to net migration. In the
absence of a driving force, the characteristic time associated
with type II events is ¢ =~400 ps, rather than the ¢
~ 130 ps observed when a 2% strain is used to drive the
boundary migration (see the inset to Fig. 9). This difference
is indicative of the change from the random walk of the
boundary to an applied force driven type of boundary migra-
tion. In other words, it represents the change from the back-
and-forth hops between the two crystal lattices to a directed
atomic hop mechanism from one lattice to the other at the
boundary. In real grain boundaries, the type II events may
occur preferentially near secondary grain boundary disloca-
tions or other defects in the boundary structure.

Since we found that the driving force biases the type II
atomic hopping, it is interesting to inquire as to whether the
driving force also biases the directed type III atomic mo-
tions. The displacement distribution function (Fig. 11) pro-
vides an answer to this. It shows that a new peak (near
0.2 nm) forms on the time scale associated with driven
boundary migration (i.e., 130 ps). The position of this peak
corresponds to the jump distance within a string. In the ab-
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sence of a driving force, we see no net displacement accom-
panying stringlike motion, since the strings move back-and-
forth. However, once the boundary begins to migrate, the
atoms in the strings are biased to move more in one direction
than the other (more forth and less back).

In summary, we find that the two most important classes
of atomic dynamics in grain boundaries are a stringlike mo-
tion in the boundary plane (type III) and atomic motions that
are predominantly out of plane that lead to boundary migra-
tion (type II). Type III events imply that the atomic motion
are collective as observed or suggested by a number of other
works,> 7101114 while type II events imply that such atomic
motions are controlled by the single atom hops mechanism
as suggested in Refs. 8 and 9. The characteristic time asso-
ciated with type II events occur on a significantly longer time
scale than that for type III events (130 ps versus 26 ps at the
strain and temperature considered here). The application of a
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driving force for boundary migration affects both of these
events. It shortens string lengths and the time scale for type
III events (from 80 to 26 ps). It shortens the characteristic
time for type II events from 400 to 130 ps. Since type II
events necessarily lead to boundary translation, the rate at
which these events occur controls the rate of boundary mi-
gration. While type III events may be necessary to redistrib-
ute free volume to allow for type II events, these occur on a
much shorter time scale and hence do not limit the rate of
boundary migration.
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