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The effect of size and shape anisotropy on the optical properties of Stranski-Krastanov quantum dots (QDs)
is theoretically investigated. The QD is modeled using anisotropic parabolic confinement potential. The com-
plex structure of the valence band is described by Luttinger Hamiltonian. The energy spectra and eigenfunc-
tions of hole states are calculated by numerical diagonalization of the Hamiltonian. The dipole matrix elements
are obtained for the interband transitions and hence the degree of linear polarization is calculated. The formu-
lation is applied to self-assembled CdSe quantum dots for numerical analysis. The variation of energy eigen-
values with the QD shape anisotropy parameter is studied and the effect of valence subband mixing is clearly
identified. The crossings and anticrossings of the valence subbands have been explained in terms of the
symmetries of the corresponding eigenstates. It is worthy to note that these symmetry properties of the energy
states are responsible for the specific types of dipole selection rules for the anisotropic QDs. The degree of
linear polarization is found to increase almost linearly with anisotropy parameter for the transitions from
heavy-hole ground states. On the contrary, for the excited hole states, the change is nonmonotonic due to strong

anisotropy-dependent mixing effects.
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I. INTRODUCTION

Semiconductor quantum dots (QDs) exhibit electronic and
optical properties quite different from those of the bulk semi-
conductors, as the quantization of all degrees of freedom
results in atomlike discrete set of energy levels. The elec-
tronic structure of the QD can be manipulated by varying the
shape, size, and number of electrons associated with it. Size
and shape anisotropies play key roles in determining the
transition energies in a QD and strongly influences its optical
response. In contrast to nonpolarized radiation arising from
spherical QDs, anisotropic dots give rise to radiation that is
strongly linearly polarized.'

In recent years, great progress has been made in the fab-
rication of semiconductor QDs especially those grown by
Stranski-Krastanov (SK) technique.?” In this technique, ma-
terial is deposited epitaxially onto a substrate to which it is
not lattice matched. Due to the mismatch, the deposited ma-
terial spontaneously forms nanometer scale islands. Material
parameters and the growth conditions decide the size and
shape of these self-assembled QDs. It is observed that there
can be significant in-plane anisotropy in the growth of SK
QDs.3-19 This anisotropy can alter the electronic properties
of the QDs and lift the degeneracy of the different excited
hole states.

The optical properties of self-assembled QDs have been
studied experimentally extensively using various techniques.
Photoluminescence (PL) spectrum is an efficient tool to gain
information about the symmetry of emission states and re-
laxation processes of excited carriers. The polarization state
of the emitted light depends on the symmetry of the wave
function and thus provides indirect information about the
geometric symmetries of the QDs.! In this context,
polarization-resolved photoluminescence experiments have
attracted much attention in the recent past. Experimental evi-
dence of pronounced optical anisotropy has been reported
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for various QD systems including InAs/GaAs QDs'' and
CdSe/ZnSe QDs.%10:12.13

High degree of polarizaton of PL spectra can be associ-
ated with the QD shape and anisotropic strain
distribution.”!415 Detailed investigation of the effect of an-
isotropy and Coulomb interaction on the electronic structure
of two-electron QDs has revealed complex spectral proper-
ties resulting from various configurations of the
confinement.'® Finley et al.'” have observed that the PL spec-
tra of InAs QDs consist of linearly polarized doublet arising
due to the anisotropic exchange interaction, though, clear
identification of the roles played by enhanced confinement
and the shape anisotropy have not been made. In case of the
negatively charged excitons known as trions, the total spin of
the two electrons is zero in the spin singlet ground state, the
electron-hole (e-h) exchange interaction vanishes and the po-
larization anisotropy is determined solely by the light-hole
(Ih) and heavy-hole (hh) mixing.'?> The fine structure of the
excitonic levels is determined by a combination of lh-hh
mixing and e-h exchange interactions. Typically, for
CdSe/ZnSe QDs the exchange splitting is as small as
0-0.5 meV.? The coupling energy can be an order of mag-
nitude larger than the exchange energy, if the lh-hh levels are
reasonably close. This is also supported by the experimental
results of Favero et al.'® where the fine structure splitting is
not observable for their QD sample showing large degree of
polarization. Thus, [h-hh coupling is the dominant mecha-
nism for the quantum dots exhibiting pronounced optical an-
isotropy and the polarization arising due to exchange pro-
cesses can be neglected without losing much degree of
accuracy.

Research has been taken up by many well-known scien-
tific groups world over, to formulate theoretical models and
explain the results accurately, as obtained in a wide range of
experiments pertaining to the optical properties of QDs.
These models are based on different QD geometries and
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forms of the confinement potential ranging over the
spherical® or infinite wall cylindrically ~symmetric
potentials,® lens geometry,>'~> ellipsoidal confinement,>*
rectangular hard walled potential,> trapezoidal QDs,?¢ and
parabolic confinement potential.’’2° The two-dimensional
harmonic oscillator potential explains quite accurately the
shell structure revealed by the spectroscopy experiments.?82°
Thus, this parabolic potential model is most commonly used
for obtaining the electronic properties of the QDs. The mag-
netic field effects can also be incorporated easily in this
formalism.*°

The deep confinement potential offered by wide gap II-VI
semiconductors, like CdSe, provides a higher flexibility for
band-gap engineering. The growth of high quality
CdSe/ZnSe QDs using SK technique has stimulated further
interest in these quantum structures. In addition, the
CdSe/ZnSe material combination is interesting because the
lattice mismatch of CdSe on ZnSe is practically identical to
that of the widely studied InAs/GaAs system.*> CdSe is
known to stabilize in wurtzite structure or zinc-blende struc-
ture depending on the growth conditions.’! Experimental ob-
servations indicate that at low temperatures, CdSe is stable in
zinc-blende structure. However, it is observed that calcula-
tions based on both wurtzite and zinc-blende structures yield
good agreements with experimental data on electronic
structure.’?

The anisotropic strain distribution affects the electronic
and optical properties of the QDs. The dominant contribution
to the anisotropy of the strain distribution is caused by the
anisotropy of the QD shape when the symmetry of the QD
shape is less than or equal to the symmetry of the crystal
structure.®® The effect of strain on the electronic structure is
twofold. The hydrostatic strain just causes a constant shift
between the electron energy level and all the hole levels. The
shear strain for the [001]-oriented zinc-blende crystal adds
only to the diagonal terms of the Luttinger Hamiltonian.
Therefore, strain does not induce any extra spin mixing but
adjusts the relative positions of the hh and [h energy
levels.®335

In the present paper, we carry out the calculations for hole
eigenstates in an anisotropic quantum dot modeled using
parabolic confinement potential. We consider the case of a
CdSe/ZnSe QD with zinc-blende symmetry. SK QDs exhibit
a well-defined quantization axis (z axis) represented by the
growth direction. The optical anisotropy as observed in QDs
can be due to either the noncubic crystalline structure or the
nonspherical shape since the polarization of the emission ra-
diation depends on the symmetry of the wave function. The
present work addresses the question as to how the in-plane
anisotropy is manifested in the optical properties of a single
QD. The effect of in-plane anisotropy is incorporated
through the anisotropy of the confinement potential while the
strain effects are treated phenomenologically through the
Ih-hh offset parameters. We have studied theoretically, the
degree of linear polarization for a range of shape anisotropies
varying from a circular shaped to a wirelike QD. Variable
and complex spectral features occur as a result of various
configurations of the confinement manifested in the form of
energy gaps, level clustering, accidental degeneracies on one
hand and level repulsions and avoided crossings, on the
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other. An important role is played by the mixing of kA and lh
subbands in the quantum wells,3® wires®’ as well as dots?7-38
which is apparent in the curves for the degree of linear po-
larization. This complex valence band structure has been in-
corporated in our calculations using the Luttinger Hamil-
tonian formalism.>® We have numerically diagonalized the
hole Hamiltonian over a wide range of both size and shape of
the QDs, and clearly identified the effect of anisotropy and
band mixing on the states. Further, we have calculated the
degree of linear polarization of the photoluminescence for
these anisotropic QDs, and established that shape and size
variations of the QDs via band mixing effects can give rise to
giant optical anisotropy.

The next two sections viz., Secs. II and III contain the
details of the theoretical formulations of the model while the
numerical analysis is presented in Sec. IV. Important conclu-
sions have been drawn in Sec. V.

II. HAMILTONIAN FORMULATION

In the present work, we have considered a 4 X 4 Luttinger
Hamiltonian for describing the valence band, while the con-
duction band is treated separately. We choose the z direction
to be the crystal growth direction [001] for the CdSe QD
with elliptical cross section in the (x-y) plane.

The wave functions in the envelope function approxima-
tion for the conduction band can be written as

W (1) = f°(0)u, (r), (1)

where u;, (r are the two spin degenerate (s=1 3,m l) bulk
Bloch functions at the bottom of the conductlon band, and
f(r) are the envelope functions. In the valence band, we
have two spin degenerate hh and [h states, and the corre-
sponding wave function is given by*’

P(r) =2 f (0, (r). (2)
m;
Here, u}, are the Bloch functions at the top of the valence
band Wlth mA—+ for the hh and m‘~—+- for the /h states
correspondlng to J—‘ We have neglected the contribution
from J=7 states as they are energetically well separated from
]—5 states
The Bloch wave functions for these energy states can be
written as*!

12,3y == L(xDy+ily1)), (3a)
L) == LD +ilyl) +VEzD), (3b)
LB = Lty =iyt +VEzD), (3¢)
and
3.-3)= é(lxw —ily])). (3d)

The envelope functions for the conduction band are obtained
by solving the Schrodinger’s equation with the parabolic
confinement potential along the x-y plane, where the growth
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direction is assumed to be along the z axis. The wave func-
tions for the valence band can be obtained by solving the
Luttinger Hamiltonian given by3%40

Hy ¢ b 0 |[3/2,3/2)
¢ H, 0 -=b|3/2,-1/2) @
bY 0 Hy ¢ |]3/2,1/2)
0 -b" ¢ Hy |]3/2,-3/2).
The individual matrix elements in Eq. (4) are given by
Hy,= ﬁ—z{( 2 )i+( + )(—+ﬁ)
hh = 2mg Yi—2"2 Py Nt7 a2 gy
+%@+Wwwﬁ, (5a)
Hy= h—z{( +2 )i+( )(—+ﬁ)
h= 2mq Vitay2 92 =" a2 oy
+V,(2) + ny(x,y)} , (5b)
—
32 a(a 4
b=- 72—(— —i—), (5¢)
my “dz\dx dy
and
Br2 (o 0\
c=- 'y2<— - i—) . (5d)
2my ox dy

In the above equations, 7, ¥, and 73 are the Luttinger pa-
rameters and we have considered the spherical approxima-
tion without sacrificing the accuracy. This approximation en-
ables us to take y,= y; which removes the much involved
band warping effects.*> Moreover, this is consistent with the
reported values of the Luttinger parameters for CdSe.*#
Further, it is expected that if shape anisotropy is significant,
any small deviation from the above approximation would not
lead to any substantial effect on the electronic structure.*647

The in-plane confinement is defined by the anisotropic
parabolic potential

Vi (x,y) = %axxz + %ayyz. (6)

The form of the confinement potential V,(z) along the z di-
rection has not been assumed and the corresponding terms
occurring in the analysis are to be treated as variable param-
eters of the QD structure. Without the off-diagonal terms the
solutions (in x-y plane) would be the harmonic oscillator
wave functions,

(rbnx,lh(x) ¢n),,lh(y) > d)nx,hh(x) d)ny,hh(y) s (7)
where n, and n, are the quantum numbers arising out of
confinement along x and y directions, respectively. The form
of these normalized wave functions is given by
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2
b i(x) = (2”xnx!\‘"7r'r)\i’x)_”2 exp[— 1/2(%) ]an()\i) ,

(8)

|
)\i,x = > (9)
mw
and i=[h, hh.

Choosing the harmonic oscillator wave functions [Eq. (7)]
as our basis, we can write down the matrix elements

Hy, = [EZh + ﬁw;h(”x + %) + hwlym(”y + %)] 5nx,n; 5n).,n;’

(10)

where

Hy=[Ej,+ hojy(n, + 5) + bl (n, + 5)16, 8

’
b
nysi

(1

where @)= @/ My, and Ej ) is the energy of hh(lh)
state due to z confinement.

It would be convenient to work in terms of the isotropic
frequency w, and the difference arising due to anisotropy as
Aw. Thus we can write the hh and [h frequencies as

’
vy

wy), = (wp+ Aw) V’m, (12a)
Wl = (09— Ay + s, (12b)
wy, = (wy + Aw) \“"m’ (12¢)
o), = (o - Aw)\y, - 75 (12d)

Anisotropy Aw>0 means stronger confinement in the x
direction while Aw<<0 means that the roles of x and y have
been reversed. We define the zero-anisotropy hh (lh) energy
as hwgh(m). Further, we scale our energies by fiw)), to get the

diagonal matrix elements for the heavy holes

Ml’l=M4’4:[(nx+ny)+A(nx—ny)], (133)
and for light holes,
M,,=M;s3=B+7v,[(n,+n,)+A(n,—ny)]. (13b)

In the Egs. (13), the anisotropy parameter is defined as

A -
A:_“’:M (14)

b
@) Wt o,

Yo=\(y1=¥2)/ (y1+7,) characterizes the transverse mass
difference. Moreover, we have introduced the hh-lh offset
parameter B given by

Ej, + ﬁw?h

B= (15)
0
hay,
The zero of the energy has been chosen so that
E;, + ), =0. (16)

The parameter B given by Eq. (15), which determines the
separation between the /h and hh energy levels, depends on
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the ratio of the strength of axial confinement to that of the
in-plane confinement as can be seen from the Eqgs. (15) and
(16), and increase in the value of B reflects enhanced z con-
finement. Thus, larger values of band-offset parameter corre-
spond to more flattened QDs. The parameter B also facili-
tates the inclusion of strain in a very simplified manner. The
strain in [001]-oriented zinc-blende QD structures changes
only the relative position of /h and hh energy levels without
causing any spin mixing.>**® This shift in the relative posi-
tion in SK QDs brought about by strain is found to increase
the energy of hh relative to [h, thus reducing the value of
B.34’49

The off-diagonal matrix elements calculated using Eqgs.
(5¢) and (5d) in the defined basis [Eq. (7)] are given by

3 0m < ‘9> M+ A\
M., = \/j—'yn — )Vl +A(\c‘nx<n;c,hh n,—1,lh)
PEN2(y - M\ 3 |

— \n+ Knl, hhln, + 1,1h))(n}, hh|n,, Ih)
—iNT = Anyn) hhln, — 1,18y = \n, + 1(n., hhln,

+ 1,10))(n!, hhn. Ih)], (17)

and

\'3 ’)/2
135
4 -7

Y (1 + A)[\n(n,— 1){n., hhln,—2,1h)

+\(ng+ 1) (ne+2)(nl,hhlng+2,lh) = 2n, + 1)

X(ny, hhln, thY(n), kb, Ih) — (1 = A)[Nn,(n, = 1)
X hhny = 2,10 +\(n, + 1) (n, +2){n) hhln,
+2,lh) — (2n, + l)(n)',,hh|ny,lh}](n;,hh|nx,lh>

= 20\(1 +A) (1 = )Nl bl = 1,10 = \(n + 1)
X(n hhln, + 1IN ny(n ) hilny = 1,10 = \(n, + 1)
X(n;,hhln,+ 1,I1)]}, (18)

with

<n;c(y)’hh|nx(y)’ lh> = f d’n;(v),hh(x) d)nx(y),lh(x)dx' (19)

The term <d—’i> in Eq. (17) is given by <\I’m1(z)|ﬁ—i|\1’m(z)>
where W, (z) is the z-dependent part of the wave function
and m and m' are the quantum numbers for z confinement.

The scaling that we have chosen implies that the separa-
tion between any two distinct hh energy levels is unity in the
case when A=0 and the band mixing is neglected. The an-
isotropy parameter A can range from —1 to 1, the positive
values indicating stronger confinement along the x direction
and negative values indicating stronger confinement along y,
A=0 being the isotropic case. The parameter A can vary from
one QD to another in an ensemble of self-assembled QDs
and must be fitted to the experimental data for a particular
QD. Similarly, the hh-Ih offset parameter B which represents
the strength of axial confinement must be determined for a
particular QD from the experiments.
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The matrix obtained above can be diagonalized to obtain
the energy eigenvalues and eigenfunctions which are used
subsequently for the calculation of dipole matrix elements
for the interband transitions.

II1. DIPOLE MATRIX ELEMENTS

The dipole matrix elements are determined by the selec-
tion rules for the Bloch wave functions as well as the enve-
lope functions. The wave functions obtained after diagonal-
ization of the Hamiltonian as outlined in the preceding
section can be written as

) = 2ty 8" (5.3t (20)

n

where a,,, are the components of the nth eigenvector with
n' =(n)’(,n}’, ,m;) corresponding to the set of quantum numbers
characterizing the hole state n’. The dipole matrix element
for transition between valence band and conduction band is
given by*°

<¢;r|ep|wz>:2 an,n’ln’,nc<ufns|e'p|uz1j>- (21)

Here, e is the direction of polarization, p is the momentum,
and /1, , is the overlap integral for the conduction band and
valence band envelope functions given by

Ly = J &, (x3) 8 (x.y)dxdy (22)

with n. characterizing the state of the conduction electron.

We have considered linearly polarized light making an
angle 6 with the x axis. This gives the following matrix ele-
ments for the Bloch functions:

1 33 1 myP .,

— pl=,= ) =——=—ie"", 23
<2Tep22> \Eﬁle (23)
1 31 L mgP . .,

- -, = )==—=——i€"’, 24
<2lep‘22> e (24)

and

1 33\ 1mP
<—l e p ———>=—rLie_‘€, (26)

where P is the Kane matrix element and my, is the free elec-
tron.
The degree of linear polarization is given by

Imax - Imin (27)
Imax + Imin

lin =

with I, and [I;, being the maximum and minimum inten-
sities obtained by varying the angle 6. For a particular tran-
sition, the intensity can be obtained from the square of the
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absolute value of the corresponding dipole matrix element
given by Eq. (21).

IV. RESULTS AND DISCUSSION

In this section, we present detailed numerical analyses of
the effect of shape and size anisotropy of CdSe QDs on their
optical properties. The material parameters used are effective
mass of electron m.=0.11m,. Luttinger parameters, y;=2.1,
')/2:0.55: '}/3.44

Eigenvalues and eigenvectors are obtained on numerically
diagonalizing the matrix defined by Egs. (13)—(19). We have
worked with the assumption that the confinement potential
along the z direction is stronger as compared to that in the x
and y directions for the SK QDs. The stronger confinement
in the z direction simplifies the calculation because it allows
for the use of the decoupling approximation, whereby the
wave function can be separated in the z and the (x-y)
coordinates.*’ Further, this leads to a large energy separation
between the adjacent levels arising due to z confinement.
Thus one can neglect the coupling between them and con-
sider only the lowest level in terms of z coordinate given by
W(z), so that the term <ﬁ—‘1> reduces to <‘I’0(z) o ‘I’O(Z)>. If
we assume that z confinement is symmetric about the (x-y)
plane, leading to definite parity wave functions, then <§>
becomes zero from parity considerations.’* An important
consequence of this approximation is that the Hamiltonian
has block diagonal form, so that all the energy levels are
doubly degenerate. Thus, if one of the eigenstates comprises
of the hh contribution from J,=+3/2 and [k contribution
from J,=-1/2, we invariably get another eigenstate with the
same energy but the [+3/2,-1/2] components being re-
placed by [-3/2,+1/2]. The total polarization has been cal-
culated by summing over the doubly degenerate states. In the
following discussion, we have considered the eigenstates
composed of only +3/2 and —1/2 hole states and we have
used the notation [Jz(nx,ny)] for depicting our basis states.

In our analysis, we examine the features of energy eigen-
values, wave functions and the degree of linear polarization
as a function of the anisotropy parameter A. The energies in
all the plots are scaled by a factor of the ground state hh
energy (ﬁwgh) as discussed in Sec. II. The plots have been
taken for [h-hh band offset parameter B=0.5, 1.0, and 1.5.
The significance of these values of B can be understood from
Figs. 1(a)-1(c) where we have plotted the variation of hole
energy eigenvalues for the case when band mixing is ne-
glected. The offset parameter B=0.5 corresponds to the situ-
ation when at A=0, the [h ground state lies between the
ground state and the first excited state of the hh. B=1.0
makes the /h ground state degenerate with the first excited
hh, and B=1.5 leads to the condition of the first excited hh
being situated below the ground state of the /4. Numerical
estimates based on Eq. (15) lead to the result that for all three
values of B as taken above, the confinement in the z direction
is stronger as compared to that in either of the x or y direc-
tions.

It is apparent from Fig. 1 that the hole energies vary lin-
early with the anisotropy and the variations are large enough
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to lead to crossing of various excited states. This crossing
between various levels depends upon anisotropy A and the
value of the offset parameter B.

Although the figures have been plotted for 0.0<A<1.0
for the sake of completeness, the results would not be physi-
cally meaningful for A= 1 because it depicts zero confine-
ment along the y direction, i.e., it becomes a quantum wire
and would require the corresponding quantum number n, to
take a continuum of values. We have performed calculations
considering the maximum value for the quantum numbers 7,
or ny (i.e., ny,) to be 5. This gives a matrix of size 144
X 144. We find that for the states considered in our compu-
tations, n,,,=5 gives the same results as would be obtained
for np, =6, for a value of anisotropy A <0.7. Thus, we have
truncated our calculations at n,,,,=5 in the present analysis.

The energy eigenvalues in Figs. 1(d)-1(f) include the ef-
fects of band mixing. The mixing can lead to significant
change in the energy levels when the band offset is such that
it brings the appropriate /h and hh levels close together. As
seen from Figs. 1(a)-1(c), the states which are degenerate in
the absence of mixing at zero anisotropy, due to the symme-
try of the QD, become nondegenerate on inclusion of band
mixing effects. The reason for the removal of degeneracy at
zero anisotropy lies in the fact that the orbital angular mo-
mentum coming from the envelope wave function is no
longer a good quantum number when the full Luttinger
Hamiltonian is taken into consideration. Here, the conserved
quantity is the total angular momentum F which is the sum
of the envelope angular momentum (L) and the angular mo-
mentum of the Bloch part of the wave function (J) coming
from the Luttinger Hamiltonian. It should also be noted that
although total angular momentum F is a conserved quantity
at zero anisotropy (A=0), this is no longer true at a finite
value of A.

Further, the valence subband mixing effects manifest in
the redshifting of the energy levels as can be seen in Figs.
1(d)-1(f) together with a reduction in the separation between
the energy levels as compared to Figs. 1(a)-1(c). The ground
state hh energies remain almost unaffected by mixing irre-
spective of the value of B. It is clear from the figures that the
intermediate values of anisotropy parameter A cause com-
plex features of crossings of levels or the so-called accidental
degeneracies for certain states and avoided crossings for oth-
ers. A close look at Fig. 1(d) for B=0.5 shows a crossing of
states S, and S5 at A=0.47 and an anticrossing of states S,
and S¢ for A=0.72. Similar features of crossings and anti-
crossings are obtained for B=1.0 [Fig. 1(e)] and B=1.5 [Fig.
1(f)]. These features can be understood with the help of the
corresponding eigenvector plots. In Fig. 2, we have plotted
the squared amplitudes of the components of the eigenvec-
tors for the value of B=0.5. We can see that the lowermost
level [Fig. 2(a)] is almost a pure hh state [+%(0,0)], though
at higher anisotropy there is a small contribution from the /A
component [—%(0,0)]. This is obvious from the fact that
there is a large energy separation between the lowest and the
first excited state particularly at low anisotropies. As can be
seen from Figs. 2(b) and 2(c) the excited states are far from
being pure states. Figure 2(b) shows the eigenvector for the
first excited state as a function of anisotropy. The state S,,
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FIG. 1. Variation of hole energy eigenvalues with anisotropy parameter A in CdSe QDs. Plots (a)—(c) correspond to the value of lh-hh
offset parameter B=0.5, 1.0, and 1.5, respectively, when the effect of valence subband mixing is neglected. Plots (d)—(f) are the correspond-

ing plots with the inclusion of band mixing effect.

which has ground state lh [—%(0,0)] character at low
anisotropies, shows strong mixing at an anisotropy of about
0.7, beyond which it switches to almost pure hh [+%(0,2)]
state. On the other hand, state S5 shows a significant mixture
of hh {+30,1)], [+3(1,0)]} and n part {{-3(0,1)],
[—%(1,0)]}, but it acquires [+%(0,1)] character predomi-

nantly, at intermediate values of A. Further increase in A
leads to a small contribution from [—%(O, l)].

The results obtained above can be physically interpreted
as follows. All energy states have a definite parity under the
two-dimensional inversion defined as I1, ,=(x,y) — (-x,-y).
This is expected in our case because the Hamiltonian re-
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FIG. 2. Components of eigenvectors versus the anisotropy parameter for B=0.5 in CdSe QDs. Plots (a)—(f) correspond to the different

hole eigenstates S;-S¢ as labeled in Fig. 1(d).

mains invariant under the above transformation when the
term b in Egs. (4) and (5) is zero. Further, we note that the
states with different parity do not interact and thus they show
a crossing. However, the states with the same parity show a
strong repelling behavior. The term ¢ has even parity under
the transformation II,, and thus, it will couple the states
with the same parity while it would vanish for states with
opposite parity. The term » which would mix the states with
opposite parities is neglected in our analysis so that these
states stay uncoupled. Justification for neglecting this term is
based on the fact that the term b evaluates to M, , [Eq. (17)]
containing the term <§> which has been taken to be zero.

Figure 3 exhibits the degree of linear polarization for al-
lowed transitions varying with respect to anisotropy A. We
have considered transitions from the valence band states to
the lowest conduction band state only since the next higher

conduction band state is energetically far apart. As discussed
earlier, all the states have a definite parity. Since the lowest
conduction band state has even parity, only the transitions
from even parity valence band states are allowed. These fig-
ures show that the degree of linear polarization is zero for all
the allowed states at A=0. This is because zero anisotropy
means a symmetric QD with no preference for a particular
orientation of linear polarized light. For the transition from
the lowest hole state, the degree of polarization (P};,) shows
a monotonic increase with increasing anisotropy. It is inter-
esting to note that the value of offset parameter B also affects
the degree of linear polarization. As we can see from Fig.
3(a), the magnitude of Py, gradually decreases with increas-
ing B. This feature can be attributed to the fact that enhance-
ment in B leads to larger energy separation. As a conse-
quence, the mixing between the different contributing states
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FIG. 3. Degree of linear polarization as a function of the aniso-
tropy parameter for the allowed transitions, for different values of
offset parameter B in CdSe QDs. Plot (a) corresponds to the lowest
allowed transitions from state S; for all three values of B; plot (b) is
for the next allowed excited states S,,S3,S,4 corresponding to the B
values 0.5, 1.0, and 1.5, respectively; and plot (c) is for the states
S6,56,95, the next higher allowed states at B=0.5,1.0, 1.5, respec-
tively. The states are as labeled in Figs. 1(d)-1(f).
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is reduced which is manifested in Fig. 2(a) as well. It is well
known that transitions from pure hh or [h states lead to cir-
cularly polarized emission and/or absorption, whereas, linear

PHYSICAL REVIEW B 74, 115326 (2006)

polarized output can be obtained from states with an admix-
ture of hh and [h states.'> Thus, if the coupling between the
different hh and [h states weakens, the degree of linear po-
larization decreases. For higher energy states, we find that
Pj;, does not exhibit linear variation with anisotropy but a
complex plot is obtained. As seen in the Fig. 3(b), the next
excited state shows a peculiar behavior when anisotropy is
changed. For the curve at B=0.5, a gradual increase of Py,
can be seen for A =<0.6, beyond which there is a steep fall in
the magnitude of Pj;,,. The features for higher values of B are
qualitatively similar to the case of B=0.5 although the peak
shifts towards lower values of A with increase in B. In addi-
tion, the peaks become sharper and clearly distinguishable
for higher states with increasing B, which physically implies
that polarization resolved PL spectrum of larger QDs is more
sensitive to shape anisotropy which conforms with experi-
mental results.

The features of the polarization curves can be explained
on the basis of corresponding eigenvector plot in Fig. 2. At
the values of anisotropy parameter A where the states exhibit
strong mixing behavior, we can see sharp peaks in the graphs
for Py,. But a careful examination reveals a slight change in
corresponding values of A in the polarization and eigenvec-
tor curves. This feature may be ascribed to the fact that the
calculation of Py, involves multiplication of eigenvectors
with the weight factors, i.e., the overlap integral between
conduction and valence band basis functions, and the inter-
band matrix element given by Egs. (20)—(23). For low values
of A, the major contribution is from states [—%(0,0)] and
[+%(0,0)]. With increasing anisotropy, the coupling between
these two states increases, leading to the initial increase in
the degree of polarization. Though the contribution of the
[+%(1 ,1)] state appears negligible in the plot, with the inclu-
sion of the weight factors it becomes significant. The mag-
nitude of Pj;,, shows a sharp fall at A~0.65. This can be
understood from the fact that around this order of anisotropy,
[+%(0,0):| and [—%(0,0)] states have very small contribu-
tions. With further increase in anisotropy, we see an abrupt
rise in the magnitude of Py;,. The abnormal behavior essen-
tially has its origin in the fact that the [+%(0,0)] and
[—%(0,0)] states cross at this point, i.e., there is a strong
mixing of the two states.

On the basis of our theoretical model, we have made an
attempt to explain some of the experimental results on the
degree of polarization in CdSe QDs. Koudinov et al.'> have
obtained the PL signal as a function of the polarization ana-
lyzer angle for the three quantum dots, viz., QD1, QD2 and
QD3. We have tried to plot the same features theoretically as
shown in Fig. 4. These figures exhibit the variation of nor-
malized intensity as a function of the angle 6’ =6- 6, for the
values of parameters A, B, and 6, which provide best fit with
the experimental data for QD1 and QD2 of Ref. 12. We have
introduced the angle 6, to account for the fact that there is an
angular shift in the theoretical curves as compared to the
experimental ones, which can be attributed to the fact that
the orientation of QDs is random and the PL intensity de-
pends on the QD orientation. Figure 4(a) is plotted at B
=0.1 and A=0.18 and Fig. 4(b) is for B=0.2 and A=0.26. It
is clear that our theoretical fits are qualitatively in good
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FIG. 4. Normalized intensity as a function of angle (6') for
different values of A and B in CdSe QDs. The values of the param-
eters chosen are (a) A=0.18, B=0.1, 6,=55° and (b) A=0.26, B
=0.2, 6,=142°.

agreement with the experimental observations of Koudinov
et al.'> We have calculated the angular shift 6, for the above
two cases which turns out to be 55° for QD1 and 142° for
QD2, which indicates that QD1 is oriented at an angle of 10°
with respect to [110] while QD2 is oriented at an angle of 7°

with [110] direction. QD3 which shows very small degree of
polarization is likely to be an isotropic quantum dot.
Kiessling et al. have reported the degree of linear polar-
ization for CdSe QD ensemble to vary between 25%-28%
which can be obtained by taking the value of B=0.2 and A

PHYSICAL REVIEW B 74, 115326 (2006)

ranging between 0.24 and 0.25 in our numerical calculations.
Thus, we find that the high values of the degree of polariza-
tion of the lowest-state PL intensity can be obtained if the hh
and [h states have small energy separation corresponding to
small values of B or the QD is highly anisotropic, i.e., A is
large. A unique set of B and A values can be arrived at, only
if the results of polarization resolved PL/PLE experiments
are considered for a number of excited states over a set of
QDs.

V. CONCLUSIONS

We have examined the effect of structural anisotropy of
quantum dots on the hole energy levels, wave function and
degree of linear polarization of the PL spectra. The excited
states are found to be more sensitive to anisotropy while the
ground states are relatively less affected. We find prominent
effect of valence subband mixing even for isotropic quantum
dots, but the effects get significantly pronounced for aniso-
tropic dots. The degree of linear polarization depends
strongly on anisotropy with its value reaching close to unity
for a specific range of anisotropy parameter. The variation of
degree of polarization is not monotonic with anisotropy
which appears to be the reason why experimental studies
could not obtain a correlation between the optical and geo-
metrical anisotropy.'! The numerical estimates made for
CdSe QDs grown by SK method show a reasonable degree
of qualitative agreement with the experimental results re-
ported very recently.
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