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Ab initio simulations of the electron energy-loss near edge structures �ELNES� at the Li K edge were
obtained with the WIEN2k code, which is based on the density functional theory �DFT�. Since the 1s states of
the lithium atoms must be considered as semicore states, the standard procedure to calculate the dynamic form
factor �DFF� has to be modified. The difficulties raised by the delocalized nature of these states and their
influence on the simulated spectra are discussed. Unphysical monopolar transitions are shown to be extremely
large and the description of the Li 1s orbital as a core or valence state for the self-consistent determination of
potentials is proven to have little influence on the calculated spectrum shape. Comparisons between simulated
and experimental spectra for three different compounds are presented: Li, Li2O, and LiMn2O4 �a metal, an
insulator, and a transition metal oxide�. All simulations fit well the experiments, thus demonstrating that this
approach can be applied to a wide range of lithiated compounds. In the case of the Li K edge in Li2O, we also
show that the recently proposed partition of the spectrum into two energy range regions, with different core
hole strengths, improves the concordance between the simulation and the experiment. Finally, the influence of
the real part of the dielectric function, omitted when using the DFF, is assessed. A comparison of Li K edges
calculated using either the loss function �Im�−1/��� or only the DFF �imaginary part of �� is presented in
detail. We show that polarization effects are particularly strong in the Li K edge of LiMn2O4 due to the
presence of the Mn M2,3 edge. Other calculations including the GW approximation and the local field effects
would, however, be necessary to precisely quantify these effects.
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I. INTRODUCTION

It has long been recognized that electron energy-loss
spectroscopy �EELS� in a transmission electron microscope
�TEM� can provide information of considerable chemical
significance in the field of material science.1 Such informa-
tion can be retrieved from the natural partition between the
low and high-loss regions of the spectrum, a partition which
has prevailed since the early days of EELS. The low-loss
region �from 0 eV to approximately 50 eV�, where plasmon
modes,1 interband transitions and excitons in insulators
appear,2,3 can be used to characterize phases,4 band gaps,5,6

or interfaces.7 Where possible, the results are compared with
optical data and dielectric functions. The high-loss region
�energy losses higher than 50 eV� usually gives similar re-
sults to x-ray absorption spectroscopy. It corresponds to elec-
tron excitations from core levels to unoccupied levels and is
more frequently exploited than the low-loss region. Due to
the highly localized interactions in the case of core-loss
spectra,1 the small probes now available in TEMs allow ana-
lyzes with unchallenged spatial resolution �sometimes better
than 1 nm�.8 The core-loss spectra thus provide us with very
local information on the following aspects: the anisotropy of
chemical bonds,9 the site symmetry via d-level splitting in
transition metals,10 the oxidation state of the excited
atom,11,12 or simply the composition. It comes as no surprise
then that EELS has been widely used for the study of lithium
battery electrodes, where local oxidation states and compo-
sitions are a critical matter. Most of the time, the focus is on
the metal and oxygen edges �in oxide cathodes, for example�,
leading to new insights on the intercalation chemistry at
work in the batteries.13,14 Very few examples are to be found,

however, in available literature on the study of the Li K edge
in these materials. Even if, for instance, Graetz et al. probed
this edge to check on the lithium content in their
electrodes,15 and Hightower et al. used it to show a very
small lithium charge transfer in LiC6 anodes,16 the number of
published results is nowhere near what one would expect
considering the obvious essential role of lithium atoms in
lithium batteries. The small number of studies of the Li K
edge can partly be attributed to experimental difficulties,
partly to theoretical uncertainties. For such a light element,
radiation damages caused by the electron beam can be
critical,17 rendering the Li K edge hard to observe. Moreover,
in lithium battery materials, the Li K edge is often superim-
posed onto the M2,3 edge of a transition metal �V, Mn, Fe,
¼�, leading to a difficult extraction of its intensity. On the
theoretical side, the interpretation of the electron energy-loss
near edge structures �ELNES� at the Li K edge is not
straightforward and requires careful analysis. One could use
the “finger print method,” which consists in comparing the
experimental spectrum with that of reference compounds.
This method was successfully used by Shiraishi et al. to
determine the oxidation states of Co, Cr, and Ni atoms in
LiMn1.6M0.4O4 �M =Co,Cr,Ni� from their L2,3 edges.18

However, this method becomes questionable when light at-
oms �i.e., with few electrons� inserted in a host matrix are
considered. In such cases, their edges strongly depend on the
electronic structure of the matrix. The interpretation of the Li
K edge in Li battery electrodes thus requires theoretical
simulations.

It may well be worth mentioning at this stage that the
lithium K edge appears around 57 eV �±3 eV depending on
its oxidation state�. This position, somewhere around the
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arbitrary limit between the low- and high-loss regions, ex-
plains why compounds containing lithium were theoretically
approached from two different angles. Dielectric function
theories were used to assess the importance of local field
effects �LFE�,19 Zone boundary collective states,20 and plas-
mon dispersion in the low energy-loss region.21 Computer
programs dedicated to the simulation of core losses were
independently used to investigate core-hole effects on the
lithium K edge in insulators using the Z+1
approximation.22,23 This mutual exclusion between the two
communities is not satisfactory and some assumptions which
were made in the simulations should be clearly addressed. If
one is to accurately simulate the EELS lithium K edge in
lithium batteries, a study integrating and discussing both ap-
proaches is necessary. So, in order to do just this, we present
simulations of Li K edges using the WIEN2k program,24 a
full potential linearized augmented plane wave �FLAPW�
code,25,26 based on the density functional theory �DFT�.27,28

This code has the advantage of allowing the simulation of
this special edge, either by calculating the dynamic form
factor �DFF�,29 or by working within the dielectric function
framework.30 Since conclusions may vary as a function of
the kind of material considered, we chose two simple com-
pounds, Li metal and Li2O, to assess the influence of the
conducting properties on the simulation, and LiMn2O4 in
order to address the problem of the presence of a transition
metal M2,3 edge just before the Li K edge.

In this paper we first present the conditions used to ac-
quire the experimental spectra and then go on to address the
relevant computational manipulations in order to obtain the
DFF. We pay particular attention to the difficulties raised by
the delocalized nature of the Li 1s core states and discuss the
effect these have on the shape of simulated Li K edges.
Simulations and experimental spectra obtained on LiMn2O4,
Li2O and pure Li are then compared in order to illustrate the
strengths and weaknesses of this DFF method. Last, the po-
larization effects on the Li K edge in LiMn2O4 are put for-
ward and examined in order to favor improved simulations
of EELS spectra in the case of lithium battery materials.

II. EXPERIMENT

LiMn2O4 was synthesized by a solid-state reaction in air
starting with Li2CO3 �Prolabo Rectapur 99%� and MnCO3
�Aldrich 99.9%� first at 900 K for decarbonation, then at
1073 K �for 20 h�, after having ground the powder carefully.
The x-ray diffraction diagram of the powder showed that the
cubic phase was obtained. The Li2O powder was purchased
from Alpha Aesar �99.5% purity�. This sample was prepared
under an inert argon atmosphere in a glove box. Powders
were crushed in hexane, deposited onto a holey carbon grid
and then inserted into a GATAN 648 vacuum transfer sample
holder. Prior to its introduction into the microscope, the
sample holder containing the sample was placed under
vacuum at 100 °C to remove surface contamination. The Li
metal sample was also prepared in a glove box by cutting a
thin slab from a lithium foil �99.9%, Alpha Aesar�, after
which it was placed directly into the vacuum sample holder
and inserted into the microscope. In spite of all these precau-

tions, most observed areas were slightly oxidized. However,
as already mentioned by Liu et al.,31 pure lithium crystals
grow not far from where the beam is focussed and we
collected our lithium spectra from these crystals.

Experiments were performed with a TEM-field emission
gun �FEG� Hitachi HF 2000 operated at 100 kV, and spectra
were recorded using a GATAN 666 parallel spectrometer.
The energy resolution given by the zero loss peak �ZLP� full
width at half maximum was 0.9 eV with a dispersion of
0.2 eV/channel. All spectra were dark count corrected. Con-
vergence and acceptance angles were respectively 1.4 mrad
and 18.2 mrad. In order to avoid irradiation damages, an
uncondensed 400 nm diameter probe was used. Total acqui-
sition times were 2.5 s and 0.25 s for the Li K edge
�50–200 eV� and the low-loss region �0–150 eV�, respec-
tively. After acquisition, the spectra were first deconvolved
by the ZLP with the PEELS program.32 A tied background
was then subtracted from the ELNES spectra using a power
law. The utilization of a tied background gave very satisfac-
tory results,33 with intensities in the first 20 eV after the edge
onsets hardly dependant on the chosen energy windows.
Where possible, multiple scattering was removed from the
low-loss spectra following Stephen’s procedure.34

III. COMPUTATIONAL ASPECTS FOR THE DFF
SIMULATION OF THE LI K EDGE

Calculations were all carried out within the general
gradient approximation �GGA� using Perdew, Burke, and
Ernzerhof’s exchange and correlation potential.35

A. LAPW method: treatment of semicore states

LAPW methods are based on the use of a double basis set
to describe Kohn-Sham wave functions of valence
electrons.25,26 The space is thus divided into two regions: the
muffin tin �MT� region which consists of nonoverlapping
spheres centered on each atom, and the interstitial region
�IR� between the MT spheres. In the MT sphere, Kohn-Sham
wave functions are developed on a linear combination of
radial functions multiplied by spherical harmonics, whereas
in the IR plane waves are used. This alternative to a pure
plane waves basis set was first proposed by Slater in order to
take the highly variable electronic density around the nuclei
into account.36 Based upon this partition of space, three dis-
tinct types of electronic orbitals are considered: �i� core
states which are confined in the MT and do not participate
directly in the chemical bonds with other atoms, �ii� valence
states which leak out of the MT sphere and do participate in
the chemical bonds, and �iii� semicore states which are ex-
tended core states �not fully confined in the MT sphere�. The
latter states, not very deep in energy, require a treatment
similar to the one used for valence states. For linearized
methods, the description of the semicore states is an issue. It
frequently involves the treatment of two valence bands of the
same azimuthal quantum number which lie in two different
energy windows �for instance, 1s and 2s orbitals in the case
of Li�. Singh showed that the inclusion of localized orbitals
in the MT sphere could solve this problem.37 This treatment,
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called �L�APW+LO, is now implemented in WIEN2k and
provides excellent results. This approach was thus used in
our calculations to describe lithium 1s semicore states. The
description of these states, however, raises other complica-
tions as far as ELNES simulations are concerned. The
following paragraph of this paper describes the basis of a
standard ELNES calculation.

B. ELNES simulations

In the WIEN2k package, the TELNES program allows the
simulation of EELS core losses and especially ELNES. In
order to perform such simulations, it is necessary to evaluate
the inelastic scattering cross section of a fast electron with
the material. The doubly differential scattering cross section
is, in the first Born approximation,29 and considering
independent particles,38 proportional to the DFF given by

S�E,q�� � �
i,f

���i�eiq� .r��� f��2��E − Ef + Ei� , �1�

where �i stands for the initial state of the wave function,� f
for the final state �i.e., the excited state�, q� for the momentum
transfer between the fast electron and the excited electron of
the material, E for the energy-loss and Ef and Ei for the
energy of the final and initial states, respectively. The Dirac
function ensures energy conservation during the excitation
process. Let it be noted that our convergent and collections
angles are rather large. In order to avoid beam damages on
these lithium based compounds, we also had to analyze large
polycrystalline areas, so that the mixed dynamic form factor
can safely be approximated by the DFF.39,40 The calculation
of the DFF with Eq. �1� is performed by the TELNES pro-
gram using the method described by Nelhiebel et al.41 In
this method, the interaction operator eiq� .r� is expanded into
spherical harmonics, i.e.

eiq� .r� = 4��
�=0

�

�
�=−�

+�

i�Y�
��q̃�*Y�

��r̃�j��q . r� , �2�

where q̃=q� /q, r̃=r� /r, and j��x� is the spherical Bessel func-
tion of order �. In our calculations, the matrix elements of
the DFF were calculated expending eiq� .r� up to a � value of 4.
After having obtain a self-consistent potential, Kohn-Sham
energies �eigenvalues� and Kohn-Sham wave functions
�eigenvectors� necessary to evaluate the DFF were calculated
over a large energy range going from −6.0 to 5.0 Ry. Con-
vergence and acceptance angles were taken into account and
the spectra obtained with TELNES were convolved with an
energy-dependant Lorentzian function to get proper lifetime
broadenings.42 Since TELNES simulates core-loss spectra,
the initial state �i has to be described as a core state. Con-
sequently, the matrix elements of the DFF are calculated us-
ing only the expressions of the wave functions inside the MT
sphere. This truncation raises problems for the simulation of
low-lying edges, where the transition occurs from a semicore
state which is not fully confined in the MT sphere, as to be
seen in the case of the Li 1s state.

C. Simulation of low-lying edges: limits of the MT approach

The problem of confinement within the MT spheres has
already been discussed by Hébert et al. for the silicon L edge
and Boron K edge.43,44 Using the TELNES package, they
showed that, wrong orthogonalization between �i, when de-
scribed as a core state, and excited states of the same angular
momentum quantum number, led to the calculation of an
unphysical monopolar term in the simulated ELNES spectra.
This orthogonalization is not provided numerically since the
“real” �i state is not confined within the MT sphere. For
fairly localized core states such as Boron 1s states, increas-
ing the MT sphere radius �RMT� allows for the recovery of a
good orthogonalization between the different wave functions
and thus avoiding this spurious monopolar contribution.
However, in other more critical cases such as transitions
from the Si 2p states, the monopolar part has to be system-
atically calculated and removed from the originally calcu-
lated spectrum. In fact, this contribution can account for a
significant portion of the calculated spectrum �1/3rd in the
case of silicon�.43 This effect should be even larger in lithium
K edge simulations since the lithium 1s state is weakly
bound to the nucleus. In Fig. 1, the radial distributions of the
charge densities corresponding to the 1s states of lithium,
manganese and oxygen atoms in the LiMn2O4 spinel com-
pound and to the Si 2p1/2 states, are presented for compari-
son. All data concerning calculation parameters are given in
Table I. Manganese and oxygen 1s states are clearly confined
within the MT spheres, thereby leading to inexistent mo-
nopolar contributions in the calculation of their respective K
edges. Such is not the case for Si 2p1/2 states, and even less
so for the lithium 1s state. In the case of ELNES calcula-
tions, the monopolar part is thus an important issue and
should not be included in the final spectrum. Taking different
RMT for the Li atom into consideration, the respective Li K
edges in LiMn2O4 �without the monopolar term�, as well as
the monopolar contributions, are shown in Fig. 2. The same
plane wave basis set was used for the four calculations in the
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FIG. 1. Orbital charge densities as a function of the distance to
the nucleus in LiMn2O4 and in Si. Full line for the 1s of Li; dotted
line for the 1s of Mn; full line with open circles for the 1s of O;
dotted line with full circles for the 2p1/2 of Si. The RMT for Li
�1.70 Bohr� is indicated by a vertical line.

AB INITIO SIMULATION OF THE ELECTRON¼ PHYSICAL REVIEW B 74, 115106 �2006�

115106-3



interstitial region by setting the oxygen atom �RMT

=1.55 bohr� as the smallest RMT. The monopolar term �see
inset of Fig. 2� can represent as much as 80% of the raw
spectrum intensity for the smallest RMT. Generally speaking,
the larger the RMT, the smaller the monopolar contribution.
Shifting our focus to the simulated spectra, major differences
were observed in the absolute intensities. We found that the
larger the RMT is, the larger the resulting calculated intensity.
To facilitate the comparison, all calculated spectra were nor-
malized at 13 eV. It was noted that up to 25 eV above
threshold �Fig. 2�, the relative intensities are practically the
same and that the ELNES interpretation should not be im-
paired in that energy range. On the other hand, comparison
between peaks situated too far apart might be less reliable
since the relative intensities close to and far from the edge
onset differ with increasing RMT. These variations are not
due to the calculation of the monopolar term since similar

calculation on the Na K edge in Na2O, where the monopolar
term is negligible, showed the same dependency on the RMT.
A similar evolution was also observed on the silicon L edge
but was not discussed.43 The choice of the muffin tin radii is
thus critical in the description of transitions to high energy
unoccupied states and its influence on the simulated spectra
could be considered as a drawback with regards to the MT
approach.

Having assessed the limits of the MT approach for
low-energy edges, it appears that the Li K edge simulation
raises another complication, as will be shown in the next
paragraph.

D. Calculation of the DFF for the Li K edge

In the case of the lithium atom, the 1s state is so weakly
bound to the nucleus that it is usually not treated as a core
state but rather as a semicore one during the self-consistent
determination of the electronic density. The DFF cannot then
be directly evaluated with TELNES since, in this program,
�i �the 1s Li state� is supposed to be described as a core
state. To circumvent this problem, two types of approxima-
tion can be used. In an initial approach, different basis sets
were used for the self-consistent field �SCF� cycle and the
matrix element calculation. The 1s state of the excited Li is
treated as a semicore �sc� state during the SCF determination
of the electronic density �to be called SCFsc� and a core state
description is used afterwards to evaluate the DFF. No ap-
proximation is thus made on the density and the potential,
but the basis set used to calculate the DFF is not perfectly
adapted to this potential. When one then goes further to in-
troduce a core-hole �ch� within this approach �to be called
SCFsc-ch�, extensive file manipulations are needed in order to
partially occupy the semicore band of the considered Li
atom.

In another and much simpler approach, the same basis set
can be used for the whole calculation: the Li 1s state can be
described as a core state as early as the self-consistent deter-
mination of the electronic density �called SCFc�, the DFF can
then straightforwardly be evaluated by TELNES from the
corresponding Kohn-Sham energies. The introduction of a
core hole is also particularly simple if desired �then called
SCFc-ch�. In this method, however, an approximation is made

TABLE I. Parameters for the calculation of the ground states and the spectra using either TELNES or
OPTIC programs in the case of Li, Li2O, and LiMn2O4. All lengths given in Bohr units. For Li and Li2O,
nonconventional symmetries were used in order to isolate one Li atom. In the case of Li2O with a core-hole,
a 2	2	2 unit cell was used in order to avoid interactions between adjacent core-holes. In the “k points”
columns, the numbers refer to the sampling of the full Brillouin Zone.

SCF cycles TELNES OPTIC
Cell

parameter
Cell

symmetryk points RKmax RMT Li k points Core hole k points

Li 17	17	17 7.0 2.85 6	6	6 No 27	27	27 6.63 P43̄m

Li2O 12	12	12 7.0 1.70 6	6	6 No 10	10	10 8.73 P4̄3m

Li2O
�2	2	2�

6	6	6 6.5 1.70 5	5	5 Yes 17.46 P4̄3m

LiMn2O4 10	10	10 7.5 1.70 6	6	6 No 11	11	11 15.58 Fd3̄m
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FIG. 2. Li K edge calculated in LiMn2O4, without the monopo-
lar term and for different RMT. Dotted line with full circles
for RMT=1.55 Bohr; full line for RMT=1.70 Bohr; dotted line
for RMT=1.85 Bohr; full line with open circles for RMT

=2.10 Bohr. For comparison, the last three spectra were multiplied
by 0.80, 0.68, and 0.55, respectively. The inset shows the
corresponding monopolar terms for each of these radii �not
rescaled�.
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on the SCF density and potential with respect to the first
method: the 1s charge leaking out of the MT sphere of the Li
atom is not taken into account during the SCF cycles. It is
therefore important to assess the influence of the treatment of
the 1s state �either core or semicore� on the resulting K edge
spectrum. The four possible choices �SCFsc, SCFc, SCFsc-ch,
SCFc-ch�, when performing the SCF determination of the
electronic density, are presented on the left-hand side of Fig.
3. The Li 1s levels are represented by half-hatched or
hatched rectangles, whether a core hole is included or not. As
expected, from screening considerations, the introduction of
a core-hole lowers the energy of the Li 1s orbital from
−3.1 to −5 Ry with respect to the Fermi level. Having per-
formed the SCF cycles, the lithium K edge can either be
obtained from the DFF using the TELNES program �transi-
tions from core levels to empty levels� or by calculating the
dielectric function using the OPTIC program �transitions
from the valence band to the conduction band�. The OPTIC
program results will be extensively discussed in Sec. V, once
we have elaborated on the influence of the SCF approaches
on the TELNES results.

First of all, differences induced by the SCFc determination
of the potentials with respect to the “exact” SCFsc treatment
are shown in Fig. 4 in the case of Li2O. In order to isolate
one Li atom in the unit cell, the symmetry was lowered from

the usual Fm3̄m to the P4̄3m space group symmetry �see
unit cell in Fig. 4�. All four calculations were performed by
focusing on the lithium atom in the � 1

2 , 1
2 , 1

2
� site. The total

potential is shown along the �x , 1
2 , 1

2
� line �0
x
1� repre-

sented by an arrow in the atomic structure drawing. Since
both SCFc and SCFsc potentials are extremely close to one
another, the difference between the two is given in the upper
panel of Fig. 4. Some discrepancies appear around the sphere
boundary of the particularized Li but these variations have
very small amplitudes with respect to the potential values. It

is then not surprising that certain minor consequences are to
be found on the resulting Li K edge simulations, as shown in
Fig. 5�a�. Since the presence of a core-hole tends to concen-
trate the electronic density in the MT sphere, the spectra
obtained from the SCFc-ch and SCFsc-ch approaches �Fig.
5�b�� are even closer to each other than those obtained from
the SCFc and SCFsc methods. Let it be noted that for the
core-hole calculations, similarly to Jiang et al.,23 we used a
�2a	2a	2a� supercell to avoid interactions between adja-
cent holes. The convergence of the calculation with respect
to the supercell size was checked by calculating the lithium
partial density of states.45

Consequently, as far as TELNES simulations are con-
cerned, the cumbersome SCFsc approaches �with or without a
core hole� can reliably be replaced by the SCFc ones �with or
without a core hole, respectively�. Having identified the most
accurate and practical methods to calculate the Li K edge, the
resulting theoretical spectra are compared to experimental
ones in the next section.

IV. COMPARISON BETWEEN DFF SIMULATIONS AND
EXPERIMENTAL SPECTRA

The results obtained on Li, LiMn2O4, and Li2O are pre-
sented in Fig. 6�a�–6�c�, respectively. The simulated spectra
were shifted in energy, based on a visual match to the major
feature of each experimental spectrum: the peaks at 56 eV,
65 eV, and 63.5 eV for Li, LiMn2O4, and Li2O, respectively.
In the case of Li2O, which is a wide gap insulator �optical
gap 	8 eV�,46 a core hole was introduced based on the gen-

FIG. 3. Diagram summing up the different calculations used in
this paper. On the left-hand side, the four approaches to calculate
self-consistently the electronic density are represented: SCFsc �Li 1s
orbital in valence�, SCFc �Li 1s in core�, SCFc-ch �Li 1s in core with
one electron removed� and SCFsc-ch �Li 1s in valence with one
electron removed�. On the right hand side, the two methods used to
calculate the Li K edge. TELNES: evaluation of the DFF between a
core state and the Conduction Band �CB�; OPTIC: evaluation of the
imaginary part of the dielectric function by summing independent
transitions between the valence band and the CB.

FIG. 4. Lower panel: total potential calculated along the �x , 1
2 , 1

2
�

line �0
x
1� in the Li2O unit cell. Upper panel: difference be-
tween the potentials obtained with the central Li atom treated using
either the SCFsc or the SCFc method. The MT sphere boundaries of
the central Li atom are indicated by arrows. The inset shows the
Li2O unit cell. Black spheres for oxygen atoms; grey spheres for Li
atoms; stripped sphere for the central Li atom treated using either
the SCFsc or the SCFc method.

AB INITIO SIMULATION OF THE ELECTRON¼ PHYSICAL REVIEW B 74, 115106 �2006�

115106-5



eral opinion that core-hole effects are significant in insulating
materials, whereas they can be neglected in metallic ones. In
the case of Li, the overall agreement between experiment and
simulation is good. The width of the main feature around
65 eV is underestimated when compared to the experiment
but the calculated intensities of the first 10 eV reproduce the
experiment fairly well. The simulation for LiMn2O4 �Fig.
6�b�� fits the relative positions of the different experimental
features, namely the peaks at 60.7 and 65 eV as well as the
broad features between 67.5 and 75 eV. Focussing on the
relative intensities, one can observe some discrepancies on
the intensity ratio between the peaks at 60.7 eV and 65 eV,
as well as on the intensity around 70 eV. Where the latter
difference, observed for all three compounds, could be due to
either the choice of muffin tin radius �as was shown in the
previous section� or to the type of power law used to remove
the experimental background, the former one cannot. A pos-
sible explanation for this discrepancy will be given in the
next section. In Fig. 6�c�, the theoretical simulation of the Li
K edge in Li2O shows a strong concordance with the experi-
mental spectrum. The splitting between the two first peaks is
however a little bit underestimated, as already observed us-
ing the Z+1 approximation.23 Their relative intensities are
also not perfectly reproduced. Finally, within the broad fea-
ture between 70 and 80 eV, the intensity around 78 eV is
significantly different. At this point we would like to stress
that, since EELS involves electronic excitations, EELS spec-
tra cannot be rigorously described within the framework of
the DFT. The DFT considers independent particles and does
not involve a time-depend perturbing field. The resolution of
the Bethe-Salpeter equation provides the only accurate theo-

retical solution but this calculation is very time consuming.47

It is for this reason that the core-hole effects on empty bands
are taken into account artificially by self-consistently recal-
culating the electronic density after the removal of a core
electron. This relies upon the screening of the core hole by
the electronic density surrounding it. The simulations with
one core-hole and without a core-hole are compared to the
experiment in Fig. 7. When a core-hole is considered, the
agreement is very good over the first 15 eV of the spectrum.
The intensity around 78 eV is however not well reproduced.
As already mentioned by Muller et al.,48 the effect of the
core-hole on empty states is energy dependant and should
decrease as the excited electron kinetic energy increases.
This explains why the accordance with experiment is better
for the simulation without a core-hole than for that with a
core-hole around 78 eV �high energy part of the Li2O spec-
trum�. Moreover, focussing on the inset, the transfer of the
spectral weight to lower energies when a core-hole is in-
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cluded is in accordance with an overestimated attractive po-
tential in this energy range. This energy dependence of the
core-hole effect was already exemplified by Moreau et al. on
totally different compounds �graphite, BN�,42 which demon-
strates the practical validity of this method and a reasonable
degree of generality.

In this section, we showed that the calculation of the DFF
led to reasonable correlations with the experimental spectra,
correlations that can be improved, if necessary, by the intro-
duction of a core-hole �possibly partial�. Some discrepancies
can however be observed, in the case of LiMn2O4 for in-
stance. It therefore warrants examining whether the omission
of polarization effects ��1 in the dielectric function� could be
responsible for these discrepancies. In order to answer this
question, in the next section, we calculated the full dielectric
function using the OPTIC program available in the WIEN2k
package.

V. INFLUENCE OF THE REAL PART OF EPSILON

The OPTIC program calculates the dielectric function of a
material, i.e., ��q=0,��=�1+ i�2, in the random phase ap-
proximation �RPA� using the expression of the independent
particle polarizability given by Hedin.49 The code is based on
the scheme developed by Ambrosh-Draxl and Sofo.30

�2�0,�� is determined via the calculation of matrix elements
given by

Mi = ��i�p� . e�i�� f� , �3�

where p� is the polarization vector of the perturbing electro-
magnetic field. This expression is equivalent to Eq. �1� when
considering the dipole approximation �valid for very small q

in Eq. �1�� and a momentum transfer q� =0�; comparison be-
tween both calculations is thus legitimate. The real part of
��0,�� is then deduced from �2�0,�� via a Kramers-Kronig
analysis. In this method, the complete inversion of the di-
electric matrix is not provided to obtain the loss function, so

that local field effects �LFE� are not taken into account.
Since this program was developed for calculations involving
small transition energies �typically from 0 to 50 eV�, �i is
assumed to be a valence state �see the left panel of Fig. 3�.
Therefore, the Li 1s orbital is treated as a semicore state for
the calculation of the excitation spectrum.

This OPTIC approach is very useful for two reasons. First
of all, it provides another way of calculating matrix elements
�as opposed to using TELNES, Eq. �1�� considering the Li 1s
as a semicore state. Second, it also allows the calculation of
�1�0,��, a result essential to the rigorous simulation of the Li
K edge, as will be shown in the next paragraph. In Fig. 8, the
Li K edge obtained using the TELNES program �Eq. �1�� and
�2�0,�� considering only transitions from the Li 1s states
using the OPTIC program �Eq. �3��, are compared in the case
of LiMn2O4. The details of the latter calculation will be
given in the following paragraphs. In order to provide a rel-
evant comparison, the TELNES calculation was carried out
considering both convergence and collection angles equal to
0 and a constant broadening of 0.4 eV. The two results are
extremely similar. The small discrepancies between peak in-
tensities are mainly due to slightly different matrix elements
in �Eqs. �1� and �3��. In fact, only the part of the wave func-
tion which is localized inside the muffin tin sphere is consid-
ered in TELNES, whereas in OPTIC, the entire wave func-
tion is used. Let it also be noted that in the OPTIC
calculation, the monopolar term is nil since the entire Li 1s
wave function is used to evaluate the matrix elements. The
perfect match between both approaches �DFF and RPA� con-
firms that monopolar terms do not constitute a major prob-
lem as long as they are not taken into account in the final
TELNES spectrum.

It is however well known that the EELS spectrum is rig-
orously not proportional to �2�q� ,�� but, in fact, proportional
to the loss function Im�−1/��q� ,���=�2�q� ,�� / ��1�q� ,��2

+�2�q� ,��2�.1 Since most K edges are situated far above
100 eV, �1�q� ,�� is usually very close to 1 while �2�q� ,�� is
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very close to zero: their limit values at high energy. For these
edges and to a good level of approximation, the loss function
can consequently be taken as equal to �2�q� ,��, which is
precisely proportional to the DFF. On the contrary, since the
Li K edge lies around 60 eV, neglecting polarization effects
�taking �1�q� ,��
1� can be too much of an approximation
and, in the calculation of the Li K edge, one should consider
correcting �2�q� ,�� by using the quantity 1 / ��1

2+�2
2�. This

correction term �CT� will deviate from 1 as soon as there is a
substantial increase in polarization effects. We have calcu-
lated the Li K edge in Li and LiMn2O4 and results concern-
ing both real and imaginary parts of ��0,�� are given in Fig.
9�a� and 9�b�, respectively. In the case of Li metal, the ap-
proximation of assimilating the loss function to �2�q� ,�� is
justified. �2�0,�� is very close to zero before the edge onset
and there are few, if any, polarization effects leading to a
�1�0,�� very close to 1. On the other hand, �1�0,�� calcu-
lated in the case of LiMn2O4 is far from being equal to 1 and
�2�0,�� is not small compared to �1�0,��. Two resonances
corresponding to transitions from the 3p to the 3d states of
manganese �at 49 eV and 51.2 eV� cause �1�0,�� to drop
just before the Li K edge in this compound. These two exci-
tations also appear as two strong peaks in the calculation of
�2�0,��. These large variations of �1�0,�� should have an
impact on the Li K edge simulations, and so in order to
evaluate this effect, we compared the Li K edges obtained

from Im�−1/��0,��� and from �2�0,�� for these two com-
pounds using the OPTIC program. In Figs. 10�a� and 10�b�,
results are shown for Li and LiMn2O4, respectively. In the
case of Li metal, as was previously deduced from the exami-
nation of �1�0,�� and �2�0,��, both quantities are clearly
equivalent. Polarization effects can safely be neglected in its
EELS spectrum. In the case of LiMn2O4, the comparison was
made difficult due to the presence of the Mn M2,3 edge just
before the Li K edge. So in order to correctly extract the Li K
edge intensity, another matrix element calculation was per-
formed introducing only the transitions between the 1s Li
state and the conduction band. This is how we obtained the
Li K edge given in Fig. 10�b� �labeled �2�0,��K edge and
shown previously in Fig. 8�. This calculation is justified
since, in the RPA and without LFE, �2�0,�� is a sum over
independent transitions. The following equation can be
written:

Im� − 1

��0,��� =
�2�0,��

��1�0,��2 + �2�0,��2�

=
1

��1�0,��2 + �2�0,��2�

	��2�0,��K edge + �2�0,��other� , �4�

where �2
other corresponds to all the transitions from the va-

lence band to the conduction band, except that including the
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Li 1s state. Polarization effects on the Li K edge can thus be
evaluated by applying the CT on the partial �2�0,��K edge

contribution. The Im�−1/��0,���K edge obtained in this way
corresponds to the sole Li K edge, including polarization
effects stemming from the presence of the Mn M2,3 edge.
Even if peak positions are unchanged �Fig. 10�b�� due to the
use of identical eigenvalues, the CT dramatically modifies
relative peak intensities. Around 55 eV, relative intensities
are increased by a factor of three when polarization effects
are included. The introduced correction, however, worsens
the correlation between the simulation and the experiment.
This points to the fact that some important issues still need to
be addressed.

First of all, the Li K edge is calculated to be 6 eV too
close to the manganese M2,3 edge �Fig. 11�, in a region
where the �1�0,�� variations are extreme. Had the Li K edge
been found to be 6 eV higher in energy, the effect of CT
would have been much subtler. This point could be improved
by correcting the Kohn-Sham energies with a calculation us-
ing the GW approximation.49 The Li K edge would thus be
calculated in an energy range where corrections would be
more realistic. Second, since LFE are not taken into account,
the intensity of the manganese M2,3 edge is overestimated
�Fig. 11�. The inclusion of these effects was shown to im-
prove the simulation of the titanium M2,3 edge in TiO2, by
considerably lowering its intensity.50 In our case, such effects
are indeed present to a great extent. Calculations involving
LFE are in progress and will be detailed in a forthcoming
paper.

In spite of these approximations, our results show that
polarization effects can be important if a transition metal
M2,3 edge is present just before the Li K edge, all the more
so as one progresses to the right of the periodic table �from
Ti to Co, Ni, ¼�. We consequently expect Li K edges in iron
�for example: LiFePO4� or cobalt �for example: LiCoO2�

based materials to be very sensitive to these effects.

VI. CONCLUSION

We described different methods that allow the calculation
of the Li K edge in various compounds, and particularly in
those present in lithium batteries. It was shown that treating
the 1s level as a core or a valence level in the self-consistent
calculation of the electronic density did not significantly af-
fect the resulting ELNES spectra. We thus conclude that the
simplest calculation �with the 1s level as a core level� is
sufficient. It was also shown that monopolar terms were im-
portant when using the DFF approach but that their removal
led to consistent spectra. For the same set of parameters, the
approaches based on the calculation of the DFF or of the
dielectric function gave identical spectra demonstrating that
the orthogonalization of the wave function does not consti-
tute a major problem in the Li K edge simulation. The muffin
tin radius choices were shown to modify the relative inten-
sities of peaks that are far apart from one another. This rep-
resents one of the largest uncertainties in the intensities of
the simulations.

Based on three model compounds, it was proven that
simulations of the Li K edges are in very good agreement
with experimental observations. The importance of the core-
hole effects were demonstrated on Li2O and shown to de-
pend on the energy range considered in the spectrum. Using
a partial core-hole in order to simulate a partial screening
could also be a way to improve the simulation.

The main results stem, however, from the discussion of
the approximation Im�−1/��0,���=�2�0,��. In the case of
small polarization effects, i.e., �1 close to one �Li metal�, this
approximation was shown to be justified. In the case of
LiMn2O4, the presence of the M2,3 edge creates a large po-
larization which greatly modifies the simulated spectrum. In
this case, the full dielectric function must be calculated. In
order to completely simulate the low-loss spectrum, it is
however essential to take into account proper Kohn-Sham
energies in order to position correctly the M2,3 and K edges
�using a GW approximation�. LFE also have to be included.
Such improved calculations will allow for the determination
of accurate intensities for both the transition metal edge and
the lithium edge and may well serve to ascertain the lithium
content in lithium battery materials.
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