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The amorphous-to-crystalline transition in 4H-SiC has been studied using molecular dynamics (MD) meth-
ods, with simulation times of up to a few hundred ns and at temperatures ranging from 1000 to 2000 K. Two
nanosized amorphous layers, one with the normal of the a-c interfaces along the [1210] direction and the other
along the [1010] direction, were created within a crystalline cell to study epitaxial recrystallization and the
formation of secondary phases. The recovery of bond defects at the interfaces is an important process driving
the epitaxial recrystallization of the amorphous layers. The amorphous layer with the a-c interface normal
along the [1210] direction can be completely recrystallized at temperatures of 1500 and 2000 K, but the
recrystallized region is defected with dislocations and stacking faults. On the other hand, the recrystallization
process for the a-c interface normal along the [1010] direction is hindered by the nucleation of polycrystalline
phases, and these secondary phases are stable for longer simulation times. A general method to calculate
activation energy spectra is employed to analyze the MD annealing simulations, and the recrystallization

mechanism in SiC consists of multiple stages with activation energies ranging from 0.8 to 1.7 eV.
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I. INTRODUCTION

The importance of silicon carbide (SiC) has been empha-
sized for a wide range of technological applications, such as
optoelectronic devices and high temperature electronics,! as
well as structure components in nuclear reactors,>* because
of its excellent chemical stability, good electronic properties,
high stiffness, and high hardness. One exciting application of
SiC could be in deep-space missions, where nuclear power is
needed for the craft. Radiation-resistant silicon carbide de-
vices would reduce the shielding demanded to protect reactor
control electronics. For industrial scale SiC-device fabrica-
tion, ion implantation is a major technique for electrical dop-
ant incorporation, since conventional diffusion-based tech-
niques cannot be applied due to the very low diffusivity of
dopants.*> However, the interactions of high energetic ions
or neutrons with SiC inevitably produce defects, defect clus-
ters and disordering. In particular, high dose ion implantation
for p-type doping, which is necessary to achieve comparable
electrical conductivity as compared with Si semiconductors,
would lead to amorphization due to damage accumulation at
room temperature. Consequently, a number of experimental
and theoretical studies have been devoted to under-
standing defect production,®’ defect accumulation and
amorphization,®® and amorphization kinetics.!” Thermal an-
nealing at high temperature is generally required for damage
recovery and epitaxial recrystallization. Understanding the
kinetics and mechanisms of recrystallization has been iden-
tified as a key issue in the development of next-generation
semiconductor devices.

It is generally accepted that ion-beam-amorphized SiC is
very stable against thermal annealing, and temperatures
higher than 1723 K are necessary for its recrystallization.!!
Such extremely high temperatures are not suitable for most
technology processes. The annealing behavior has been stud-

1098-0121/2006/74(10)/104108(9)

104108-1

PACS number(s): 61.72.Cc, 61.43.Dq, 61.82.Fk, 81.40.Ef

ied by Rutherford backscattering spectroscopy (RBS),'>!3
which determines the relative lattice disorder, and by trans-
mission electron microscopy,'* in which amorphous layers
were observed to recrystallize. Ion-beam-induced epitaxial
crystallization has been observed to occur at a temperature as
low as 735 K;'> however, the quality of the recrystallized
SiC layer is poor due to the accumulation of irradiation de-
fects and the formation of growth defects.

In order to obtain insights into the dynamic processes of
ordering and the pathways to recrystallization, atomic-level
simulations are needed to explore the mechanisms control-
ling the amorphous-to-crystalline (a-c) transition and the
nucleation and growth of polycrystalline secondary phases.
Previously, several atomic simulations have been applied to
study solid-phase epitaxial growth (SPEG) in Si (Ref. 16)
and Ge,'” dealing with recrystallization of amorphous mate-
rials. Starting with crystalline nuclei of different size embed-
ded in an amorphous matrix, the evolution of the system at
the atomic level was followed. The most important model of
recrystallization at a planar a-c interface in Si has been de-
veloped by Spaepen and Turnbull,'® which predicts that re-
crystallization should occur at the interface due to bond
breaking and migration of dangling bonds that reconstruct
the random network into the crystalline network. However,
the detail analysis of one simple and one complex micro-
scopic mechanism during atomic-level simulations of SPEG
in Si (Ref. 19) has cast doubt on the common viewpoint of
an unique activation energy, as proposed by Spaepen and
Turnbull.'® MD simulations have been previously employed
to study epitaxial recrystallization, nucleation and growth of
secondary ordered phases, and phase transformation in
3C-SiC.?%?! The results have shown that the recrystallization
mechanism in SiC consists of multiple stages, and a general
method of analysis is employed to obtain an activation en-
ergy spectrum that ranges from about 0.8 to 2.3 eV.
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In the present work, two nanosized amorphous layers, one
with the normal of the a-c interfaces along the [1210] direc-

tion and another along the [1010] direction, in 4H-SiC are
studied. These two directions were chosen for the present

studies because it has been reported that the (1210)-oriented
SiC shows significantly higher channel mobility than that for
(0001) SiC.?* The investigation of the annealing behavior

of the implanted amorphous layer in (1210)- and

(1010)-oriented SiC is important for the fabrication of elec-
tronic devices based on these orientations. Furthermore, both

the [1210] and [1010] directions are in the basal plane, but
they have different atomic stacking sequences, such that a
full comparison of annealing process can be made. The an-
nealing simulations of the amorphous zones are performed
using MD methods, with the aim of developing a microscopy
understanding of recrystallization mechanisms in 4H-SiC. A
number of features in the epitaxial recrystallization, includ-
ing the nucleation and subsequent growth of secondary
phases, as well as the mechanisms controlling the evolution
of these processes, are reported. Furthermore, the simulation
results are discussed and compared with available experi-
mental observations and with simulation results of SPEG in
3C-SiC.

II. COMPUTATIONAL METHOD

The series of MD simulations reported here were done
using a modified version of the MOLDY computer code, with
a variable time step algorithm and a Brenner-type empirical
potential®® that is combined with Ziegler-Biersack-Littmark
potential®* at separation distance less than 0.1 nm. Defect
formation energies and stable configurations predicted by
this parametrized potential are in good agreement with those
calculated by density functional theory,”® and the activation
energies for spontaneous recovery of Frenkel pairs are quan-
titatively consistent with the recovery processes observed ex-
perimentally below room temperature.? In a recent ab initio
study of interstitial and vacancy recombination, Bockstedte
et al.”® found that the activation energies calculated using the
Brenner-type potential are generally in agreement with their
results for neutral Frenkel-pairs. However, it should be noted
that some interstitial configurations (i.e., the tetrahedral Si-
coordinated C interstitial calculated using this potential) are
unstable in the ab initio calculations®® and spontaneously
convert to C-C split interstitials. These differences should
have a small effect on the present simulations because the
recombination activation energies of these tetrahedral Si-
coordinated interstitials are similar to those of C-C split in-
terstitials. Furthermore, the migration energies of native
point defects determined using this potential are in agree-
ment with ab initio data and experimental results.”’ These
results suggest that the model potential should be well suited
for recrystallization studies in SiC. Another important issue
is that the defects in SiC may be charged, and the migration
paths and activation barriers strongly depend on their
charged state, as demonstrated by recent ab initio
calculations.?®?® Since the annealing simulations are carried
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out at high temperatures, where the Fermi level effect is not
pronounced, the relevant interstitials and Frenkel pairs are in
neutral charge states. Therefore, the present MD simulation
with the model potential should provide a reasonable ap-
proach for simulation studies of recrystallization in SiC.
Two amorphous configurations were produced for the cur-
rent studies. These models have rectangular simulation cells

that extend along the [1210] direction (denoted as M,) or the

[1010] direction (M,). The simulation cells consisted of
40aq X 2aq X 6a, and 3ag X 40a, X 4a, unit cells, with 7680
movable atoms for the models M, and M, respectively. Pe-
riodic boundary conditions were applied to all three direc-
tions. To generate a nanosized amorphous zone in both mod-
els, the MD block was divided along the longitudinal axis
into 40 layers, and each layer contains 192 atoms in a perfect
crystal of 4H-SiC. A Gaussian-profile heat spike was initi-
ated by applying a suitable distribution of kinetic energy to
the atoms of the central 20 layers, with a maximum tempera-
ture of 6000 K. Similar to previous studies,?! the crystal was
equilibrated for 0.2 ns to allow fully mixing in the central
region of the crystal, and then quenched to O K at the rate of
10" K/s. The system was relaxed for another 50 ps under
zero-external pressure conditions, and rescaled to a specific
annealing temperature, which ranged from 1000 to 2000 K.
The annealing simulations were carried out under constant
pressure and temperature conditions, and simulation times
were extended to 260 ns.

III. ANNEALING THE M, MODEL

The amorphous structure at the center of a crystal ex-

tended along [1210] is shown in Fig. 1(a), where gray
spheres represent C atoms and dark spheres indicate Si at-
oms. It can be seen that the central part of the crystal lacks
any degree of periodicity, with no evidence of long-range
order. Two interfaces are created between the amorphous
phase and the crystalline host phase. An analysis of the pair-
correlation function, bond angles, and bond length indicates
that the central disordered region is a liquidlike structure that
is consistent with an amorphous state. The partial pair-
correlation functions shown in Fig. 1(b) demonstrate that the
first nearest neighbor is centered at 0.188 nm for SiC pairs,
and the second nearest neighbors are centered 0.304 and
0.308 nm for Si-Si and C-C pairs, respectively. These peaks
correspond to the short-range order in crystalline SiC. How-
ever, C-C and Si-Si homonuclear bond peaks are visible at
about 0.165 and 0.252 nm, respectively. These subpeak po-
sitions are consistent with observed bond peaks at about 0.15
and 0.24 nm in 6H-SiC amorphized by electrons® and
ions,?3" implying the existence of sp?- and sp>-bonded car-
bon atoms in the amorphous SiC (a-SiC).

Although long-range order does not exist in the a-SiC,
partial short-range order is still retained. The extent of short-
range disorder can be quantified by the fraction of homo-
nuclear bonds.?>3! Because of the difficulty in defining Si-Si
bonds in highly disordered SiC, it has been recommended to
use the C homonuclear bond ratio, y, which is defined as the
ratio of C-C bonds to Si-C bonds. y=0 describes the com-
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FIG. 1. (a) Atomic plot showing the central part of the crystal,
where the melt-quenched amorphous layer lacks any degree of
long-range order and two a-c interfaces can be clearly seen. Dark
spheres indicate Si atoms, while light grey spheres represent C at-
oms. (b) The C-C, Si-Si, and Si-C pair-correlation functions of the
melt-quenched amorphous layer.

pletely ordered state of SiC, whereas y=1 describes the com-
pletely disordered structure of SiC. However, this ratio is
sensitive to the choice of bond cutoff distance in a-SiC. The
cutoff distances of 0.2 and 0.22 nm are used in the present
work to calculate C-C bonds and Si-C bonds, respectively,
because the C-C and Si-C pair-correlation functions are zero
around these values, as shown in Fig. 1(b). The short-range
disorder parameter for the melt-quenched region, y, is 0.14,
which is consistent with the value of 0.13 obtained in a melt-
quenched bulk SiC.*?

In order to monitor the recrystallization process of the
amorphous layer and the movement of a-c interfaces, it is
necessary to develop a procedure that allows the identifica-
tion of the two phases in an effective way. Some work along
this direction was proposed by Uttormark et al.> in the stud-
ies of dissolution of crystalline silicon embryos in a liquid
phase using MD simulations. They used three different cri-
teria to identify the atoms belonging to the crystalline phase,
one of them based on the coordination of the atoms and the
other two on the angle distributions. As pointed out by
Marqués et al.,'® these criteria are not sufficient to identify
an amorphous structure, since the amorphous state has short-
range order and shares some of the structural features of the
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FIG. 2. The recrystallization process in the model M,, as de-
fined in the text, as a function of time, where atom representation is
the same as in Fig. 1. Two circles in (d) indicate the divacancy
clusters formed at the end of annealing simulation, and one of the
divacancy clusters is enlarged on the left of the plot, where the
white sphere represents the Si vacancy and white square the C
vacancy. Also, a small region containing an interstitial loop is en-
larged on the right of the plot, where the dashed lines sketched
reveal the character of the interstitial loop.

crystalline phase. Marqués et al.'® developed a procedure to
identify crystalline and amorphous atoms by taking the time
average of the atomic positions for several hundred simula-
tion time steps. In addition to the determining the coordina-
tion of atoms, as suggested by Uttormark et al.,’? the three-
body correlation function for a perfect crystal is also
calculated by averaging the atomic positions for the same
time at the same temperature. Then, two sets of calculations
are compared to identify crystalline and amorphous atoms. A
similar approach has been employed in the present study.
The time for averaging atomic positions is about two pico-
seconds, which is enough to obtain accurate averaged con-
figurations to discriminate between crystalline and amor-
phous atoms. If a Si or a C atom is fourfold coordinated with
its neighbors (C or Si atoms) and the six possible angles
between the corresponding bonds fall within the limits of the
averaged distribution for a perfect crystal at the same tem-
perature, the atom is considered to be crystalline. Con-
versely, if this condition is not fulfilled, the atom is denoted
as part of an amorphous network.

Results of annealing simulations at 1500 K are shown in
Fig. 2 as a function of time, the recrystallized state after 3 ns
in Fig. 2(a), after 30 ns in Fig. 2(b), after 120 ns in Fig. 2(c)
and after 200 ns in Fig. 2(d). The atomic projections are
viewed perpendicular to the interfaces on the xz plane, where
the X and Z axes are oriented along the [1210] and [0001]
crystallographic directions, respectively. The amorphous-
crystalline interfaces and their movement in time are demon-
strated very clearly in Fig. 2, and the interface positions may
be followed from plots of the planar density of atoms as a

function of distance along the [1210] direction. However, the
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images plotted in Fig. 2 indicate that the recrystallization is
not completely planar, and the crystalline portion increases
with increasing time. In SPEG, the mobility of atoms is very
low, and the process is probably related to local atomic re-
laxations that overcome dangling bonds and bond defects at
the interfaces, rather than long-range thermal or atomic
transport. The detailed analysis of atomic configurations (as
well as mean-squared displacements) reveals that the C at-
oms undergo short distance diffusion, while the Si atoms
simply rearrange around the C atoms. This indicates that the
C atoms near the interfaces play an important role in recrys-
tallization. The complete recrystallization of the M, model is
achieved in about 200 ns at 1500 K.

It can be seen that some defects remain at the center of the
simulation cell after recrystallization, as indicated by the
circles in Fig. 2(d), and these defects consist of divacancy
clusters (Vgi-Vc). Also, a small interstitial loop is formed at
the end of the simulation, and the region containing this loop
is enlarged on the right of Fig. 2(d), which shows more
clearly the atomic configurations. The interstitials form an
extra plane, as indicated by a solid line, with a stacking fault
along the [0001] direction. Because the core structure of the
interstitial loop is highly distorted, it is difficult to determine
its Burgers vector. Similar microstructures are observed in
the simulated anneals at 2000 K. Annealing simulations at
1000 K were carried out for about 260 ns, but complete re-
crystallization is not observed at 1000 K over the present
achievable simulation times. The present results are in good
agreement with experimental observations on postirradiation
annealing of damage accumulation in 4H-SiC,'” and recrys-
tallization of implantation-induced amorphous region along

the [1210] direction in 4H-SiC (Ref. 34) and 6H-SiC.3
Zhang et al.'” studied the effects of implantation temperature
and ion flux on damage accumulation under Al ion irradia-
tion in 4H-SiC, and the amorphous sample was annealed at a
temperature of 450 K. The results suggest that planar defects
are generated through the agglomeration of excess Si and C
interstitials during postirradiation annealing, and some va-
cancy clusters are also observed. Solid phase epitaxy of

implantation-induced amorphous layer in (1210)-oriented
6H-SiC (Ref. 35) indicates that regrowth layer at 1023 K is
recrystallized to the 6H polytype, and residual defects extend
from the surface to the original a-c interface.

IV. ANNEALING THE M, MODEL

As described above, the amorphous region has been pre-
pared using a melt-quenching approach, which extends along

the [1010] direction. Results of annealing simulations at
2000 K are plotted in Fig. 3 as a function of time, where
atomic projections are viewed perpendicular to the interfaces
on the yz plane. In this case, the Y and Z axes are oriented

along the [0110] and [0001] crystallographic directions, re-
spectively. The epitaxial regrowth of a crystalline state at the
interfaces and the movement of the interfaces are generally
similar to those observed in the M, model. The recrystalli-
zation takes place continuously, and the crystalline portion
increases with increasing time. The recrystallized SiC grows
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(c) 60 ns

FIG. 3. The recrystallization process in the model M, as a func-
tion of time, where atom representation is the same as in Fig. 1. The
nucleation and growth of the secondary ordered phases at the inter-
faces and inside the amorphous region can be clearly seen.

epitaxially from the original amorphous and/or crystalline
interface, and it has an identical crystallographic direction to
the substrate.

In addition to the SPEG process at the interfaces, one of
the interesting observations from the present simulations is
that secondary ordered phases nucleate and grow within the
amorphous region, as shown in Fig. 3. During the annealing
simulations, three distinct nucleation sites can be seen in Fig.
3(a) within the circles, and these nucleation sites serve as the
seeds for the growth of the secondary ordered phases. Two
crystalline sites are nucleated inside the amorphous region,
while another appears near the interface. After a time of
36 ns, two small crystalline regions are well defined, as
shown in Fig. 3(b), and the fraction of crystalline atoms in-
side the amorphous region increases with increasing time. In
addition, the microcrystals can grow into a larger crystalline
region by a coarsening process, where the secondary ordered
phase forms a continuous network embedded in the perfect
4H-SiC. Complete recrystallization is reached after about
210 ns at 2000 K. However, it is clear that the formation of
secondary ordered phase at the interfaces hinders the SPEG
process in 4H-SiC, which may suggest that much higher
temperatures are required to completely recover the 4H

structure along the [0110] crystallographic direction than the

[1210] direction. This has been observed experimentally by
Satoh et al®® in 6H-SiC, where the regrowth rate of
implantation-induced amorphous layer is faster for

(1210)-orientated sample than that for (0110)-orientated
sample, or a higher temperature is needed for

(0110)-orientated sample to achieve the same regrowth rate.
In comparison with the annealing simulations of the M,
model (Fig. 2), the dynamic recrystallization processes from
small spherical seeds in the M y model is much slower, which
may be related to the interface geometry. The a-c transition
is more difficult from a spherical seed than from a planar
interface because the number of bonds available for crystal-
lization at the seed surface is lower. This indicates that a
higher value for the activation energy is needed. Once the
microcrystal is large enough for its surface to be considered
planar on the atomic scale, the dynamic growth processes
should be similar to those of the planar interface. The final
structure of the recrystallized state is shown in Fig. 3(d). The

104108-4



ATOMIC-LEVEL SIMULATIONS OF EPITAXIAL...

[0001},,

[01-10,,[11-2],

(@ ®)

FIG. 4. (a) Lattice structure of 3C- and 4H-SiC, where crystal
axes are given in hexagonal and cubic notation. The lattice can be
constructed by a two-dimensional periodic arrangement of the in-
tersection of Si-C dimer rows with the basal plane, where the rows
are perpendicular to this plane, While only one type of dimer rows
(A) exists in 3C-SiC, there are two rows (B and C) in 4H-SiC. (b)
Atomic structure at the center region of the crystal shown in Fig.
2(d), where the arrows represent the atomic rows defined in (a), and
the dashed lines and solid lines indicate the interfaces between dif-
ferent microcrystals and stacking faults formed during the
simulations.

atoms at the grain boundaries are partially ordered, and a
large number of dangling bonds are formed. The transition
regions between different grains consist of a few atomic lay-
ers. These structures have been annealed for times up to
about 300 ns, but complete transformation of these polycrys-
talline phases to the original 4H-SiC is not observed.

In order to understand the structures of the secondary or-
dered phases, a local region at the central part of the crystal
in Fig. 3(d) is shown in Fig. 4, together with the perfectly
stacked layers of CSi, (or SiC,) tetrahedra in 3C- and
4H-SiC to support the interpretation of the present work. As
previously noted,?® in addition to stacking sequences along
the ¢ axis, different SiC polytypes can be characterized using
the dimer rows that are perpendicular to the basal plane.
Figure 4(a) illustrates the stacked layers of CSi, (or SiC,)
tetrahedra and the different dimer rows in 3C- and 4H-SiC.
The lattice can be established by a two-dimensional periodic
arrangement of the intersections of these dimer rows with the
basal plane. In 3C-SiC, only one type of dimer row, called
row A, exists, which means the number of nonequivalent Si
and C sites is one. In 4H-SiC, there are two different rows,
namely rows B and C, which leads to two nonequivalent
sites for both Si and C. The sites on rows B and C are often
called hexagonal and cubic sites, respectively.?’ It has been
suggested that this notation is not sufficient, because the sites
on row C in 4H-SiC and the sites on row A in 3C-SiC have
identical first and second nearest neighbors, but their third
neighbor shells are different. Therefore, the sites on row C
are not completely equivalent to those in the cubic polytype.
The microstructure of recrystallized region is rather compli-
cated, and there exist four distinct crystalline domains that
are denoted as Ry, Ryj, Ry, and Ryy in Fig. 4(b). Most of these
domains, such as Rj, Ry, and Ry, can be identified as
3C-SiC microcrystals. For example, the atoms in Ry consist
of only row A, as indicated in Fig. 4(b). These microcrystal
domains have different crystallographic orientations. Some
of these domains are separated by grains boundaries, which
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FIG. 5. Variation of amorphous fractions as a function of simu-
lation time at different temperatures for (a) the model M, and (b)
the model M.

consist of transition regions, as indicated by dotted lines.
However, it should be noted that bond mismatches exist at
the interfaces between Ry and Ry domains, and the transi-
tion from one domain to another is rather smooth. These
mismatches result in the formation of a number of stacking
faults, which are shown by solid lines in Fig. 4(b). The mi-
crocrystal domain, Ryy;, has a 4H-SiC structure because there
are two different atomic rows, similar to the B and C rows
shown in Fig. 4(a), but their orientation is different from that
of the original 4H-SiC.

V. RECRYSTALLIZATION ALONG THE [0110]
DIRECTION VS THE [1210] DIRECTION

The number of perfect and amorphous atoms is deter-
mined as a function of time using the method described
above, and the amorphous fraction, defined as a ratio of
amorphous atoms to the total number of atoms, is calculated.
The change in amorphous fraction is shown in Figs. 5(a) and
5(b) for the models M, and M., respectively. These results,
together with the annealing simulations shown in Figs. 2 and
3, suggest that, at each annealing temperature, the recrystal-
lization progresses through several distinct recrystallization
stages as time advances. During the first few nanoseconds of
the annealing process, there is a very rapid decrease in the
amorphous fraction that is followed by one or more addi-
tional distinct recrystallization stages. The rapid recrystalli-
zation of implantation-induced amorphous region has been
observed experimentally in 4H-SiC,* which is partially at-
tributed to rapid annealing of the isolated amorphous clus-
ters. The present MD simulations show that the initial recov-
ery stage is characterized by the annihilation or relaxation of
point and bond-type defects at the interfaces, which leads to
an initially very rapid solid-phase epitaxial growth. While
annealing at 1000 K was carried out for much longer times
(up to 250 ns), no significant additional recrystallization is
observed beyond 60 ns. It is interesting to see that the rapid
decrease in the amorphous fraction at 1500 K is much faster
than that at 2000 K in the M, model. As has been noted, only
epitaxial recrystallization at the interfaces occurs at 1500 K
in this model, whereas the nucleation of secondary ordered
phases at the interfaces and inside the amorphous region oc-
curs at earlier stages at 2000 K. These secondary phases
grow into large ordered microcrystals. Further epitaxial re-
growth is impeded by the nucleation and grain growth of
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these secondary phases, which leads to a slower reduction of
amorphous fraction at 2000 K. However, the behavior of
amorphous fraction at 2000 K in the M, model is different
from that in the M, model, with a much faster recovery rate,
which is consistent with experimental observations in
6H-SiC.% The nucleation of secondary ordered phases in the
M, model is also observed, but appears only after significant
recrystallization has occurred, where the size of the amor-
phous region is much smaller than that of the original amor-
phous region. On the other hand, the nucleation of secondary
ordered phases in the M, model appears at a very early stage,
where the size of the amorphous region is similar to that of
the original amorphous region. The small amorphous region
may decrease the growth probability of secondary phases
because the number of amorphous atoms that can transfer to
crystalline nuclei is small. However, the secondary ordered
nuclei in the M, model disappear during the simulations, just
before complete recrystallization. This may suggest that the
size of the amorphous region has a significant effect on the
growth of the secondary ordered nuclei, rather than on nucle-
ation.

Rutherford backscattering spectrometry in conjunction
with channeling, positron annihilation spectroscopy and
cross-sectional transmission electron microscopy (TEM)
techniques has been employed to study annealing behavior
of amorphous SiC layers.!%:121434.35.38 Most of the recrystal-
lization studies have been carried out in 6H-SiC (Refs. 10,
12, 14, and 38) along (0001) direction. Although the stacking
sequences along (0001) direction in 6H- and 4H-SiC are
different, they are very similar along (1210) and (0110) di-
rections. All the results show that the recrystallized layer
generally contains a large number of secondary defects and
various polytype crystals, such as 3C-SiC. This may be at-
tributed to the lack of the atomic stacking sequence of the
polystructure at the a-c interfaces. On the other hand, recrys-
tallization studies along (1210) and (0110)-orientated
samples in 4H (Ref. 34) and 6H-SiC (Ref. 25) have shown
that the implantation-induced amorphous layer epitaxially re-
grows to the original polytype structure with secondary de-
fects that are temperature dependent. Although no secondary
phase formation is observed experimentally along the [0110]
direction during recrystallization,>* the slower regrowth rate
along the [0110] direction, as compared with the [1210] di-
rection, may be correlated to the atomic density of the atomic
planes or the formation of secondary ordered polycrystalline
during the recrystallization along the [0110] direction, as dis-

cussed above. The [1210] direction is the most packed direc-
tion for atoms in the basal plane, and the distance between Si
(or C) atoms is 0.33 nm, which is smaller than the value of
0.56 nm along the [0110] direction. However, the distance
between two Si (or C) atoms on atomic rows B and C along
the [0001] direction [see Fig. 4(a)] is about 1.06 nm and
0.53 nm, respectively. From Fig. 4(a), it is also clear that two
Si (or C) atoms on both rows B and C are separated by a C
(or Si) atom, which suggests that the atomic stacking
sequence is not as pronounced as that along the [1210] and

[0110] directions. Although it is difficult to conduct a full
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comparison of the present results with those along the [0001]
direction, it is expected that the regrowth rate along the

[1210] and [0110] directions should be faster than that along
the [0001] direction.

Heera et al.*® studied the microstructure of ion-beam-
induced recrystallization of amorphous layers on single-
crystalline 6H-SiC substrates using cross-sectional transmis-
sion electron microscopy, and they found that ion irradiation
substantially reduces the onset temperature of both the epi-
taxial layer regrowth and the random nucleation of crystal-
line grains. Two recrystallization regions have been ob-
served: 6H-SiC epitaxially aligned with the underlying
substrate and polycrystalline material of random oriented
SiC grains of mainly the 3C-polytype. One of the interesting
issues is why the epitaxial regrowth front breaks into col-
umns. They speculated that either additional atoms intro-
duced by ion implantation or crystalline nuclei formed dur-
ing irradiation have lead to columnar growth. Harada et al.'*
characterized the microstructures of recrystallized layers in
Si ion implanted 6H-SiC by means of transmission electron
microscopy, and the columnar growth of 6H-SiC and epitax-
ial growth of 3C-SiC grains were also observed. Their ob-
servations, along with TRIM (Transported Range of Ions in
Matter) calculations, suggested that the peak depth of the
implanted ion distribution does not fit the columnar growth
region and also the number density of implanted Si ions at
the peak depth is much smaller than the atomic density in
a-SiC. These results have implied that the columnar growth
of 6H-SiC is not due to implanted excess Si ions but due to
the stacking failure observed in layered 6H-SiC. The present
simulation results demonstrate that other polytype SiC can
nucleate directly within the amorphous region produced in
4H-SiC and undergo further growth during annealing. These
results are consistent with the experimental observations
conducted by Harada et al.;'* additional atoms introduced by
ion implantation are not required for a columnar growth of
polycrystalline SiC.

VI. ACTIVATION ENERGY SPECTRUM

The annealing simulation results indicate that there exist
several recrystallization processes in 4H-SiC as a function of
time at each temperature. According to annealing theory,*>#!
the recovery or annealing associated with a single indepen-
dent process over time, ¢, at temperature, 7, is proportional to
expl-vt exp(-E/kT)], where v is a characteristic atomic jump
frequency, E is the activation energy for the annealing pro-
cess, and k is the Boltzmann constant. While the recovery
stages are not as distinct as those previously observed for
annealing simulations in 3C-SiC,?° the data in Fig. 5 dem-
onstrate the annealing associated with several processes over
time at different temperatures. As a first-order approxima-
tion, the data at each temperature in Fig. 5 are fit to an
isothermal recrystallization model for sequential independent
annealing processes of the form:

fa= 2 expl— vt exp(= E/KT)], (1)

where f, is the fraction of amorphous atoms, as defined
above, and v; and E; are the characteristic jump frequencies
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FIG. 6. Activation energy spectra calculated from a model de-
veloped for recrystallization processes of (a) the model M, and (b)
the model M, in 4H-SiC, where the time at each annealing tem-
perature samples different regions of activation energy (time-
temperature) space according to Eq. (3) in the text.

and activation energies, respectively, for the ith recrystalliza-
tion process. Unfortunately, the data in Fig. 5 are insufficient
to yield unique activation energies based on this fitting ap-
proach.

A more useful approach, as demonstrated previously for
annealing simulations in 3C-SiC,” is based on annealing
theory for a distribution of quasicontinuous independent pro-
cesses that are characterized by a distribution of jump fre-
quencies and activation energies.*® The activation energy dis-
tribution function, P,(E,), for change in f, is given by the
expression*”

Py(E,) == (tkT)(df /d1), 2)

where df,/dt is the rate of change in the amorphous fraction
and E, is the most probable activation energy for annealing
to occur for a specific time, temperature, and characteristic
jump frequency. The expression for E, is given by*’

E,=kT In(vr). (3)

For a single annealing process with a distribution of activa-
tion energies or jump frequencies, the activation energy dis-
tribution should exhibit a broad peak; in contrast, a process
with a very specific activation energy and jump frequency
should exhibit a sharp peak in the distribution at the charac-
teristic activation energy for that process, which should be
similar to that determined by other methods of analysis.

To apply this method of analysis to the data, the charac-
teristic jump frequency needs to be known or estimated. In
the case of SiC, recent MD simulations of close-pair recom-
bination in SiC indicate that the value of v ranges from 3
X 10'% to 5 10'* 57125 Random-walk diffusion processes
should have somewhat lower values of ». Since most recrys-
tallization processes will involve a combination of local re-
laxation and local diffusion processes, an average value of
v=10'? 57! is assumed for simplicity. Using this value of v
and by differentiating the simulation data in Fig. 5, a seg-
ment of the activation energy distribution given by Eq. (2) is
obtained for activation energies defined by Eq. (3) for each
time-temperature data set. The results are shown in Figs. 6(a)
and 6(b) for the M, and M, models, respectively. The differ-
ent activation energy distributions in Fig. 6(a) overlap to
yield a nearly continuous spectrum of activation energies for
the various recrystallization processes active over this range
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of time and temperature. In the case of the M, model in Fig.
6(b), there are fewer activation energy peaks and less over-
lap. This may be associated with the difference in dominant
recrystallization processes in the M, model, as discussed
above. The initial rapid recrystallization in Figs. 5(a) and
5(b) is associated with short-range defect relaxation pro-
cesses that are only resolved in the 1000 K distribution and
have activation energies of about 0.8 and 1.1 eV, which are
similar to activation energies for recombination of some
close pairs®® and for C interstitial migration in SiC.?’

In the M, model, the rapid recrystallization observed at
short times at 2000 K, with activation energies below 1.3 eV
is not resolvable on the simulation time scales employed at
this temperature. The major recrystallization process ob-
served at 1500 K for longer times and at 2000 K for times
longer than a few nanoseconds has an unique activation en-
ergy peak at about 1.6 eV, as shown in Fig. 6(a). The highest
activation energy values (1.6 eV for the M, model and
1.7 eV for the M, model) for full recrystallization processes
are somewhat consistent with the experimental value of
2.1+0.5 eV reported for 6H-SiC.*> However, a much higher
value of 3.4 eV has been reported for 6H-SiC under other
crystallographic orientations.?> This clearly indicates that the
different atomic stacking sequence at the a-c interfaces may
have significant effects on the recrystallization mechanisms.

VII. INTERNAL ENERGY DISTRIBUTION

The total potential energy for a system can be calculated
by summarizing N individual single atomic energies,

N
U= E, 4)
i=1

where E; is a single atomic energy of the i atom. The single
atomic energy can be directly calculated during the MD
simulations, and can be used to map out the energy distribu-
tion with large spatial resolution that is particularly interest-
ing in the boundary regions between amorphous and crystal-
line phases. This can also provide interesting features in the
grain boundaries between polycrystalline phases formed dur-
ing simulations. It is noted that the total internal energy can
be obtained by summing the total potential energy and the
kinetic energy for the ensemble of atoms in the system. Sev-
eral calculations of the total internal energy at 1500 K in the
M, model indicate small fluctuations, but provide no signifi-
cant new information. Several frames at different times have
been quenched to zero K to see if the energy profiles are
significantly different from those at 1500 K, but there are no
obvious changes in the energy distribution. These results
demonstrate that the total internal energy can be well repre-
sented using the total potential energy. The MD cell is di-

vided along [1210] and [1010] directions into 30 and 40
layers, with each layer being 0.42 and 0.55 nm for the M,
and M, models, respectively. The potential energy per atom,
defined as the total potential energy divided by the number of
atoms in each layer, is plotted in Fig. 7 as a function of
distance for the M, model at 1500 K and the M, model at
2000 K, where the times inserted in the figures correspond to
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FIG. 7. Energy profiles at different times for (a) the model M, at
1500 K and (b) the model M, at 2000 K, where the SPEG pro-
cesses can be clearly seen by following changes in the width of the
energy profiles. The small energy barriers formed at the center of
crystal in the model M, indicate the nucleation and growth of the
secondary ordered phases.

those in Figs. 2 and 3. The interfaces between the amorphous
and crystalline phases are quite jagged, particularly during
the recrystallization processes. The potential energy obtained
in the present work may be underestimated, because the lay-
ers at the interfaces may include both amorphous and crys-
talline atoms. However, this does not affect the general con-
clusions presented below.

At the initial stage, as indicated by solid lines, both plots
show energy peaks or barriers appearing at the interfaces, as
compared with the adjacent bulk phases. Although the en-
ergy barriers are small, this suggests that the atoms at the
interfaces are in unfavorable energy configurations. The po-
tential energy of both the crystalline and the amorphous
phases away from the interfaces is almost constant, with
small fluctuations, and close to the energy of the respective
bulk phases. In the M, model, the width of the energy pro-
files continuously decreases with increasing simulation time,
as shown in Fig. 7(a), which corresponds to the epitaxial
recrystallization of the amorphous layer at the interfaces.
One of interesting results is that the original barriers at the
interfaces disappear after 30 ns annealing at 1500 K, and
two new energy peaks are formed, which may be associated
with the formation of new a-c interfaces. On the right of the
energy profile at 30 ns, the curve shows a small plateau in
the energy, and this may reflect the fact that the exact posi-
tion of the a-c interface is no longer well defined, as shown
in Fig. 2, where the interface has a zigzag feature. At 120 ns,
the energy barrier on the left of the profile vanishes, with
only a maximum remaining at the center of the profile. This
is consistent with the atomic plot shown in Fig. 2(c), where a
small fraction of amorphous atoms exists at the center of the
simulation cell. After another 20 ns annealing, the maximum
of the energy profile reduces significantly, and the amor-
phous structure is removed. In the case of the M, model
annealed at 2000 K, the initial energy profile is similar to
that in the M, model; however, the annealing simulations
lead to different energy paths. In addition to epitaxial recrys-
tallization of the amorphous layers, as demonstrated by the
reduction in the width of the profile, the decrease in the
energy level in the original amorphous region is obvious at
36 ns. This is due to the nucleation of polycrystalline phases,
as seen in Fig. 3(b). However, there are a few peaks in the
energy profile that correspond to the formation of grain
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boundaries between differently oriented microcrystals. These
results imply that atoms in the boundary regions have unfa-
vorable configurations, and thus high energy. The growth of
polycrystalline phases further reduces the height of the
peaks, but their positions remain unchanged. However, two
peaks on the left of the energy profile at 36 ns merge into a
single peak as the simulation time advances. The coalescence
of the small microcrystals on the left of Fig. 3(b) into a large
polycrystalline phase may account for this observation. Al-
though the grain boundaries are not planar along the (1010)
direction, the internal energy profiles provide the general fea-
tures of epitaxial recrystallization, as well as the nucleation
and growth of the polycrystalline phases. From a comparison
of the energy profiles in Fig. 7, it should be noted that the
thickness of the amorphous region in the M, model is larger
than that in the M, model (10 nm vs 4 nm), which may have
some effects on the growth of secondary phases, as discussed
in the Sec. V. It is also possible that the stronger modulation

of the potential energy of the [0110] oriented amorphous
layer give rise to the crystallization of secondary ordered
phase. However, further investigations are necessary to
clarify this issue by simulating recrystallization processes
with different sizes of amorphous regions.

VIII. SUMMARY

The recrystallization of nanosized amorphous layers in
4H-SiC has been investigated by classical MD methods with
simulation times of up to a few hundreds ns at temperatures
ranging from 1000 to 2000 K. In general, the recrystalliza-
tion process is consistent with solid-phase epitaxial re-
growth, but the recrystallization mechanism consists of mul-
tiple stages. There exist a large number of bond defects at the
amorphous-crystalline interfaces, and the recovery of these
bond defects and rearrangement of atoms at the interfaces
play an important role in recrystallization. The amorphous

layer with the a-c interface normal along [1210] direction
can be completely recrystallized at temperatures of 1500 and
2000 K, but the recrystallized region contains defects and
interstitial dislocation loops. The temperatures required for
complete recrystallization are in good agreement with those
observed at experiments. In the model with the a-c interface

normal along [1010] direction, the secondary ordered phases
nucleate and grow at the interfaces and within the amorphous
layer at 2000 K, which hinders the SPEG process. These
secondary ordered phases have been identified as 4H- and
3C-SiC with different crystallographic orientations to the
original 4H-SiC. The bond mismatches at the interfaces be-
tween different microcrystals result in the formation of a
number of stacking faults. The temperature is an important
parameter to control the nucleation of secondary ordered
phase, whereas the size of amorphous region has a significant
effect on their growth.

The activation energy spectra for recrystallization along
the two directions have been determined. In general, the ac-
tivation spectra show that there are a number of activation
energy peaks associated with different recrystallization pro-
cesses. The activation energy values for full recrystallization
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range from 1.2 to 1.7 eV, and the highest activation energy
of 1.7eV is consistent with the experimental value of
2.1£0.5 eV reported for 6H-SiC. The internal energy distri-
bution provides a detailed analysis of energy paths to recrys-
tallization due to SPEG process, and the nucleation and
growth of the secondary ordered phases.
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