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Time-dependent quantum transport far from equilibrium: An exact nonlinear response theory
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In this work, we present a theory to calculate the time-dependent current flowing through an arbitrary
noninteracting nanoscale phase-coherent device connected to arbitrary noninteracting external leads, in re-
sponse to sharp step- and square-shaped voltage pulses. Our analysis is based on the Keldysh nonequilibrium
Green’s-functions formalism, and provides an exact analytical solution to the transport equations in the far
from equilibrium, nonlinear response regime. However, the essential feature of our solution is that it does not
rely on the commonly used wideband approximation where the coupling between device scattering region and
leads is taken to be independent of energy, and as such provides a way to perform transient transport calcula-
tions from first principles on realistic systems, taking into account the detailed electronic structure of the device
scattering region and the leads. We then perform a model calculation for a quantum dot with Lorentzian
linewidth and show how interesting finite-bandwidth effects arise in the time-dependent current dynamics.
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I. INTRODUCTION

Due to the industrial efforts and achievements in device
miniaturization, modern electronic devices in present-day
computer technology have already entered the nanometer
era. For the past four decades, the electronics industry has
followed, to a very good degree, the so-called “Moore’s law”
which observes a steady decrease of device sizes by roughly
a factor of 2 every 18 months. The International Technology
Roadmap for Semiconductors (ITRS) predicts a continued
device scaling to the 22-nm technology at year 2016 when
the projected minimum device features will be less than 10
nm and computer chips will have more than six billion
transistors.! Such a relentless device miniaturization has
brought electronic device technology into a new realm where
quantum phenomena of charge and spin transport become
important physical factors. Another important reality of tiny
devices is that the discrete properties of materials are playing
increasingly dominant roles in device operation. Indeed,
ample experimental evidence has demonstrated that the op-
eration of nanoelectronics crucially depends on the close
coupling of quantum transport phenomena with the atomic
structure of the device material. Such a coupling poses new
challenges to both experimental and theoretical understand-
ing of nanoelectronic device physics.

The simplest nanoelectronic device structure is the two-
probe lead-device-lead (LDL) configuration, where “device”
is the scattering region which is connected to the outside
world by the “leads,” schematically shown in Fig. 1. The
theoretical interest is to predict the quantum transport prop-
erties of such devices including all the atomic details of the
device material. In the past several years, very good theoret-
ical progress has been achieved for first-principles modeling
of steady-state quantum transport in these systems from an
atomic point of view, by carrying out density-functional
theory (DFT) calculations within the Keldysh nonequilib-
rium Green’s-functions formalism (NEGF). The basic idea of
the NEGF-DFT formalism>3 is to calculate the device
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Hamiltonian and electronic structure by DFT, populate this
electronic structure using NEGF theory which properly takes
into account nonequilibrium quantum statistics, and deal
with open device boundaries directly using real-space tech-
niques. So far, several implementations of the NEGF-DFT
formalism have appeared in the literature>'® and many
steady-state quantum transport properties of nanoscale con-
ductors have been analyzed using these codes. The fact that
the NEGF-DFT formalism works for steady-state transport
has been demonstrated by direct quantitative comparison to
experimental data,''~'# as well as by recent literature which
puts this formalism onto more rigorous theoretical
footing.!>:16

While good progress has been achieved for steady-state
quantum transport analysis from an atomic point of view, a
very serious challenge to nanoelectronics device theory has
been the understanding and prediction of transient transport
dynamics in these devices. Indeed, an important issue which
has yet to be resolved is to predict how fast or how slow a
nanoelectronic device can turn on or off a current from
quantum-mechanical first principles. One cannot develop an
electronic technology unless the operational speed of the de-
vice can be designed and controlled. This issue is closely
related to the transient transport phenomenon, which is be-
coming an extremely important problem of nanoelectronic

FIG. 1. Schematic diagram of a nanoscale device in the LDL
configuration.
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device physics, as can be observed in such effects as photon-
assisted tunneling,'” electron turnstiles,'® and ringing behav-
ior in the time-dependent current.'®?° Recent real-time mea-
surements of electron dynamics?! have further raised interest
for the study of transient quantum transport. Therefore a very
important theoretical problem is to formulate a proper theo-
retical formalism which can be applied to analyze transient
quantum transport in LDL systems.

It is the purpose of this paper to report a time-dependent
quantum transport theory far from equilibrium and to derive
an exact nonlinear response solution for the time-dependent
current J;x(7) flowing through the left (L) or right (R) lead
of the LDL device in response to external time-dependent
bias voltage pulses. We will present solutions for three dif-
ferent pulses: a downward step, an upward step, and a square
pulse. Because the analysis is rather complicated, detailed
derivations will be given so that interested readers can follow
without difficulty. Importantly, our exact solution for J; (7)
is expressed in terms of the steady-state Green’s functions of
the device (when there are no time-dependent fields) which,
as discussed above, are solvable numerically for nanoelec-
tronic devices using the NEGF-DFT formalism. This way,
our theory provides a possible solution to the problem of
estimating the switching speed of nanoscale electronic de-
vices.

Before moving on to our theory, we note that many dif-
ferent theoretical approaches have been used to tackle time-
dependent quantum transport problems. These include the
time-dependent Schrodinger equation,?? the transfer Hamil-
tonian formalism,?* path-integral techniques,?* the Wigner
distribution function,? the time-dependent numerical renor-
malization group,?® evolution operator techniques,”’*® time-
dependent density-functional theory,'>?°33! and the NEGF
technique.!®-23237 In particular, our formalism for calculat-
ing J;x(#) driven by a voltage pulse will be based on NEGF.
The main reason for this choice is due to the fact that the
steady-state Green’s functions for any LDL device can be
straightforwardly calculated by the well-documented NEGF-
DFT formalism,”!? and these steady-state Green’s functions
provide an excellent starting point for analyzing the time-
dependent current J;5(7) as will be seen below.

Nonequilibrium Green’s functions*®-4> have so far been
used extensively in the study of phase-coherent electronic
transport; indeed, both steady-state>#3—43 and
time-dependent!%2%3637 problems can be analyzed within
this formalism. Apart from numerical studies,?”*® most in-
vestigations of time-dependent transport problems within
NEGF have relied on the so-called wideband limit** (WBL),
which is an approximation that amounts to neglecting the
energy dependence of the coupling between the leads and the
central scattering region of the LDL device. It can be shown
that in this limit, the two-time retarded self-energy function
SR(¢,t") becomes proportional to a delta function*’ &(z—t").
This results in a tremendous simplification of the transport
problem since the retarded single-particle Green’s function
GR(t,1") can then be obtained exactly in closed form*® (in the
absence of interactions). Beyond the WBL, however,
GX(t,1") is given by the solution of a double integral equa-
tion which is not generally solvable, even in the absence of
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interactions. Numerical approaches based on discretization*
require the manipulation of four-dimensional arrays
G,,,(t;,t;) that become increasingly large with increasing cut-
off and decreasing step size in the time domain. In that sense,
it is desirable to be able to exactly solve the transient dynam-
ics analytically and perform the remaining work numerically
with the usual three-dimensional arrays GX (w,).

The wideband approximation is valid if the density of
states in the leads varies slowly with energy in the vicinity of
the levels of the device scattering region. However, in nanos-
cale systems, most electrode materials are characterized by
complicated band structures which lead to nontrivial features
in the density of states such as peaks, dips, gaps, and van
Hove singularities.?” Hence if a realistic first-principles de-
scription of time-dependent electronic transport in nanoscale
devices is to be achieved, one needs to take into account the
detailed electronic structure of the leads. Indeed, different
electrodes such as metals, semiconductors, superconductors,
nanotubes, and nanowires have qualitatively different fea-
tures in their density of states, and are known to have very
different transport properties as a result thereof.

In the following, we present an exact solution, without
invoking the WBL approximation, of the nonlinear, far from
equilibrium, time-dependent current driven by an external
voltage pulse, for nanoscale devices in the LDL configura-
tion. Our solution applies to the cases of sharp step-shaped
voltage pulses and square voltage pulses, and is valid for an
arbitrary noninteracting scattering region connected to arbi-
trary noninteracting leads. Our main result is an exact for-
mula for the time-dependent current J; x(¢) flowing through
the left (L) or right (R) lead, given in terms of the steady-
state Green’s functions and self-energies.

Because the theoretical derivation is rather involved due
to the complexity of the problem, here we list for conve-
nience the main results of this work. (i) The time-dependent
current J,(¢) through lead @=L,R is given by the general
formula Eq. (10), valid for any type of pulse. It is expressed
in terms of the functions A ,(e,f) and W (€,7) that need to be
found for each specific type of pulse. (iia) For a downward
step pulse, A ,(€,1) is given in Eq. (22) and W (€,1) is given
in Eq. (27); (iib) for an upward step pulse, A ,(€,?) is given in
Eq. (47) and V¥ (€,1) is given in Eq. (50); and (iic) for a
square pulse, A,(€,7) is given in Eq. (58) and W ,(e€,?) is
given in Eq. (60).

The paper is structured as follows. In Sec. II we briefly
review the Keldysh nonequilibrium Green’s-functions for-
malism applied to the transport problem as put forward in
Refs. 19 and 20, and introduce several new definitions
needed to solve the time-dependent problem beyond the
WBL. In Sec. III we derive an exact solution for a downward
step pulse, and validate this solution with sum rule checks
for the initial and asymptotic currents. The same is done in
Sec. IV for an upward step pulse and in Sec. V for a square
pulse. In Sec. VI, we apply these general results to the sim-
plest model capable of exhibiting finite-bandwidth effects, a
single-level quantum dot with Lorentzian linewidth. We also
show how these results reduce to previously known results
obtained by Jauho et al.'>?® under the WBL approximation,
in the case we take the linewidth to be independent of en-
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ergy. Finally, in Appendix A, we present a derivation of the
time-dependent Dyson equation based on the path-integral
formulation of the Keldysh technique, and in Appendix B we
have included a longer derivation belonging to Sec. VI.

II. KELDYSH FORMULATION OF QUANTUM
TRANSPORT

Throughout this work, we shall work in units where #
=1. For a general LDL two-probe device (Fig. 1), the Hamil-
tonian can be written as

H= E eka(t)cliacka + 2 emn(t)d;dn
ka mn

+ E (tka,nc;(adn + tlia,ndj;cka)’ (1)

ka,n

where cla (cke) With a=L,R is a Fermionic creation (anni-
hilation) operator for a single-particle momentum state k in
the left (L) or right (R) metallic lead, and d:g (d,) is a Fermi-
onic creation (annihilation) operator for a single-particle
state labeled by n in the scattering region. The first two terms
in Eq. (1) describe the isolated (unconnected) leads and scat-
tering region. The last term describes hopping processes be-
tween the leads and the scattering region with strength f, .
We set from the start chemical potentials in both leads to
zero, so that the connected system without the time-
dependent perturbation is in equilibrium with zero chemical
potential everywhere. In order to specify the time-dependent
perturbation, we assume that the single-particle energies fol-
low adiabatically the time dependence of the external
fields.!929-36:37 As pointed out by Jauho et al.,?° this assump-
tion assigns an upper limit v, of roughly tens of terahertz to
the spectral content of the time-dependent perturbation. In
our case, since we will be considering external fields with a
step function time dependence, this corresponds roughly to a
pulse rise time**7~ 7/ w, which is on the order of tens of
femtoseconds. With electron dynamics usually in the pico-
second range, the approximation of a perfectly sharp step is
seen to be reasonable.

In the adiabatic approximation therefore the single-
particle energies acquire a rigid time-dependent shift: €,,()
=€, +A, (1) and €,,()=€" +A,,(t) where €, and € are
the energies in the time-independent unperturbed system.
The energy shift in the leads A,(7) is assumed to be uniform
throughout the lead, which is reasonable since the above-
mentioned frequency limit, being smaller than usual metallic
plasma frequencies, ensures that the external electric field is
effectively screened.Z® We, however, allow for a spatial de-
pendence of the time-dependent potential A(x,¢) in the scat-
tering region, which translates into a matrix A,,,(f) in the
basis defined by the set of states {|n)}. Indeed, the electric
field is not screened in the small scattering region where the
bias drop occurs.

A. Time-dependent current

A Keldysh nonequilibrium Green’s-functions analysis'®2°

of the time-dependent current through lead « defined by
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J(t)=—e(dN,/dt), where e>0 is the elementary charge and

NazEkc;acka is the number operator for lead «, yields the
following formula:

t
d gt
Ja(t) - _ zef dr' f 2_6 Im Tr{eze(t—t )g’f,fdtlAa(tl)
—00 7T

XT([G=(1,1") + f() G (1,1")]}, ()
where f(€)=(eP+1)7! is the Fermi function, the linewidth
function I',(¢) has matrix elements I, ,,(e)

= 27Tpa(e)t;m(e)ta’,,(e) where p (€)=, 5 e—€,) is the den-
sity of states in lead «, and we define two nonequilibrium
one-particle propagators, the lesser Green’s function
G=(1,1"),

Gli’n(t’t,) = l<d1Tn(t,)dn(t)>’
and the retarded Green’s function G®(z,1'),
GR (t.1") = —i6(t — t'){d,(1),d},(t")}).

The lesser Green’s function satisfies the Keldysh equation,’’

G<(t,t’)=fdt1fdtZGR(t,t1)2<(t1,tz)GA(tz,t’), (3)

where GA(z,t')=[GR(¢',1)]" is the advanced Green’s function
and 3<(t,1,) is the lesser self-energy given by’

do . ity
St =i, f ;f""(”"”e’fﬁd’w’ﬂf(w)raw).

We thus see from Egs. (2) and (3) that since the Keldysh
equation in this case is an explicit expression for the lesser
Green’s function in terms of the retarded Green’s function,
solving the transport problem amounts to solving for the re-
tarded Green’s function. The retarded Green’s function satis-
fies the Dyson equation,?”>°

GR(t,t')=G§(t,t’)+fdt1fdtng(t,tl)

X 3R(t,,1,)GR(15,1"), (4)

where 3(¢,,1,) is the retarded self-energy given by
R . do —iw(t;=ty)
p) =it —n) 2 | e

Lol
X elflfdt3A“(l3)Fa(w),

and Gg(t, t') is the retarded Green’s function for the isolated
scattering region, that is, considering only the second term in
the Hamiltonian (1).

For time-dependent problems, instead of working directly
with the retarded Green’s function, we will work with the
quantity A,(e,t) defined® as

t
Aa(E’[) = J d[,eie(t_t/)eif;'dtlA“(ll)GR(t,[,). (5)

We separate the current into two contributions Ja(t)=J§(t)
+J(#), where J®=(1) is the contribution to the current (2)
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from G®=(t,t'), respectively. It is easily seen from Eq. (2)
that the retarded current is given by

JR(6) = - 2e f j—elmTr{f(e)ra(e)Aa(e,;)}. (6)
o

Using Eq. (5) in the Keldysh equation (3), we obtain the
following expression for the lesser Green’s function,

G (1) =i, Jd—wE‘i“("")e"firdflAﬁ(fl)
8 21

><f(w)Aﬁ(w,t)Fﬂ(w)A;g(w,t'), (7)

so that the lesser current J(#) is given by

Jo()==2e f j—; Im Tr{l" (&)W ,(€,1)}, (8)

where in analogy with Eq. (5), we have defined V¥ ,(e,1)

. AT
=[1 dt’ el A)G=(z ') for the lesser Green’s
function, so that we have

V(en)=i, fd—ée"(e‘f')’f(E’)AB(E’J)TB(E’)
5 2

t
. T -
< j dtre—l(e—e )t elft’dll[Aa(ll)_AB(II)]A;;(GI,t,). (9)
The total current, given by the sum of Egs. (6) and (8),

Jolt) ==2e f j—; Im Tr{l' (e)[ W o(€,1) + f(€)A (€]},

(10)

is therefore entirely determined by A ,(€,?). The main objec-
tive of our analysis will thus be to obtain an exact solution
for A,(e,1). As one can expect from Eq. (4), to obtain
A,(e,t) one needs to solve a particularly difficult integral
equation since it contains both an inhomogeneous term aris-
ing from G§(t,¢') and a double integral over two time vari-
ables #, and t,. In equilibrium or steady-state nonequilib-
rium, Green’s functions and self-energies depend only on the
time difference 7—¢' because of the time-translational invari-
ance of the Hamiltonian. In this case, Eq. (4) is a Fourier
convolution product that can be reduced to an algebraic
equation by a Fourier transformation from the time domain
to the frequency domain. In time-dependent transport, how-
ever, explicitly time-dependent terms in the Hamiltonian
break time-translational invariance and the Green’s functions
and self-energies depend on both arguments 7 and ¢’ sepa-
rately; Fourier transform techniques cannot be applied to
solve the problem. However, we will see that it is possible to
obtain an exact solution for A ,(€,7) in the physically relevant
cases of a step function pulse and a square pulse using other
techniques. In view of doing this, we will need an alternate
form of the Dyson equation (4).

B. Dyson equation

There are three basic ingredients in the Hamiltonian (1):
(i) the isolated central region, (ii) the coupling between cen-
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tral region and external leads, and (iii) the time-dependent
external fields. Different but equivalent Dyson equations can
be obtained depending on (a) what is chosen as a perturba-
tion in regard to (b) a chosen unperturbed system. In Eq. (4),
the unperturbed system consists of the isolated central region
together with the external field A(z), and the coupling to-
gether with the applied bias A (¢) give rise to a self-energy
correction. In the study of time-dependent transport, it is
better to treat the time-independent, coupled system at equi-
librium as the unperturbed system, and add the time-
dependent external fields as a perturbation. Such a partition-
free approach® is more consistent with the way actual
measurements are carried out in practice. As we will see, it
also gives rise to a Dyson equation whose mathematical
structure is better suited to the study of transport driven by a
voltage pulse. However, provided that the problem is solved
exactly, both approaches give the same result for the exact,
fully resummed propagator GR(¢,t").

Following the derivation given in Appendix A, we will
use the following form of the Dyson equation for our analy-
sis:

GR(t,i")=GR(t-1") + f dn,GR(t = 1) A1) GR(1,,1")

+ f d, f Aty GR (1 = 1) VR(11,1)GR(1pt'), (1)
where we define a two-time retarded potential*® VR(z,,t,) as

VR(1,1) = 3 (e 26 - 1SRGy 1), (12)
B

and GR(r—1') and iﬁ(t—t’) are the time-translationally in-
variant, equilibrium Green’s function and self-energy due to
lead B, respectively. They describe the coupled system at
equilibrium and are known. Following Eq. (5), it is straight-
forward to obtain an integral equation for A,(€,7) by inte-
grating on both sides of Eq. (11),

Aa(e,t) :A'a(f,l) + f dt/eie(t—t’)eifi,dtlAa(tl)

X éR(l‘ — t’)A(lJ)Aa(G’lJ) + f dtl f dtzeif(t—tz)

X el 813 8B GR(1 — 1) VR(1,,1,)A (€1,), (13)

where A ,(€,1) Ef’_wdt’eif("”)eifi’d’IAa(ll)GR(I—t’) is known.

In order to solve Eq. (13), we need to specify the external
fields A(z) and A (). We will study three cases: a downward
step pulse (Sec. III) given by A, (t)=A, 0(—t), an upward
step pulse (Sec. IV) given by A, (1)=A,) (1), and a square
pulse (Sec. V) given by A, (f)=A, for 0<r<s and zero
otherwise, where A, is a constant amplitude and s is the
duration of the pulse. We study the dynamics of the system
after the pulse is applied at r=0.
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III. CURRENT DRIVEN BY A DOWNWARD STEP PULSE

In this section, we will be concerned with a device ini-
tially out of equilibrium under dc bias A, A, for <0, so that
a dc current flows. At t=0, this bias is suddenly turned off
and remains off for subsequent times. We wish to derive an
exact expression for the dynamics of the decaying current as
the system relaxes to equilibrium at large times.

A. Calculation of A ,(€,t)

For a time-translationally invariant quantity C(z—t'), it is
useful to introduce the associated quantity in Fourier space
C(w) = [dte''C(1) such that C(t-t")
=[(dw/2m)e 1) C(w). The equilibrium Green’s function
GR(w) and self-energy Sg(w) are defined in this way from

GR(t-1') and 3K s(t—=1'), respectively.
From these deﬁmtlons we can readily calculate the inho-

mogeneous term A (€,7) in Eq. (13) for >0 in the case of
the downward step pulse,

—i(w—e)tAaéR(w)
—i0")(w - e—i0%)’
(14)

dw
Aden = GR(E)+f2m(w—e A,

where we used the relation ft_ocdt’ei‘”’,=—iei“”/(w—i0+) and
the Plemelj formula 1/(w+i0")=P(1/w) ¥ i7é(w), where 0*
is a positive infinitesimal and P stands for the principal
value.

The time integrations in Eq. (13) range, in principle, over
the whole real axis. However, certain simplifications occur in
the case of a downward step pulse since A(z'>0)=0 and
VR(t,,t,)=0 when both ¢, and t, are greater than zero, as can
be seen from Eq. (12). Furthermore, VX(¢,,t,) vanishes for

1,>1, since it is a retarded function and GR(r—1,)=0 for 1,
>t for the same reason. We thus obtain the following equa-
tion for > 0:

0
dtreie(r—t’)eif;,dt]Aa(z,)

A e =A,(€1) + f

—00

_ 0 1
XGR(t—1")AA (e,1") + (f dtlf dt,

t 0
+f dtlf dfz)eie(t_h)eiszdtﬂ“(%)
0 —o0

XGR(t = 1) VR(t,,1)A (€.15), (15)

which is a generalized Wiener-Hopf equation’'> relating
Al(e,)=A,(e,1>0) to A (€,t)=A,(€,r<0). Indeed, on the
left-hand side of Eq. (15) we require only A,(€,1) for >0
after the pulse is applied, while the limits of integration on
the right-hand side are such that only A,(e,r) for <0 is
involved in the integrals on that side. However, A (€,1<0)
is already known since it depends only on GX(¢,t') for t,t'
<0 as can be seen from Eq. (5), and GF(r<0,t'<0)

=GR(r—1') is a steady-state nonequilibrium Green’s function
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describing the system under dc bias before the voltage is
turned off. Considering the Dyson equation (11) for 7,' <0,
we have

Gri-1)=GRit—1') + J dt,GR(t — 1)) AGR(t; - ')

+ f dtl f dtzéR(t— tl)z (e_iAﬂ(tl_tz) - 1)
B

XSt - )G (1~ 1),

which can be Fourier transformed to yield

GR(w) = GR(w) + GR(w) AGR(w) + GX( w)E[z (0-Ap

- SKw)]G (w). (16)

so that GR(w) can be solved for by matrix inversion,
G (w)={1-GF()(A+2SE(w-Ap) -ZH(@)])} ' GR(w).
Since the equilibrium Green’s function is given by G(w)
=[wS—H-3R(w)]" with H,,= €, the unperturbed Hamil-
tonian matrix, S,,, = (m|n) the overlap matrix for the n basis,
and iR(w)EElgig(w) the total equilibrium self-energy, we
see that the nonequilibrium Green’s function is given by
GR(w)=[wS-H-3R(w)]"" where H=H+A is the nonequi-
librium Hamiltonian matrix and ER(w)EEﬁiﬁ((u—Aﬁ) the
nonequilibrium total self-energy.

We can then proceed to calculate A,(€,7<0) from Eq.

(),

G
< = A
o€t <0)= f2mw—e A, -i0* =GHe+Ad),
(17)

where the last equality follows by residue integration in the
upper half plane where the retarded Green’s function is ana-
Iytic.

We now see that Eq. (15) is actually not an integral equa-
tion, but an explicit expression for A,(€,:>0) in terms of
known quantities Eqs. (14) and (17). We now evaluate the
integrals in Eq. (15) in terms of the Fourier-transformed

quantities GR(w), GR(w), and SR(w). The integral over ¢’
yields

0
f di'e ie(t-t") zf ,dllAa(tl)éR(t_ l’)AAa(E,Z‘,)

~R ~R
=f d_we—i(w—e)tG (w)AG"(e+A,) (18)

2 w—€e—A,-i0"

In order to evaluate the first double integral in Eq. (15), we
notice that for (¢,,1,) € (—©,0] X (-%,r,], the retarded po-
tential VX(z,,1,) depends only on the time difference #,—t, as
can be checked from the definition (12), and is given by
VR(tl—t2)=25[e‘mﬁ<’1"2)— 1]§§(t1—t2). By direct integration
we can show that
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0 31 ) i _
f dr, f dye' =)L 8DGR(: — 1 ) VR (1) — 15)A ((€,15)

J‘dw e—t(w e)tGR(w)

2miw—€e—A, lO+

D [SRe+ A~ Ap

~SR(e+A,)]GR(e+A,). (19)

In the second double integral in Eq. (15), the domain of
integration is such that the retarded potential becomes

VR(t,,t,) = Eﬁ[e‘Aﬂ’Z—l]E (t,—1,). Performing the integrals
over t; and t,, we obtain

0
f dtlf dfzeie(t_tz)eif:zdtzAa(t3)6R(t— f])VR(tl,tz)Aa(E,tz)
0 —0

de' e NGR(y) ,
f2mf2m w—€ +i0* 22( )
1

e—€ +A,+i0*

X GR(e+A,).
(e—e +Aa—AB+10Jr )G (e+ 8

(20)
The integral over €' can be carried out exactly by residue
integration in the upper half plane where the retarded self-

energy SR (E ) is analytic and the only poles are €' =w+i0*,
€' =€e+A, +10’r and € =e€+A,~Ag+i0". Equation (20) then
becomes

( B(w) - SR(e+ A, — Ay

do
hatadl —l(w—e)tGR
;€ ( )2 w—€-A,+Az—i0"

277

(w) Sk sle+A,)
-e—A,-i0*
Adding all the contributions to A ,(€,t) from Egs. (14), (18),

(19), and (21), we see that the term containing fg(e+Aa)
cancels out from Egs. (19) and (21), so that we finally obtain

) GR(e+A,). 1)

A (er) = GR(E)+f

do e @ 9GR(w) A,
2miw—€e—A,—i0"| w-€e-i0*

+ (A-Z AB\?’;ﬁ(w,e)>c‘;R(e+ AQ)}, (22)
B

where we have defined

SR(w) - She+ A, —Ap)
w—€-A,+Agxi0"

Ygﬁ(a), €) , (23)
where the sign of the infinitesimal imaginary part i0* is im-
material since it gives a vanishing contribution anyway, as
can be easily checked. One can choose either sign for ease of
calculation, or get rid of the imaginary part altogether. Equa-
tion (22) is the first important result of this work since it
entirely determines the time-dependent current (10) for the
downward step pulse.
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B. Calculation of W ,(€,)

From the explicit solution (22), we can calculate V¥ (€, 1)
which is needed to obtain the lesser current (8). We separate
the integral over ¢’ in Eq. (9) in two parts, one part over

(=o0,0] involving only A;(e’,t’<0)=(_?A(e’+Aﬁ) and the
other part over [0,7] involving the Hermitian conjugate of
the solution (22). This way we obtain

13
f dl‘/e_i(e_e/)t,eif;’dtl[Aa(tl)_AB(tl)]ATﬁ(6,,t’)

B iG*(e +Ap)
T e-¢€ +A,—Ag+i0"

+ B;(e, €.1),
where we have defined

t
B,B(f’ el’t) Ef dt/ei(e—e’)t’Aﬁ(ff’tr), (24)
0

which is to be calculated from Eq. (22). Carrying out directly
the integral over ¢', we obtain

Bgle, €',1) = expc(e— 6’|t)éR(e’)

+f d_wexpc(e—w|t)5R(w){ Ag

27 w-€-Ag—i0" | 0—€ -i0"
+ (A-E AMYgﬂ(w,e’)>éR(e' +A,g)1, (25)
M

where by analogy with the sine cardinal function sinc x, we
have defined a complex exponential cardinal function
expc(z|t) as

elzt -1

- for z # 0,
expe(z|t) = iz (26)

t for z=0,

which can be shown to be an entire function of z by the
Riemann removable singularity theorem.> Its connection to
the sine cardinal function is obvious from the relation
Re{expc(w|t)}=t sinc wt valid for real w,1.

The function W (€,7) is thus given by

W)= [ SO e )
B w

iGA(E' +Ap) . )
X +Byle €], 27
(e—e’+Aa—AB+iO+ Heen @7)

with Bg(e, €’ ,1) given in Eq. (25).

C. Initial and asymptotic currents

We now show that the current calculated from Egs. (10),
(22), and (27) satisfies two limits, namely the initial =0
current which can be calculated otherwise from a standard dc
transport nonequilibrium Green’s-functions analysis, and the
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asymptotic t— o0 current which we expect to be zero.

1. Initial current (t=0)

We first show that A,(e,0)=GR(e+A,), that is, the solu-
tion (22) satisfies the boundary condition (17). Setting =0 in
Eq. (22), the integral over w can be carried out by residue
integration in the upper half plane. Choosing a minus sign
for the infinitesimal imaginary part in Eq. (23), we see that
w=€+A,~Az+i0" is not a pole of thﬁ(w, €) since the resi-
due vanishes. Summing over the only poles w=€e+A,+i0"
and w=e+i0*, we see that GR(e) cancels out and we obtain

A (€,0)=GR(e+A,) +GR(e+ A )AGR(e+A,)

—GRe+ )2 MY (e + A +i07,0GR(e+A,).
B

From Eq. (23), this is seen to be precisely the Dyson equa-
tion (16) for the steady-state nonequilibrium Green’s func-
tion 6R(w)|w=e+Aa, so that we obtain A (€,0)=GR(e+A,) as
claimed.

We now turn to W (€,0). From the definition (24), it is
obvious that Bg(e, €',0)=0. Setting r=0 in Eq. (27) gives

GR(¢€ +AB)F5(6 )GA(€ + A 5
"—e—A,+Ap—i0"

bl

W (€.0) = Ej”(ﬂv

so that upon substitution in Eq. (8), we obtain for the initial
lesser current

J@-wzf“f—ﬂv

Tr[F (e)GR(¢' +Ap) (e €)G e +A 5]
€ —e-A,+Ag—i0"
(28)

Since T,(€)=i[SR(e)-2A(e)] is a Hermitian matrix and
G*(e)=[GR(e)]", one can easily show by cyclic invariance
and using the property (Tr[A])"=Tr[A] that the trace in Eq.
(28) is a real quantity. Taking the imaginary part in Eq. (28)
generates a delta function &(e’' —e—A,+Ap) so that the inte-
gral over €' can be carried out trivially, and we obtain

J5(0)=- 2ef El Tr{[ ()G~ (e)}. (29)
221
where G=(€)=G"(€)2~(€)G"(e) is the nonequilibrium lesser
Green’s function and S<(e)=i2,3fﬁ(e)l: plé) is the nonequi-
librium lesser self-energy, with the corresponding nonequi-
librium quantities fz(€) =f(e—Ap) and l:ﬁ(e) =TI g(e-Ap).
From Eq. (6) and the previously shown relation A ,(€,0)

=GR(e+A,), we obtain for the retarded current
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JR0)=-2¢ f Zd_;' Im Tr{f,(e)T ()G (e)} =

f——Tr{fa(e)F (e[G"(e) - G ()1},
(30)

so that the total current is given by the sum of the lesser [Eq.
(29)] and retarded [Eq. (30)] currents:

J(0) = iEJ j—; Tr(T o({G (&) + f()[G () - G*(&)])),

a known result?*** from dc transport theory that can be re-
written as the more familiar Landauer-type expression,>#-4

Ja(o) = 82 f dG[fa(G) _fﬁ(é)]
B

X Tr{l () GR()T 4(€)G* ()}, (31)
using the Green’s function relation’™ GR(e)-G*(e)=
~iGR(e)T(e)G*(e) where TI'(e)=Z4l4(€). Our time-

dependent solution therefore yields the correct initial current.

2. Asymptotic current (t— »)

The proof that the asymptotic current J,(e°) vanishes pro-
ceeds along similar lines. We start by investigating the first
contribution to the lesser current, arising from the term in

V¥ (€,1) that contains GA(E’+AE) [see Eq. (27)],

d
<(l)(°°) =lim2e Im Trz — —Ee &€ )’f(s)
1—* 2 ) 2
X T (€)Ag(e .0 g(e")G (€' + Ap)
e—€ +A,—Ag+i0*

By virtue of the Riemann- Lebesgue lemma,*® the Fourier
integral over € vanishes and J<(1 (o0)=0. The second contri-
bution is given by

<(2 (0) = lim2e Im TrE f de’ pllee )tf(é' )
1= 21
x T (E)Aﬁ(f DT g(e')Bje.€.1). (32)

In this expression, the Riemann-Lebesgue lemma must be
i€’ or ¢~ hidden inside
i(e-

applied with care since factors of e
Ay(€ 1) and Bg(e, €',1) can cancel out the e ) factor in
front of the Fermi function, yielding a nonvanishing contri-
bution to the integral in the t— o0 limit. From Eq. (22), we
know that A4(€’,1) is the sum of a constant term plus a term
with a time dependence of the form ¢~(«=€)" under an inte-
gral over w. As for Bg(e, €',1), we first notice from Eq. (26)
that expc”(w|f) =expc(—w|f)for real w,z. Then from Eq. (25),
we observe that BE(G,G,I') consists of a first term with a

time dependence of the form emile=€r_ 1, hence a time-
dependent term plus a constant term, plus a second term with
a time dependence of the form ¢~¢®—1 under an integral
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over w, hence a time-dependent term plus another constant
term. After having investigated the time dependence of the
product ei(f‘f’)’Aﬁ(e’,t)FB(e’)Bg(e,e’,t), a careful analysis
of the cancellations mentioned above reveals that under the
application of the Riemann-Lebesgue lemma to the Fourier
integrals over € and €', the only nonvanishing contribution to
Eq. (32) in the t— o limit is

< (00) = _ Efd_e' ’
T3P (o) = 2e%f277 5 /()

% Im{ Tr{o(€G*(e)T4(e') G ()] }

€ —e-i0"

where we have exploited the analyticity of expc(z|?) to add a
small imaginary part to € and write expc(e’ —e|f)=[¢!(€ "
—1]/i(€' —e—i0%), a necessary step to ensure the integrability
of the integrand over the real axis (a condition of applicabil-
ity of the Riemann-Lebesgue lemma) as we express
expc(€’ —€|t) as the difference of a time-dependent part

~ei€'=9" and a constant part. Following the same steps that
lead from Eq. (28) to Eq. (29), we obtain

S @) ==2e f j—ﬂi THT (9 G=(e)).

I@)=r;"@)+s @), and  G(e)
=GR(e)S<(€)G(e) is the equilibrium lesser Green’s func-
tion, with §<(e)=i25f(e)rﬁ(e) the equilibrium lesser self-
energy. In the t— oo limit, the Fourier integral over w in Eq.
(22) vanishes by the Riemann-Lebesgue lemma, so that we

since

have A (€, )=G~(e). The retarded current is then given by

JR(@)==2e f ;l—el Tr{f(T (e[ G"(€) - G(e)]}.
21

so that the total asymptotic current is

Jo(20) = ief j—; Tl (){G () + f([G (&) - G (T},

and vanishes as a result of the fluctuation-dissipation
theorem®” G=(€)=if(e)a(e) with the spectral function a(e)
=i[GR®(€)-G*(e)], valid in equilibrium. Our time-dependent
solution therefore correctly predicts that the current decays to
Zero as t— .

IV. CURRENT DRIVEN BY AN UPWARD STEP PULSE

In this section, we consider a system initially in equilib-
rium with zero bias. At =0, a dc bias is suddenly applied
and remains on for >0, driving the system out of equilib-
rium. We study the transient current for >0.

A. Calculation of A ,(€,t)

As in Sec. IIT A, we first calculate the inhomogeneous
term A (e,7) in Eq. (13). For an upward step pulse we obtain
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A (e1)=GR(e+A,)
J‘ d_a) e—i(w—e—Aa)tAaéR(w)
2mi(w—€—A,—i0")(w—€e—i0")’
(33)

for >0.

In Eq. (13) the integration over ¢’ ranges only over [0,7]
since A(7' <0)=0 and GR(t<1t')=0. In addition, the retarded
potential VR(¢,,1,) vanishes when ¢, and 1, are both less than
zero, as can be seen from Eq. (12). Finally, VR(r, <t,)=0 as
before from causality so that the integration range for the
double integral changes from R? to [0,7] X (=% ,¢,]. Splitting
the 1, integration into two parts (—o,0]U[0,z,], we obtain
the following integral equation for A (€,?):

t
Aen=Al(en) + f dr' B GR(E 1) AA (et
0

1 7
+ j dtlJ dlzei(E+Aa)(l_tl)
0 0

XGR(1 = 1)) 2D DVR(t — 1)A (e,1,), (34)

where the retarded potential VX(t,,1,) is seen to depend only

on the time difference f;—#, over the integration domain
[0,7]X[0,1,], and A!(e,1) is defined as

t 0
Al(er)=A(e1) + J dtlf d,e' ) eihat
0 —0

XGR(t - 1) VR(11,1)A (e1), (35)

and is known since it involves only A (€,%,<0) and A, (€,0)
which is given in Eq. (33). From the definition (5), A,(€,?
<0) involves only GR(t+<0,t' <0) which is equal to the
equilibrium Green’s function GR(7—¢') in the case of the up-
ward step, and describes the system before the pulse is ap-
plied. Since A,(1<0)=0, Eq. (5) is simply the Fourier trans-
form of GR(t—1') and we have A,(e,r<0)=GR(e). A
calculation very similar to that of Eq. (21) yields

t 0
J dt, f At DB GR(1 — 1) VR(11,1,)A o(€,15)
0 —0o0

[ s ( w-Ap - SKO
2ri 5 w—-Ag—€e-i0"
SR\ SR B
S50 )i, o
w—€—i0

Returning to Eq. (34), we see that unlike for the down-
ward step pulse, A ,(e,t>0) is involved on both sides of the
equation, so that we have a genuine integral equation. We,
however, observe that it has the form of a Laplace convolu-
tion product,
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t

A et)=Al(e1) + f dt'F,(e,t—t")AA (e,t")
0

t 151
+f dIIJ di,F (€t — 1)U, (€1, — 1,)A(€1,),
0 0
(37)

with the definitions F,(e,1)=e" €2 "GR(s) and U,(e,?)
= /(YR (r) . Equation (37) is therefore a Volterra equa-
tion of the second kind®’ and can be solved with Laplace
transform techniques. Applying the Laplace transform opera-
tor L, ,:P(t)— (o) where o is the Laplace variable to
both sides of Eq. (37), we obtain

Ae,0)=Al(€,0) + F (€0)AA(€0)
+F(e,0)U,(€,0)A(€,0), (38)

since the Laplace transform of a convolution product is the
ordinary product of the Laplace transforms of the convoluted
functions. Equation (38) is a Dyson-like algebraic matrix
equation for A,(e,o) that can be readily solved by matrix
inversion,

A€0) ={1 = Fo(€0)[A+ U le0)]'A (€ 0),

where 1 is to be understood as the unit matrix. The function
A,(e,1) is given by the inverse Laplace transform

(H,{A (e,0)} which is obtained from the Bromwich
integral,>’

1 yHioo
A (et)= —f doe”A (€,0), (39)
2mi )y

where y>0 is chosen so that all the singularities of A (€, o)
in the complex o plane lie to the left of the Bromwich inte-
gration contour C: y—i% — y+i%, but is otherwise arbitrary.

The quantity F(€,0)=[qdr e e 2 'GR(1) is easily
seen to be

G® ~
F (e,0)= f (w) =GRe+ A, +i0),
2miw—€e—A,—io

(40)

by residue integration in the upper half plane, since Re o
=y>0 implies that Im{e+ A +ic}>0. Similarly, from Egq.

(12) one has VE(¢)= Eﬁ[e"Aﬁ’ 1]2 (t), so that we have

_ Ao g
e =3 f - Shw)

1 1
X —
(w—e—Aa+AB—i0' w—e—Aa—i0'>
=> [ig(e+ Aa—AB+ia')—§~)§(e+ A, +io)].
B

(41)
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We now turn to the calculation of A, (e,o). From Egs. (35),
(33), and (36), we have

GR(e+A,) . f do G*(w)
g

Al(e,0) = —
o(€,0) 2mic+i(lw—€e—A,)

Kw-2p-SKe (w) 2(e>>
X|:§B:( w— AB e—i0* i0*
- A,
S (w—e—Aa—iO+)(w—e—iO+)]’
(42)

from the Laplace transforms £, {e"™}=1/(o+i\) and
L, A1}=1/0. The o integral can be performed using Jor-
dan’s lemma and closing the contour in the upper half plane.
As mentioned previously, the Y functions are analytic in the
upper half plane and the only poles are w=€+A ,+io as well
as w=€e+i0" and w=€e+A,+i0" arising from the last term in
Eq. (42). Summing over the poles, one obtains after some
algebra

i[GR(e) + A GR(e+ A+ io)lio]
A +io

Al(e0)=

+iGR(e+ A, +i0)

><E< Blet Ay +i0) + ASKO/(A, - Ag+i0)
A +io

B
e+ Ay —Aptio)
Aa_A,B+ i

>GR(e), (43)

from which A (€,7) can be calculated according to Eq. (39).
The structure of A (€,0)=K,(€,0)A,(e,0) where K (€,0)
={1-F,(e,0)[A+U,(e,0)]}"" can, however, be somewhat
simplified prior to evaluating the Bromwich integral. Indeed,
we first notice from Egs. (40) and (41) that

K, (€,0)=GRe+ A, +io)[GR] e+ A, +i0), (44)

from the Dyson equation (16) which can be analytically con-
tinued in the upper half plane w+i0*—z, Im z>0 since it
involves only retarded quantities. Pulling a factor 1/(A,
+i0) in front of A/(€,0) in Eq. (43) and using the relation

[6R]"(6+Aa+io)+EB[§§(6+Aa+iU)—f’g(ﬁAa—ABHU)]

=A+[GR]'(e+A +io) from the Dyson equation, it is pos-

sible to show that A/ (€, o) can be written as

iGR(e+ A, +i0)
A, +io

S AJSE(e) —Ai’g(T AC.Y— Ag+ ia’)])éR(e)] .
B a” B+l(7'

Al(e,0)= |:&+<A+[(_;R]_I(G+Aa+i0')

Forming the product K, (€,0)A.(€,0), we see from Eq. (44)
that the factor of GR(e+ A, +io) cancels, and we obtain

085324-9



MACIEJKO, WANG, AND GUO

Ay le,0) =

a

GR(e) + GR(io+ e+ A )[ (A >

PHYSICAL REVIEW B 74, 085324 (2006)

AB[E (€) - E(m’+e+A -Ap] ) ~x
ic+A,—Ag )G (6)]

In order to see more clearly the similarity with the solution for the downward step Eq. (22), we now perform a change of
variables ioc—z so that the vertical contour C,:y—i® — y+i% is rotated by 77/2 counterclockwise into Cz':w+iye—00
+iy which runs antiparallel to the real axis. The Bromwich integral (39) thus becomes

—00+( —i
ry dZ e izt

2miz+ A,

A e =

o+iy

The first term is easily evaluated by closing the contour in
the lower half plane and picking up the contribution of the

only pole at z=—A,, so that fcl(dz/Zwi)e"'Z’éR(e)/(z+Aa)

=/l GR (€). Note that since the closed contour runs counter-
clockwise, there is no minus sign. Furthermore, the analytic
structure of the integrand in Eq. (45) is now clear: the only
singularities are the poles at z=—A_, and z=0 on the real axis
arising from the factors 1/(z+A,) and 1/z, as well as the

poles of the nonequilibrium Green’s function GX(z+e+A,)

and the self-energy 3% plz+e+A,—Ap), which lie in the lower
half of the complex z plane. Note however that the poles z

= Za,g(f) of 3F (z+ €+A,—~Ap) yield a vanishing contribution

to the integral, since GR(zaﬁ(e)+e+ A,)=0. Indeed, the
Green’s function vanishes wherever the self-energy becomes
infinite because the self-energy appears in the denominator
of the Green’s function, as can be seen from the explicit
solution to the Dyson equation that follows Eq. (16).

In any case, since all the singularities are on or below the
real axis, we can set y— 07 to bring down the contour to just
infinitesimally above the real axis. With the change of vari-
ables z— w—e+i0", Eq. (45) can then be rewritten as an
integral over the real axis from —% to o,

A, (1) = e™GR(e)

a

do e IGR(w+ A, A
w—e+i0*

27 w-—€+A,+i0"

N (A_E AﬁYﬂiﬁ(e,w))éR(s)]. (46)
B

In order to exhibit more clearly the similarity between the
upward and downward step pulses, we use the identity
1/(w+i0%)=1/(w—i0") =27 & w) to reverse the sign of the
infinitesimal imaginary parts in Eq. (46). It is then easily
shown by making use of the Dyson equation (16) that the
additional terms resulting from the delta functions cancel

exactly with the first term ¢"2«/GR(€). We finally obtain

X GR(e)+GR(z+os+A)[A (A >

AJSR(e) - Shz+e+A, AE)J)GR(e):|

z+A,-Ap
(45)
|
Ae)=GR(e+A,)
do OGR4+ Ay A,
2@ w-€+A,—-i0" i0*
(A > AR (e, w))GR(E)} (47)

which is to be compared with the solution for the downward

step pulse (22). One sees that GR(w) and GR(w+A,) play a
somewhat symmetric role in the two solutions. Equation (47)
is the second important result of this work since it entirely
determines the time-dependent current (10) for the upward
step pulse.

An important remark is in order at this point, which will
aid to justify the seemingly arbitrary choice of the sign of the
infinitesimal imaginary part in Egs. (22) and (47). Both so-
Iutions contain an integral over all frequencies w. Because of
the Fourier factor e(“~9" with 7> 0, these integrals along the
real axis can be performed by adding an infinite semicircle in
the lower half plane to close the contour. One sees that the
integral is then entirely determined by the singularities en-
closed by this contour. By choosing a negative infinitesimal
imaginary part as we did, we ensure that the poles at w=¢€
+i0" and w=€+A_+i0* lie in the upper half plane and do
not contribute to the integral. As a result, the integral is en-
tirely determined by the poles of the Green’s functions,

G®(w) for the downward step and GR(w+A ) for the upward
step. In other words, only the poles with a physical meaning
(renormalized energy level and quasiparticle lifetime) con-
tribute to the dynamics of the time-dependent current. The
other poles are spurious and give canceling contributions as
has been seen.

B. Calculation of W ,(€,t)

As before, we need to calculate W ,(€,t) from Eq. (9).
Since Ag(e’ ,1' <0)=GA(€'), we have

1
f d[/e—i(e—e’)tfeif;,dtl[Aa(tl)—Aﬁ(tl)]Ag(6!’tr)
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. iG'(€')
_ ez(Aa—Aﬁ)z(— +Bl e €.1) ],
e—€ +i0" aﬂ( )

where we have defined

t
BaB(E,EI,t)Ef dr' <€ +A‘1_A/B)Z,A,E(E',l,), (48)
0

which is to be calculated from Eq. (47). Performing the in-
tegral over ¢’ yields

B,gle €', t) =expc(e—€ + A, - AB|t)C_}R(e’ +Ap)

f do expc(e-w+A, - Aﬁ|t)éR(w+ Ap)
27i o—€+Ag—i0"
N Y

w-€ —i0*

+(A—EA#Yg#(G’,w))éR(G’)}. (49)
s
The function V¥ (€,7) is thus given by

de’ .,
\Ifa(e,t) = 12 f ae. et(e—e +Aa_A’8)tf(6')AB(E,,I)FB(G,)
B 27T

y ( iéA(e’?

+B! t) 50
e—€ +i0" B(Ge ) (50)

C. Initial and asymptotic currents

In this section we show that the time-dependent current
calculated from Egs. (10), (47), and (50) satisfies two bound-
ary conditions: the initial current at r=0 is zero and the
asymptotic t— o current is the same current that can be cal-
culated from a steady-state Green’s function analysis for a
system under dc bias. In particular, it is equal to the initial
current for the downward step, Eq. (31).

1. Initial current (t=0)

Setting =0 in the solution (47), we can close the integra-
tion contour in the upper half plane since the Fourier factor
e” @9 s absent. Picking up the two poles at w=e-A,
+i0* and w=€+i0" and using the Dyson equation (16) as in
Sec. III C 1, we obtain A ,(e,0)=GR(e).

We now turn to investigate W ,(€,0). From Eq. (48), we
have B,4(€,€",0)=0. Setting r=0 in Eq. (50) gives

GR(€ )FB(E )GA(€' )

—e—i0"

¥ (60) = EJdef( 2

Following the same line of reasoning that led to Eq. (29), we
get

J (0)=-2 f—— Tr{l (€)G=(e)},

and since Aa(e,0)=éR(e), we get from Eq. (6)
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JR0)=-2¢ f ;—; Im Tr{f(e)[ (e)GR(e)},

so that we recover exactly the results of Sec. III C 2 for the
asymptotic current under a downward step pulse. As a result
of the fluctuation-dissipation theorem, the total initial current
vanishes, J,(0)=J%(0)+J5(0)=0.

2. Asymptotic current (t— »)

We investigate the lesser current J;(OO) first. The contri-
bution to the lesser current that arises from the term in

¥ _(€,1) that contains G*(¢€') is [see Eq. (50)]

d de’ .

_ef_eez(e—e Vif(€)
m) 2

T ()Ag(e' DT 4(e")G (')

e—€ +i0"

J5W(e0) = lim2e Im Tr_Y,
)

t—

X ei(Aa—A B)t

b}

and is zero by virtue of the Riemann-Lebesgue lemma as
applied to the Fourier integral over €. The second contribu-
tion is

de [ de€

<(2 () =lim2e Im Trz ; Ee (e-€' tf(E )
t—o

X ei(Aa_AB)’Fa(E)AB(€’J)FB(E,)BZﬁ(E’ €.1),

and requires a more thoughtful analysis as explained in Sec.
IIT C 2. A careful investigation of the cancellations among
time-dependent phase factors shows that the only surviving
contribution is

<(2>(oc>——2e2 f de f € e

. (Tr[Fa(e)éR(e’ + AT (€)GA(e' + AB)])
m 9
€ —e-A,+Ag—i0"

which is exactly the result of Eq. (28) for the initial lesser
current in the case of the downward step pulse. Conse-
quently, we have

S == 2e f j—ﬂl T (9G=(e)],

since Ja<(])(00)=0.

We now turn to the retarded current JI;(OO). By the
Riemann-Lebesgue lemma, the integral over w in Eq. (47)
vanishes in the t—o0 limit and we are left with A (e, )
=GR(e+A,). Hence J’;(OO) is given by Eq. (30). As shown
before, summing the two contributions Ja(m)=J§(W)
+J () yields the Landauer formula (31). We have thus
shown that the asymptotic current for the upward step is the
same as the initial current for the downward step.

V. CURRENT DRIVEN BY A SQUARE PULSE

In this section, we consider a system initially in equilib-
rium, subject to the following time-dependent square voltage
pulse of finite length s,
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Aw for0<r<s,
Ay = (51)
0 fort <0 and > s.

After the voltage is turned on at =0, we expect the time-
dependent current for 0 <t<s to be the same as that for the
upward step pulse, by causality. However, because of the
finite duration of the square pulse, the current for > s is not
the same as that for the downward pulse, since the current
does not have the time to reach its steady-state value before
the voltage is turned off.

A. Calculation of A ,(€,t)

The causality requirement implies by Eq. (5) that we
know A, (e,t<s). Our analysis will therefore focus on find-
ing A,(€,r>5). As in previous sections, we first obtain the
integral equation satisfied by A,(e,#>s). In the case of a
square pulse, we have from Egs. (51) and (12) that
VR(t,,t,)=0 for t,,t,<<0 and t,,t,>s. Furthermore, A(¢')
=0 outside the interval [0,s]. Equation (13) then becomes

Aa(e,t)=ﬁa(e,t)+f 1= ibals=VGR(1 — ") AA (€,1)
0

s 1 ' s
+ ( f dr, f dty + f dt, f dt2>eie("’2)
0 -0 s —0

X Eiﬁzd@A“(%)éR(t - 1)Vt 0)Ale1), (52)

for t>s. Equation (52) is again seen to be of the Wiener-
Hopf type and requires only the knowledge of A, (€,1<s).

From Eq. (5), we have A, (€,1<0)=GR(€) before the pulse,

ei(w—w'—Aa)xC_;R(wl + Auz)
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as has been shown in Sec. IV A. In the interval 0<tr<s, we
are in the upward step case and A, (e,0<r<ls) is given by
Eqs. (46) or (47). For convenience however, we will use Eq.
(46) since it involves only singularities in the lower half
plane, which eases the calculations.

term ga(e, 1)

:ft_ocdt/eie(z—t')eifi,dtlAa(r])éR(t_tr) is given by

0
Aen) = (f dt' et f dr' a5~
—o0 0

t
+ f dz'>eif<f-f’>éR(z-z')=<§R(e)

The inhomogeneous

. d . ~
et j S IGR W) (w,6), (53)
21mi

where we have defined

A [ei(w—etAa)s _ ]]
(£) - a
,€) = . 54
Xa (@:€) (w—€xA,—i0")(w—€e-i0") (54)

The second term in Eq. (52) is given by

f di ¢SGR~ )AA (€1
0

) dw i(w—€)s _ 1
— elAac _e—t(a) e)tGR(w)A|: ( 4 10+>GR(€)

2t w—€—

. J 0w, e)} (55)

where we have defined

Qw0 €)=

Finally, a lengthy but straightforward calculation of the two
double integrals in Eq. (52) yields

K i t s
( f dr, f dty + f dt, f dtz) €l=12) il i3 (13)
0 —o s —w

X GR(t = 1) VR(t,,1)A (€,1)

f e f”GR(w)[E (X5 (0. ©Z(e)
e_iAB‘ (w 6)EB(a))]éR(e)

do' ~
+J wz AB(YQB(W,(UI)QD[((U,(D,,E)
2mig

A,
(0" —€e+A,+i0")(w- —Aa—i0+)lw' —e+i0*

(A EAM E (e0) )GR(G)}. (56)

' "\ ~R
X5 (0,05 G (e )] -

(0" - €+ Ap+i07)(w" - €+i07)

Adding the three contributions Egs. (53), (55), and (57)
yields the solution

Aet) = éR(E) + eiAasf d_w.e—i(w—s)léR(w) X(a_)(“” €)
2471
ei((u—e)s -1
+ <w_—>A+2 [XB (o, 6)2 (e)

e—i0*

— ey (0,02 (w)]lGR(f)
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f do' ABX(B_)(w,w’)EZ(w')(}R(e)
+ | &
2mi| 5 (0" — e+ Ap+i0") (0 — €+i0%)

—(A—EAﬁYﬁﬁ(w,w')>Qa(w,w',e):| , (58)
B

for t>s. Equation (58) is the third important result of this
work, and together with Eq. (47) determines entirely the
time-dependent current driven by a square pulse.

B. Calculation of ¥ ,(€,t)

We now calculate W (€,7) from Eq. (9). By causality,
V¥ (€,0<¢<s) is given by Eq. (50). For t>s, we have
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t
f dtre—i(e—e’)tleif;,dt][Au(t])—AB(tl)]A};(er,t/)

iGA(€))

_ ei(Aa—Aﬂ)x< .
e—€ +i0*

+B-LB(€,E,,S)

+e At B L (e, e’,tﬁ) ,

where B,s(€,€',s) is given by Eq. (49), and we define
BZ(&, €' ,1) for t>s as

t
B;(e, €. = J dt'ei(é_fr)t’AB(e’,t' >),
N

which is to be calculated from the square pulse solution Eq.
(58). Performing the integration over ', we obtain

L ~ . do . ~
B;(e, €',1) = e Vexpc(e— €|t — s)GR(€') + /25 f Tel(e_“’)se)(pc(e— |t - 5)GR(w)
i

i(w—€")s _ 1
-+

_ , e
X Xy(w,e){(f

w—€ —1i0

)A + S I ,)SE ) - ey o, e')iﬁm)]} Gr(e')

fda)’[ Aﬂxﬁ;)(w,w')iﬁ(w')éle(e’)
+ | — ©
m

"— € +A,+i0) (0 ~ € +i07)

27

The function V¥ (€,7) is then given by

d ! . ! .
V(1) = iE J 2_661(5—5 )tf(E')AB(é',t)I‘B(E')el(A“_AB)x<
B aw

C. Boundary conditions

Since the solution for 7<<s is the same as that for the
upward step pulse, it follows from Sec. IV C 1 that J,(0)
=0. The t— % limit is given as previously by a careful ap-
plication of the Riemann-Lebesgue lemma. Repeating the
analysis in Sec. IV C 2, we see that the contribution to the
lesser current J, (#) from the time-independent terms GA(€')
and Bzﬁ(e, €',s) in V¥ (€,1) vanishes in this limit. We are left
with

J5 () = lim2e Im Tr_Y,
B

—00

de [ de .,
o) S ne)
X Fa(e)AB(e’,t)l"B(e’)B;(e, e.n'.

As can be shown from Egs. (58) and (59), cancelations of the
time-dependent phase factors among /=€), A g€’ ,1), and
B;(e,e’ ,1) are such that only the first term in Ag(€’,?) and
the first term in B;(e, €' ,1) contribute in the r— o limit. We
thus obtain

—(A—EAﬂqgﬂ(a),w’))Qﬁ(a},w’,e’)} . (59)
"

iGA(€')

T ’ —i(A~Ap)sp> AT
6_6,+i0++BaB(e,e,s)+e ! P*Bj (e €,1) ) (60)

<(0) = — E d_e, '
Jy() = 2e%f277f2wf(6)

y Im(Tr[ra(e)é'%e')rﬁ(e')5A(e’)])’

€ —e—i0"

a result that was obtained previously for the downward step.
Furthermore, by applying the Riemann-Lebesgue lemma to

Eq. (58) we see that A (e, %)=GR(€), hence we recover ex-
actly the results of Sec. Il C2 and J,()=0. As was ex-
pected, the time-dependent current driven by a downward
step pulse and a square pulse have the same asymptotic be-
havior, but may have a different behavior on short time
scales after turnoff.

D. Causality

We will now provide an additional check on Eq. (58) by
showing that we recover the upward step solution (47) if we
replace s by ¢ in Eq. (58), which follows from causality.'
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Upon setting s=¢ in Eq. (58), the factor ¢’ in the inte-
gral over w cancels against the factor ¢/ in )(B)(a) el
from Eq. (54), so that some of the integrals can be performed
analytically by closing the contour in the upper half plane
where the retarded functions are analytic. In this way, we can
show that the first integral in Eq. (58) is given by

. d . ~ . ~
eiBat 2_Ze_l<w_f)tGR(w)X(a_)(w’ 6), — (ezAat _ 1)GR(E)

J dw eI GR(w+A,)
2mi(w—e+A,+i0%)(w—€e+ i0+) ’

(61)
where we use the notation )( N w,e),=x" (w6, Simi-
larly we obtain

(oo
oibat d_we—i(w—e)téR(w)< em -1
i w-e—i0*

)AéR(e)

elA“tE f_e—z(w—e)tGR( )j

_etAatz A J

21

where we have used the Dyson equation (16), and we also
have

eiAatfd_we—i(w—e)téR(w)fd_d
2i 2i

><<A— > Aﬁ?’iﬁ(o),w'))gam,wxe)z
B

do i 0,GM(@+A,) -G w+A,)
e
2i w—€e+A,+i0*

A,
X| ——+
w—e+i0*

(A - % AgYR (e, w>)éR(e>} :

(65)

where we have wused the notation Q (w,0',e€),
=0, (w,w’,€)|;_,. As we put together the different contribu-
tions Egs. (61)—(65) as well as the first time-independent

term G®(e) in Eq. (58), most of the terms cancel out and we
are left with the result of Eq. (46), which is equivalent to Eq.
(47). Our solution thus satisfies the causality requirement.
Alternatively, by setting r=s we have shown that A(e,r
>5)|,s=A(€,1<5)|,_;, which means that the two solutions
connect continuously at the turnoff point 7=s.
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fdw _i(w_e)[éR(w+Aa)AéR(e)
= | —e

62
27 w-€e+A,+i0* (62)

The next two terms become

ezAatz f bt —i w—e)tGR(w)[

21

w, € Eﬁ(e)

—e-mﬂfx}?(w, 9.5K()|G (o)

—i(w—e€)t~ —iA gt R
= Ag d_w e il )tGl_e(w)( PR ,stEB(w).
P 2m w-€+i0" \w-e+Ag+i0"
$5(e) >~
- — B |GR(e). 63
w—€e-Ag+i0" (e (63)

The double integrals can be reduced to simple integrals,

Apx5(w.0") S50 G(

[GR(w+ Ay - GR(w) |SR()GR (&)

—i(w—E+AB)t

27 (0" — €+ Ag+i07) (0" — €+1i0%)

(0—€+Ag+i0%)(w— €+i0")

(64)

VI. SINGLE-LEVEL MODEL WITH LORENTZIAN
LINEWIDTH

The discussion so far has been quite general and applies
to an arbitrary noninteracting central scattering region con-
nected to external leads described by an arbitrary energy-
dependent linewidth function I' ,(e). We will now apply the
formal results Egs. (22), (47), and (58) to the simplest model
capable of exhibiting nontrivial finite-bandwidth effects, a
single-level quantum dot with Lorentzian linewidth.

A. Lorentzian model

The model is described by the Hamiltonian (1), but the
scattering region consists of a single state |0) with on-site
energy €, and hopping strength #,,

H= 2 Eka(t)ciiacka + fo(l)de + 2 (tkaci‘;ad + tlta‘fcka) )
ka ka

where €,(f)=€,+A(r) and €,(1)=€,+A,(f). The propaga-
tors and self-energies for the scattering region thus become
scalars instead of matrices. The linewidth T, (e)
=2mp,(€)|t,(€)|* is chosen to be Lorentzian,

F° w2

Fole)=7Z 7

(66)

where I'Y is the linewidth amplitude and W is the bandwidth.
Lorentzian linewidths provide a mathematically convenient
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way to introduce finite-bandwidth effects and have been used
in several problems such as in Anderson model
calculations,’®>° where a high-energy cutoff is needed to
regularize ultraviolet divergences. The simple analytic prop-
erties of Lorentzian linewidths are such that it is often pos-
sible to obtain analytical solutions in closed form. Perhaps
the best example is a remarkable property of the Hubbard
model in infinite dimensions,®® where the use of a Lorentzian
density of states yields an exact solution for a model of
strongly correlated particles, which is rather rare.

The linewidth function (66) has two simple poles at w
=+iW with residues

ir’w
RI® = Res T (w)= ¥ —=
w=£iW 2

We obtain the self-energies i’;'A(w) from their spectral (Le-
hmann) representations where the spectral density is the line-
width function (66),

SEAw) = f

where the plus (minus) sign corresponds to the retarded (ad-
vanced) self-energy. The equilibrium retarded Green’s func-
tion is given by

de_T,(9

2mw— e+ i0"

1 w
T 2wxiW’

1
w-¢e-TW2(w+iW)’

GR(w) =

where FEEaFg is the total linewidth amplitude. The poles

of GR(w) are the roots of the following second-order alge-
braic equation:

1)
0= (eg—iW)w— iW(eO— %) =0,

and are given by

. [ s —
_ - iWx\(g+iW):+2T'W
o, = ,

2

so that the Green’s function can be written as

~r B w+iW
)= e w—5)

The residues are given by

- ~ o, +IiW
R, = ResGM(w)= + ——,
W=D, S
where 6@&=@,—@_=/(&y+iW)>+2I'W. From the discussion
following Eq. (16), we see that the nonequilibrium retarded
Green’s function is

o
G (w) = R 1 o
T T B Ayt iW

In what follows, we will choose Agx=0 and A; #0 to sim-
plify the algebra, without loss of generality since only rela-

tive energy shifts are relevant.!® The poles of GX(w) are now
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FIG. 2. Time-dependent current J;(¢) through left lead in re-
sponse to a downward step pulse for different bandwidths: dashed
line, WBL (W=); (i) W=20I', (i) W=10T", (iii) W=3T, (iv) W
=2.5T", and (v) W=T". The current is in units of eI'/# and the time
is in units of 2/I" where r=r2+rg is the total linewidth amplitude.
Parameters are taken the same as in Ref. 19. When W=100I", the
result was found (not shown) to be indistinguishable from the W
=% curve.

given by the roots of a third-order algebraic equation,

o +bw’ - cw+d=0, (67)
with

b=2iW-e—A-Ay;

rw
2

c + (W+iADW+ (e +A)2IW=A));

w
d=(ey+ AW+ iAW+ E(FgAL —iTW).
The roots of Eq. (67) are given by
b 2 1/3 b2 1 Q 173
o 220
3 \0 3 3\2

b 1+i3( ) 1-i3[0\"
“’2=_§_22/3Q1/3 C+§_ 6 5

+
3 2

where we define Q=-2b3-9bc-27d+9 and &
= /(203 +9bc+27d)>—4(h*+3c)>. The Green’s function can
then be written as

b 1—i\6< b2> 1+iV§<Q)“3
C - s

BET3 TR\ T )T T 2

(w=Ap+iW)(w+iW)

(0= &)= @) (w—@3)

GR(w) =

with the residues given by
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0.5

dl, /de(0)

L

Initial current slope dJ /dt(0)

_15b Tl =Tp=0sT
A=ST,A =10T, g =0
g =0.1T
iy ‘ ‘ ‘ ‘
0 20 40 60 80 100

Bandwidth W

FIG. 3. Time derivative of the current through the left lead
dJ;(1)/dt at t=0. The bandwidth W is in units of I" and the time
derivative 9,J;(0) is in units of eI’>/A2. The inset shows a closeup
view of the interval around the critical bandwidths W,; ~4.53I" and
W,,~0.49I" where the slope changes sign.

2(w;— Ay +iW)(@; +iW)

. 3 = =
W=w; Ej,k:l |el-jk|(wl~ - w])(a), - (l)k)

for i=1,2,3, where g is the usual Levi-Civita symbol.

B. Exact solution

With the poles of the Green’s functions explicitly known,
it is possible to calculate A,(€,t) from Egs. (22), (47), and
(58) by residue integration.

1. Downward step pulse

The integral in Eq. (22) is readily performed by closing
the contour in the lower half plane and summing over the
poles w, of the equilibrium Green’s function. No other sin-
gularities contribute to the integral as has been previously
discussed. We obtain

ﬁie—i(&i—e)t

Afen)=GR(e) -2 =

=+ W;— G_Aa

A ~ _
X( — 1 [A-A, YR (@, €)]GR(e+ Aa)>,
(Di— €

(68)

and

~ ﬁi expc(e— w;|t
Bgle, €' ,1) = expc(e— €lnGRe) - > ——— 1= P (, i
i ;- € —Ap

A Y ~ I\ ’
X (6_—% +[A - ALYgL(w,-, €)]GR(e + Aﬁ)),
from Eq. (25). The integral in the expression for the retarded
current (6) is then performed numerically. The integral over €
in the expression for the lesser current (8) can be performed
analytically by closing the contour in the upper half plane,
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FIG. 4. 1/e turnoff time 7 (in units of A#/T") as a function of
bandwidth W (in units of I").

picking up the pole of I" ,(e) at e=iW. We have
de e'“T (€ iR W
2me—€ + A, —Ag+i0t  iW-€+A,-Ag

and

f Ee"alﬂa(cs)B};(e, €)= iRl;(Jr)e_W’B};(e, €,1)
2m e=iW
The remaining integral over € is performed numerically as
well, so that the total time-dependent current J,(z) is deter-
mined analytically up to one integral.

We show the results of the calculation for a typical choice
of parameters in Fig. 2. When the bandwidth W dominates
all the other energy scales I',A,A; of the problem, the WBL
result is seen to be correct. The WBL approximation, how-
ever, gets poorer as the bandwidth is decreased and becomes
comparable to the other energy scales, W~1T",A A,. First of
all, the WBL yields the wrong initial current. This is obvious
from Eq. (31) which requires that I ,(€) be integrated over all
energies in order to obtain the right initial current. In addi-
tion, interesting finite-bandwidth effects occur that do not
show up in the WBL. In the case W~T for example, we see
from the curves (iv) and (v) in Fig. 2 that the current can
increase after the bias is turned off. This effect has also been
observed in a previous numerical study*® for a system with
leads described by a one-dimensional tight-binding model.

In order to further characterize this effect, we calculate
the initial slope of the time-dependent current, d,J;(0)
=dJ,(t)/dt|,—o. From Egs. (10), (27), (24), and (68), we can
show that

00 ,(0) = —2e f de f(e)lm[l"a(e)(?,Aa(e,O) - R'®
2

(A,—A)GR(e+ Ay + i&tAﬁ(e,O))
X%Fﬁ(6)< iW—e+A,—Ag

X GMe+ AB)] ,
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0.8

1/e Turnoff time T
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Total linewidth T
FIG. 5. 1/e turnoff time 7 as a function of total linewidth I'.
Energies (I" and W) are in units of 108~ and 7 is in units of

h1(1087Y).

where 9,A ,(€,0)= A (€,1)/ |,y is given by

~ A
A (€0) =i, R,-<1+~—O‘)
i=+ w;—€-A,
Auz VR (~ ~R
X — +[A_ALYQL(wi’E)]G (€+ Aa) .
w; — €

In Fig. 3 we plot the initial slope d,J;(0) as a function of
the bandwidth W. When the bandwidth is large, the initial
slope of the current is negative, as we expect. As the band-
width is reduced, the slope in absolute value decreases and
becomes zero when a first critical bandwidth W, is reached.
For W<W,_,, the slope is positive until W reaches a second
critical bandwidth W.,, at which point it changes sign again.

A useful parameter that can be extracted from the calcu-
lation for the downward step pulse is the turnoff time of the
device. We define a 1/e turnoff time 7 as the time after
which the current has dropped to 1/e of its initial value, i.e.,
Ji(7)/J;(0)=1/e. Such a parameter is a natural measure of
the “speed” of a nanoscale device. In Fig. 4 we plot the
turnoff time 7 as a function of the bandwidth W. The turnoff
time is seen to increase sharply as the bandwidth is reduced
and becomes comparable to the pulse strength A, A;. Indeed,
a narrow band in the leads means that less states are avail-
able for electrons to tunnel and for charge to leak out of the
central scattering region. In other words, tunneling electrons
see a smaller effective coupling I'.;<<I" to the leads and are
forced to stay longer in the central region.

In Fig. 5 we plot the dependence of the turnoff time 7 on
the total linewidth I, for different bandwidths W. The turnoff
time is seen to increase with decreasing linewidth, as ex-
pected from the previous discussion: electrons that are
weakly coupled to the external reservoirs have a longer life-
time inside the central scattering region. The turnoff time is
also seen to depend more strongly on the linewidth for
smaller bandwidths, which is a consequence of the nonlinear
dependence of 7 on W exhibited in Fig. 4.
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FIG. 6. Time-dependent current J; () through left lead in re-
sponse to an upward step pulse for different bandwidths: dashed
line, WBL (W=0); (i) W=20T", (ii)) W=10T", (iii) W=3T, (iv) W
=2.5T", and (v) W=T". Units and parameters are the same as in Fig.
2. Here again, the W=100I" curve (not shown) is indistinguishable
from the W= curve.

2. Upward step pulse

In this case, the integral in Eq. (47) is determined by the
poles of the nonequilibrium Green’s function GR(w+A,)
which occur at w=&;-A,, for i=1,2,3. We obtain

3 - .-
_ R.e_l(wi_f_Aa)’
A e)=GRe+A)+ D>, ——

i=1 w;— €

% (# +[A-AYR (6,00, — Aa)]f;R(e)>,

(l_)i —€—4,
(69)
as well as
B,g€.€ 1) =expc(e—€ +A,— AB|I)GR(6’ +Ap)
3 -
Riex C E_(l_)i+Aa[
+ E p (_ ’ | )
i=1 w;— €
A ~
X (_—;B— +[A - ALYIEL(E’,(D[
w;— € — B
- AB)]GR(G’)),
from Eq. (49). As in the previous section, we have
f de €T (€ iRl;(+)e_W’
2me—€ +i0t  iW-€
and
de .
f —e’e’Fa(e)BLB(e, e iR£(+)e_W’BZB(e, € 1)
2 e=iW

In Fig. 6 we plot the time-dependent current for the up-
ward step pulse. As in Fig. 2, the WBL is seen to be essen-
tially correct for large bandwidths. As the bandwidth de-
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0.5

Current J L(t)

Time t

FIG. 7. Time-dependent current J;(z) through left lead in re-
sponse to a square pulse of duration s=3# /1" for different band-
widths: dashed line, WBL (W=00); (i) W=20I", (ii) W=10I, (iii)
W=5T, (iv) W=2.5T", and (v) W=T". Units and parameters are the
same as in Fig. 2. Here again, the W=100I" curve (not shown) is
indistinguishable from the W= curve.

creases, the effective coupling 'y gets smaller and the
asymptotic current is reduced accordingly, corresponding to
the decrease in initial current for the downward step, de-
scribed in the previous section. Another interesting finite-
bandwidth effect is the fact that a positive voltage step pulse
can instantaneously drive a negative current [curves (iv) and
(v) in Fig. 6]. This effect has been observed previously.*®

3. Square pulse

Starting from Eqgs. (58) and (59), calculations in the case
of the square pulse are performed by straightforward residue
integration as in the two previous cases, but yield rather
lengthy and unilluminating results that will not be repro-
duced here. There are, however, no difficulties of principle
and the time-dependent current is still determined analyti-
cally up to one integral which is performed numerically.

In Figs. 7 and 8 we plot the time-dependent current for the
square pulse. Once again, the WBL is correct for large band-
widths. If the pulse length s is smaller or comparable to the
period of oscillations'® in the current At=27%/(A,—A), the
current response for 1>s may differ from the response to a
downward step (Fig. 2), especially for W~T" (e.g., Fig. 8)
where the current is positive in Fig. 2 but can be either posi-
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0.25
0'2 - / \

0.15-,

Current JL(t)

—0.051

-0.1p

=-0.15F

-0.2
0

Time t

FIG. 8. Time-dependent current J;(f) through left lead in re-
sponse to a square pulse, for different pulse lengths s in units of
A/T". Other units are the same as in Fig. 2. Dashed line: current
during the pulse; solid line: current after the pulse.

tive or negative in Fig. 8. Indeed, if the bias is turned off
before the current can stabilize to its steady-state value, the
instantaneous current right after the turnoff can be either
positive or negative in the case of narrow bandwidths.

C. Wideband limit

In the WBL, I' ,(w)=1I", is independent of energy and the
exact time-dependent nonequilibrium Green’s function
GR(t,1") only differs from the equilibrium Green’s function

GR(t—1') by a simple time-dependent phase factor:'9-20:43.48
GR(I‘,I’) — e—if;,dtlA(tl)éR(t_ 1),

with GR(w)=(w- €+il'/2)™" and I'=3,I',. The function
A,(€,1) can thus be calculated directly from Eq. (5), and one
obtains

E—Qﬁdrﬂ—(A—AJU_gk%mwm§

€— €+ ir/2 - (A _ Aa)[l _ ei(e—60+il‘/2)(t—s)(l _ ei(e—EO—A+Aa+iF/2)s)]

A (er) =

(e—eg+il'2)(e—e—A+A,+il/2)

for +>5 in the case of a square pulse.'” We will now show
how these known results can be recovered from our formal-

ism. The Green’s functions GR(w) and GR(w)=(w—ey—A

Ay let) =
(&) (e—e+il'12)(e—eg—A+A,+il/2)
(70)
for a downward step pulse,
e—e+il/2=(A=A i(e—€g—A+A +iT/2)1
Adden = QTR 828 = (7)
(e—e+il'12)(e—eg— A+ A,+il'/2)
for an upward step pulse,? and
(72)

+i['/2)"" now have only one pole respectively at @=e¢,
—iI"/2 with residue ﬁzl, and w=¢€y+A—il"/2 with residue
R=1. Since the self-energy 3X(w)=-iT",/2 is independent of
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energy, we have Yﬁﬁ(w, €)=0 and Eq. (68) becomes
1 ei(e—eo+iF/2)z

A (e1) = +
o(€) e—e+il'/2 e—e+A,+il/2

X( A A, )
e—€e—-A+A,+i[12 e-e+il/2)°

which reduces to Eq. (70) after simple algebra. Similarly, Eq.
(69) becomes

1
A (1) =
o(&) e—e—A+A, +iT/2
ei(s—eo—A+Aa+iF/2)z< A
Ce- e—A+il'/2\e—¢e+il'/2

A, )
e—e—-A+A,+il/2)°

which reduces to Eq. (71). The case of the square pulse is
somewhat more involved and is treated in Appendix B.

VII. CONCLUSIONS

We now summarize the main results of this work. We
have derived a solution for the time-dependent current flow-
ing through a nanoscale device in the LDL configuration,
driven either by a downward step voltage pulse, an upward
step pulse, or a square pulse. This solution is valid for far
from equilibrium, nonlinear transport and is exact within the
Keldysh nonequilibrium Green’s-functions approach to time-
dependent transport in the adiabatic approximation as put
forward by Jauho et al.?° More importantly, our analysis pro-
vides the first analytical solution to the transport equations in
closed form [Egs. (22), (47), and (58)] without invoking the
wideband approximation. This solution is valid for noninter-
acting leads with arbitrary electronic structure, and depends
explicitly on steady-state Green’s functions and self-energies
that appear in the dc transport formalism. As such, we be-
lieve that this solution provides a way to study transient
transport in nanoelectronic devices within the framework of
the usual steady-state NEGF-DFT formalism where these
quantities can be calculated self-consistently, without requir-
ing a whole new formalism and its separate implementation
such as time-dependent density-functional theory.

As a model application of the general solutions, we have
calculated the time-dependent current flowing through a
single-level quantum dot connected to external leads de-
scribed by a Lorentzian linewidth. Such a toy calculation,
while being far from a true, realistic first-principles calcula-
tion, can still provide some insight into the physics of time-
dependent transport in the finite-bandwidth regime, which
needless to say has to be considered if one wishes to proceed
to realistic calculations. Our model revealed some interesting
physics in this regime, such as current increase after a sharp
bias turnoff, dependence of device turnoff time on the band-
width, and instantaneously negative current driven by a posi-
tive voltage pulse. In short, our model calculation showed
that beyond the wideband limit, the bandwidth emerges as a
new energy scale in the problem which gives rise to new
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phenomena in the transient transport characteristics.
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APPENDIX A: TIME-DEPENDENT DYSON
EQUATION

In order to derive Eq. (11), we will first perform a time-
dependent unitary transformation U(¢) on the Hamiltonian
(1),

t

U(r) = exp<i§) dr’Aa(ﬂ)cltacka) .
ka

0
From the Baker-Hausdorff lemma, it is straightforward to
show that U acts on the annihilation operators as Ucy,U"

Lol ’ 2
=" 8a) e, 5o that the transformed Hamiltonian® H
=U(H-id,)U" becomes

3 0
H=2 € olhaChat > €m(Ddld,
ka

mn

+ 2 (tka,n(t)cliadn + t;a,n(t)dzcka)a (Al)

ka,n

where the hopping elements tka’,,(t)Ee"fz)dt’%(”)tka,n have
acquired a time dependence. Since the operators d, and dl'
are unchanged by the unitary transformation, we can use H
to calculate correlation functions of these operators. The
Hamiltonian being quadratic, perturbation theory is unneces-
sary and we will obtain the Dyson equation directly from a
functional integral approach.%>-%> The Keldysh Lagrangian is
given by?*

L@, c,d,d) =, ¢, (id.— € .)Cka
ka
+ 2 Jm[iafr_ E&n - Amn(T):ldn

- 2 [Ekatka,n(T)dn + C_Zntlia,n(T)Cka] s

ka,n

(A2)

where ¢y,,Cr, and d,,d, are Grassmann fields and 7 is a
variable on the Schwinger-Keldysh contour®®3® C. The
Keldysh generating functional is defined as

Z[ 7,7 = Te[ pT (e FcdtH=2 Gindtdym))],

where :: denotes normal ordering, p is the unperturbed equi-
librium density matrix, and 7,, 7, are Grassmann sources.
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The chosen normalization is seen to be Z[0,0]=Tr p=Z, the
partition function of the unperturbed system. The following
functional integral representation holds:

Zn.7)= f D[z.c] f D[4, d)eStecddbedrnis i,

where we use a simplified notation for the dot product of the
7 and d fields, 7d=3,7%,d, and similarly for d7, and the
action S is the integral over the contour C of the Lagrangian
(A2), S=$d7L. The two-point contour-ordered correlation
function G,,(7,7") E—i(Tc{dn(T)djn(T/)D is then obtained
from Z[7, 7] by functional differentiation®® with respect to
the sources,

1 577
iGnm(T’ 7-,) = 5 [7] 7]]

A3
Z 57,(1) 61, (T') | 520,50 (A

We will obtain an effective action for the scattering region by
integrating out the degrees of freedom of the leads. In order
to do that, we first perform the following change of variables
in the Lagrangian (A2),

_ _ = % . 0 \—
Cl,(a =Cka— 2 dntka,n(T)(lﬁT - Eka) 1’
n

Cl,(a =Cka~ (l.ar_ Ega)_IE tka,n(T)dm (A4)

so that after substitution the transformed Lagrangian be-
comes

L(c ¢’ ,d,d) = E ckagka (Mg + 2 d ( id.— e A, (7

mn

-3 tia,,,,(ﬂgka(ﬁtka,n(r))d,,, (AS5)
ka

where we have defined g, ,(7) = (id,— Ega)", the Green’s op-
erator of the leads. Since the transformation (A4) is only a
shift, the Jacobian is unity®® and we have D[¢’,c']=D[¢,c]
so that the Keldysh generating functional becomes

ZL7.nl= J D[T ¢ e Sieas(€ "] f D[ﬁ,d]exp{i(SEff[E,d]

+§ﬁ df(ﬁdﬂ_ln))],
C

where Siei[ ¢ 1=$cd T oCrobrn(TCr, is the action of
the isolated leads, and S is an effective action for the scat-
tering region,

SMd,d] = 3£ er d, g;;

(A6)

Amn( T)

> r.*;a,mw)gka(r)zka,nu))dn, (A7)
ka

and &, (1)=id,— € defines the Green’s operator g(7) for
the isolated scattenng region in equilibrium. The ¢ fields
have thus been decoupled from the d fields, and can be inte-
grated out exactly as we will see later. To decouple the
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sources 7 from the d fields in Eq. (A6), we perform a trans-
formation on the d fields similar to that in Eq. (A4):

m

d=d,+>, ﬁm(g;z(r) — A7)

- E t;a,m(T)gAka(T)tka,n(T)>_l B
ka

dr,l = dﬂ + 2 <g"’_"]"(7.) - Anm(T)
- r;ia,mgka(r)rka,,,,(r))‘l T (A8)
ka

Subsitution of Eq. (A8) into the effective action (A7) and the
source term 7d+d7 yields

S d,d] + ff; dr(7d+dn) =, d

mn

- E t]ia,m(T)gka(T)tka,n(T))dy,z
ka
- 2 nm(gAr_nIn

(g;; 7= Ay(7)

= By(7)

* A -1
- 2 tka,m(T)gka(T)tka,n(T)) s
ka

(A9)

and the Jacobian of transformation (A8) is again unity,
D[d',d']=D[d,d], so that Eq. (A6) becomes

27, 77]=eXP<—i§ A7 7 Ga(7) m)
C mn

><fD[E',c’]eisleaﬂs[C’vv’]JD[c?’,d’]eisefﬂd”dl],
(A10)

where we define the Green’s operator é(T) by its matrix
elements,

A

G(7) = (é;,;xr) A (-3 r:a,,,,w)gka(r)zka,n(r))‘1
ka

(A11)

The remaining functional integrals can be carried out exactly
and simply yield the equilibrium partition function Z accord-
ing to the chosen normalization, since the nonequilibrium
sources 77,7, which are different on different parts of the
two-branch Schwinger-Keldysh contour C, have been fac-
tored out of the integrals. In other words, as the system
evolves along the contour C=C,U C_ according to the ac-
tion Sjs+S°T in absence of sources, the evolution on the
forward part C,=(—, ) of the contour cancels that on the
backward part C_=(%,—) and one simply traces over the
initial density matrix p at t=—o. Equation (A10) thus be-
comes
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27, 77]=Z€XP<—I§ dr ﬁmémn(ﬂﬂn),
C

so that in Eq. (A3), the factor of Z cancels out and we have
52
07,(7) 67, (7')

Xexp(—z§ ds% ds'

x> 7(5)G;(s,5") ﬁj(S’))

ij

iG,,(1,7)=

s

720,720

(A12)

where we have defined the function G;;(s,s’) that describes
the action of the operator G ;(s) on an arbitrary function ¢(s)
defined on the contour, Gij(s) d(s)=Fcds'Gi(s,s")p(s"). By
straightforward functional differentiation, paying, however,
attention to introduce a minus sign as the derivative
6/ 6m,,(7') is moved past the first source field 7;(s) since
both are Grassmann-valued quantities, we obtain from Eq.
(A12) that G,,,(7,7")=G,,,(7,7") as expected. From the op-
erator equation (All), we can thus write for the associated
functions

G, 7) = g (7, 7) = A, (D (7, T)
_ E e—ifgdsAa(s)Sa .

(T, T/)eifgldsAa(s)’

where fa,,,m(r, T’)EEkt:a’ngka(T, 7' )txam defines the equi-
librium contour-ordered self-energy of lead a, gy, (7,7') be-
ing the function associated with the Green’s operator gy ,(7),
and &(7, 7') is a delta function on the contour C. Defining the

equilibrium Green’s function énm(r, 7') of the scattering re-
gion by é;}n(f, 7) =g;,1n(7', 7) —inm(T, 7' )with Snm(T, 7)
EEafa,nm(r, 7') the total self-energy, we have

Gonl(1,7) = G (1,7) = A, (D87, 7') = 2 (7 T30
- 1)Sa,nm(7'7 T’) ’

so that by acting with G from the right and with G from the
left, we obtain the desired Dyson equation,

G, (1, 7) = énm(r, )+ 2 dsé,m/(r,s)An,m,(s)

n'm' Y C

X Gr(s,7) + E ds1§ dszé,mr(r,sl)
C

ot
n-m

X Vn'm'(ShSZ)Gm'm(SZ’ T,)’ (A13)

where the two-time potential V,,1,,/(s;,s,),
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V 'm'(sl’SZ) = 2 (e_if:z;dSAa(S) - l)ia,n'm'(sl»SZ) s
a

gives rise to the retarded potential (12) when one applies the
Langreth analytic continuation rules®” to Eq. (A13) in order
to obtain Eq. (11).

APPENDIX B: SQUARE PULSE IN THE WIDEBAND
LIMIT

In the WBL, the self-energy ig is a constant so that we
have

f do'  Agxp(0,0)ZEGR(e)
5 J 2mi(0 —e-e+Ag+i07) (0 —€+i07)

= J do’ Ag(e 2 1) 1
P 27 w-w'-Ag—i0" ©' - w+i0"

1 SRR
X(w'—e+i0+_ g0 (O

Making use of the following partial fraction decomposition:

1
w’—e+A3+iO+>

1 1 1
w’—w+i0+<w'—e+i0+_ w’—e+AB+iO+)

~ 1 ( 1 1 )
T w-€e-i0"\ 0 —w+i0t o —e+i0"

1 1 1
B w—e+AB—iO+<w'—w+iO+_ w’—e+Aﬂ+i0+)’

and summing over the poles at ' =w-i0*, w'=€-i0", and

o' =€-Az—i0" we can show that

E f Apx5(w,0")SBGR(e)
27i (0" — €= €+ Ag+i0%) (0" — €+i07)

== E (X5 (. €) — 8 X (0,0 IS5G (o),

which cancels against the corresponding term with a positive
sign in Eq. (58). We are left with

~ . d . ~
Ae1)=GR(e) + et J 2—“’,e-l<w-f>fGR(w){ X5 (.€)
L

i(w—€)s do'
+<e—>AGR(e) Jiga(w,w’,e)].
w—€e—i0* 21

(B1)

Considered as a function of w, the quantity in square brack-
ets in Eq. (B1) only has poles in the upper half plane. We can
thus perform the w integral by closing the contour in the

lower half plane so that only the pole of GR(w) at @= €
—il'/2 is enclosed. We obtain
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~ . . . 1 — p~ile=ep+il2)s ’
Aa(f’”=GR(6>—e’A”‘e’“‘fO*‘””'[xi;>(eo—im,e)+A(—e - f T 0de-iTRw.d) | (B2
Tl

We need to calculate

. . No—
e’(EO_Au_lF/Z_w )SGR(w/ + Aa)

(e—€y+il/2)?

d ! d !
f w.Qa(fo—iF/Z,w',e)z_fi
210

2mi (0" — e+ A, +i0%) (0w — g+ A, +i[/2) ( o' —e+i0*

+ AéR(e)),

!

where we see that Q,(e,—il'/2,w’,€) has four simple poles in the lower half of the complex w’ plane: w’'=€-i0*, w'=€
—-A,—i0", w'=€y—A,—il'/2, and o' =€y+A—-A_,—il"/2. After some algebra, we obtain

(1 _ e—i(e—eo+iF/2)s)A A

o

d !
Af 2 06— T2, €)=
217l

1

(e— €y +iI'/2)? B (e—e+il'12)(e—ey+ A, +il/2)

+

e—e—-A+A, +il/2

( e—i(e—eO+Aa+iF/2)xA e—iAs(A _ Aa) )
e—e+ A, +il2 e—e+il/2)

where the first term is seen to cancel against the corresponding term in Eq. (B2). Putting the different parts of Eq. (B2) together
and using the definition of XE;) in Eq. (54), we obtain after further cancellations

Alet)=——
(&) e—€y+il/2

which is easily shown to be equal to Eq. (72).

+ eiAmVei(f—50+ir/2)f(A _ Aa)(

—i(
e
(e—ey+il'/2)(e—e— A+ A, +il/2)

e—€g+A +il/2)s _ e—iAs )
b
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