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Interedge interactions and fixed points at a junction of quantum Hall line junctions
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We show that fixed points (characterized by matrices which specify the splitting of the currents at the
junction) can be accessed in a system which contains a junction of three quantum Hall line junctions. For such
a junction of fractional quantum Hall edge states, we find that it is possible for both the flower (single droplet)
and islands (three droplets) configurations to be stable in an intermediate region, for a range of values of the
interedge repulsive interactions. A measurement of the tunneling conductance as a function of the gate voltage
controlling interedge repulsions can give a clear experimental signal of this region.
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Line junctions'® between the edge states of a fractional
quantum Hall system’ allow the realization of one-
dimensional systems of interacting electrons with a tunable
Luttinger parameter.'®-'? A line junction is formed by creat-
ing a narrow barrier which divides a fractional quantum Hall
liquid (FQHL) such that there are chiral edge states flowing
in opposite directions on the two sides of the barrier;'3"!”
tunneling between the two edges can be minimized or pre-
vented, but the edges interact with each other through Cou-
lomb repulsion. A line junction is thus similar to a nonchiral
quantum wire; however, the physical separation between the
two edges of the effective nonchiral wire allows for a greater
control over the strength of the interaction between them.

Recent experiments have shown that the geometry of the
quantum Hall droplet and the location of the points across
which tunneling occurs can influence the degree of back-
scattering and therefore the transport. Motivated by this, we
will study here a FQHL droplet with three narrow barriers as
shown in Fig. 1. (Junctions of three quantum Hall edges have
been studied earlier,'®2! but not in the context of line junc-
tions.) The width of the narrow barrier between the edges
can be tuned to control the Coulomb repulsion between the
two edges on its opposite sides; this in turn controls the
Luttinger parameter g in each nonchiral wire which is
formed by the two edges. Unlike the typical split Hall bar
model, this geometry offers access to a new class of tunnel-
ings and fixed points. When there is perfect symmetry be-
tween the three barrier gates, we find that there is a range of
g for which both the flower fixed point (fully disconnected in
terms of wires) and the islands fixed point (chiral in terms of
wires) are stable. We compute the scaling of the tunneling
conductances around these fixed points.

These fixed points are obtained by imposing boundary
conditions on the currents via a matrix which splits the cur-
rents into the three “wires.” Although many consistent (con-
formally invariant) boundary conditions are possible,'8>? we
will focus on certain simple boundary conditions which can
be visualized in terms of processes involving the electrons
and quasiparticles (quasielectrons and quasiholes) at the
junction. We also note that the boundary conditions we use
here provide dissipationless or noiseless splittings of the cur-
rents at the junction.?® (The fixed points being studied in this
paper are more general than the ones obtained by imposing
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boundary conditions which are linear on the fermionic fields
at the junction.?*2)

The Lagrangian for a system of three quantum Hall line
junctions is given by
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where v denotes the velocity, i labels the wire, the incoming
fields ¢;; are defined from x=-2 to 0, and the outgoing fields
¢;o from x=0 to . The geometry allows for a screened
Coulomb interaction between the left and right movers with
a strength A which has to be positive; A can be varied by a
gate voltage. When the gate voltage is large, the left and right
movers are well separated and N is small; when it is small,
the two modes move closer to each other and \ is large. We
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FIG. 1. Single droplet (flower configuration) of FQHL. Line
junctions are formed by the gate voltages V,. V; denote the poten-
tials which drive currents between different edges.
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restrict ourselves here to the case where there is no hopping
between the modes. Note that \ is related to the parameter g
of a nonchiral Luttinger wire as g=[(1-\)/(1+\)]"2. We
therefore choose A to be less than one.

The quasielectron and electron operators are given
by ¢=me""? and i, =xe?""" respectively, where
v (=1/3,1/5,...) is the FQHL filling, and #; and y; are the
Klein factors for quasielectrons and electrons, respectively.
The density fields canonically conjugate to ¢ are given by
Pino=—(1/2m)d,b; 10, so that

[bino(x),pjno(y)] = 6,;0x—y) for both x,y <0 or >0,

[$i(x),pjo(»)]=0 for x<0, y>0. ()

At the junction, the Lagrangian in Eq. (1) must be supple-
mented by boundary conditions which ensure that the current
[given by j; 0=(1/2m)d,¢; 0] is conserved, and that Egs.
(2) are satisfied. This implies that the fields must be related at
the junction as <Z0=S<Z,, where the 3 X3 splitting matrix
S is real and orthogonal, and each of its columns (or rows)
add up to 1. The latter conditions ensure that the fields satisfy
2 pio=2i¢;, so that the current is conserved at the junction.
[One can show that the above constraints on S imply that
its rows (or columns) must be given by cyclic permuta-
tions of three real numbers #,, #,, and 73 which lie between
—1/3 and 1, and satisfy E,»t,:E,»tiZ: 1. This means that there
is a one-parameter family of such matrices specified, by the
value of, say, t;. This family is in one-to-one correspond-
ence with the SO(2) matrix R introduced in Ref. 20, which
connects the orthogonal combinations (¢;—¢,)/ V2 and (¢,
+¢y—2¢h3)/\6 of the incoming and outgoing fields.]

We now consider some simple forms of S, which are the
identity matrix / and the two chiral matrices, namely, M,
with M3=M,;=M3,=1 and all the other matrix elements
equal to zero, and M_=M I For a given sign of the magnetic
field, only one chirality is possible, so we only consider one
of them, say, M,. (Note that M;'=M?.) We will consider a
given value of the FQHL filling »<<1, and study the scaling
dimensions of various tunneling operators as functions of A
or the Luttinger parameter g. For simplicity, we shall hence-
forth choose the same g;=g for all three line junctions.

The case S=I corresponds to the situation in Fig. I, in
which current from the incoming edge i goes entirely to the
outgoing edge i. Since there is only one droplet, one can
consider both electron and quasiparticle tunneling between
two edges, say, between the incoming edge 1 and the outgo-
ing edge 2. The scaling dimensions of this operator can be
computed after performing a Bogoliubov diagonalization
given by ¢p,=[(1+g)pioy+(1-8)dyol/2\g in each wire.
We find that the tunneling operator as described above has
the scaling dimension »/g for quasiparticles and 1/(vg) for
electrons. Since v and g are both less than 1, electron tun-
neling is irrelevant in the sense of the renormalization group
(RG). However, if g> v, quasiparticle tunneling is relevant,
and the configuration in Fig. 1 is unstable under an RG flow.
In that case, since tunneling between the incoming edge i and
the outgoing edge i+ 1 grows, it is reasonable to assume that
the configuration in Fig. 1 flows, at long distances, to the one
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FIG. 2. Three droplets (islands configuration) of FQHL. The
gate voltages and potentials are defined as in Fig. 1.

in Fig. 2. (Note that in the absence of Coulomb interaction
between the edges, g=1 is greater than v; hence the configu-
ration in Fig. 1 is unstable to Fig. 2. This agrees with the
usual expectation that a single FQHL droplet is unstable to
the formation of multiple droplets.)

The case S=M, corresponds to Fig. 2. In this case, only
electrons can tunnel between, say, the incoming edge 1 and
the outgoing edges 1 or 3; the conservation of charge (in
integer multiples of an electron) in the individual droplets
prevents tunneling of quasiparticles from the incoming edge
1 to the outgoing edges 1 and 3. To calculate the scaling
dimension of the tunneling operator, we first carry out the
Bogoliubov diagonalization in each wire and then rewrite the
boundary condition in terms of the free incoming and outgo-
ing fields, i.e.,

5, (+9)S+(0-9)1-,

!

O (1+9I+(1-g)s "

3)

The scaling dimension of the electron tunneling operator be-
tween any incoming edge and outgoing edge is then found to
be 4g/[v(3+g?)]. Note that we reproduce the scaling dimen-
sions obtained in Refs. 20 and 21 near the chiral fixed points,
without using Klein factors or mapping to the dissipative
Hofstader model.?” This is because we compute the scaling
dimension of weak tunneling directly at the islands fixed
point of Fig. 2, rather than studying the strong tunneling
limit (with multiple hoppings involving Klein factors) of the
flower fixed point of Fig. 1. Thus we identify the islands
configuration (and its time-reversed form) with y, in Refs.
20 and 21. (For g close to 1, these reduce to the chiral fixed
points first studied in Ref. 24).

We find that the dimension of the electron tunneling op-
erator at the chiral fixed point is less than 1 if g<<g. where
gc=%— V4/12=3; this is equal to 0.255 for »v=1/3 (this value
of g corresponds to N\=0.877). Hence the configuration in
Fig. 2 is unstable if g<<g. and stable if g>g. For g<g,.,
since tunneling between the incoming edge 1 and the outgo-
ing edge 1 grows, it is reasonable to assume that Fig. 2 flows
under RG to Fig. 1. We thus see that the flower in Fig. 1 is
stable if g<<wv, and the islands in Fig. 2 is stable if g>g..

045322-2



INTEREDGE INTERACTIONS AND FIXED POINTS AT...

TABLE I. Tunneling operators, their scaling dimensions, and their relevance under RG for the flower and

islands configurations for different ranges of g.
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RG relevance

Tunneling Scaling
Geometry operator dimension 8<8e g.<g<vw g>v
Flower ei(Bio=di\v L irrel. irrel. irrel.
vg
Flower ARGt v irrel. irrel. rel.
_ _ 8
Islands el o=y 4g rel. irrel. irrel.
v(3+g?)

Since g, is less than v (for ¥<<1), we have the interesting
situation that in the intermediate range g.<g<v, the con-
figurations in Figs. 1 and 2 are both stable; this implies that
there must be an unstable fixed point lying between the two
configurations. (Another model where both the strong and
weak coupling fixed points are stable has been studied in
Ref. 28). As a function of the gate voltage controlling the
strength of the interedge interactions, the single droplet is
unstable to breaking up into three droplets if the interedge
coupling A <0.877. But if the gate voltage is decreased and
the interedge interaction increases to A>0.877, the single
droplet configuration becomes stable. These results are sum-
marized in Table I.

One way to experimentally distinguish between the flower
and islands configurations would be to measure the differen-
tial tunneling conductance dI/dV between, say, the incoming
edge 1 and the outgoing edge 3; the tunneling amplitude for
this process is expected to be small in both configurations
since those two edges are well separated. The tunneling con-
ductance G~ b*>V*¥~1) where V is the voltage difference (or
temperature 72¢~V) for small values of V (or T), where d is
the scaling dimension of the tunneling operator, and b is the
backscattering strength. For the flower which is stable if g
<, tunneling will be dominated by quasiparticles since the
value of d is smaller for them than for electrons; the expo-
nent of V (or T) will be given by (2v/g)—-2. For the islands

which is stable if g>g,., only electrons can tunnel, and the
exponent of V will be given by 8g/[1(3+g?)]-2. Note that
the change from instability to stability occurs at different
points for the two configurations, which is why there is an
intermediate region where both configurations are stable. In
Fig. 3, we plot the tunneling conductances for both configu-
rations in the three regions (i), (ii), and (iii) defined in the
caption.

If we start with the flower configuration with g slightly
less than 1 (weak backscattering) at high temperatures (or
high voltages), and slowly reduce the temperature, the sys-
tem flows to the islands configuration. The tunneling conduc-
tance at low temperatures (governed by electron tunneling) is
plotted in Fig. 4 (line F-I, signifying that we start with the
flower configuration at high temperatures and reach the is-
lands configuration at low temperatures). The experiment can
be repeated after reducing g. Until we reach g=1/3, the sys-
tem always flows to the islands configuration at low tempera-
tures and the tunneling conductance is governed by the F-I
line. However, for g <1/3, the flower configuration is stable;
even at low temperatures, the system remains in that con-
figuration. The tunneling conductance at low temperatures is
governed by quasiparticle tunneling plotted in Fig. 4 as the
line F-F. Note that at g=1/3, the electron and quasiparticle
tunneling operators are both marginal.

Similarly, we may start with the islands configuration at

g=.2
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FIG. 3. (Color online) Tunneling conductance
in regions (i) 0<g<g,, (ii) g.<g<w, and (iii)
v<<g<1 as a function of the voltage or tempera-
ture, for the flower (F) and islands (/) configura-
tions. The quasiparticle tunneling is plotted for
the flower, and electron tunneling for the islands.
The conductance has been normalized to 0.01 at
the temperature T=1 (scaled by the cutoff tem-
perature A). The flower and islands configura-
tions are both stable in region (ii).
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FIG. 4. (Color online) Tunneling conductance as a function of g,
starting from either the islands configuration (/-1 and I-F lines) or
flower configuration (F-F and F-I lines) at high temperature. The
conductance at the marginal points has been normalized to be
0.025. Low temperature (7=0.1) conductances (quasiparticle tun-
neling for the /-F and F-F lines, and electron tunneling for the /-1
and F-I lines) have been plotted.

high temperatures and look at the scaling of the conductance
at low temperatures. Until we reach g=g., the islands re-
mains stable and the low temperature tunneling conductance
is governed by the irrelevant electron operator (which turns
marginal at g.). If the experiment is repeated with g <g,, the
low temperature stable phase is the flower configuration,
where the conductance is governed by the quasiparticle tun-
neling operator.

Hence, by starting with either the flower or the islands
configuration at high temperatures and changing the value of
g of the line junction, we should see a dramatic change in the
behaviors of the tunneling conductances at g=v» and g=g,.
This is an unambiguous prediction which can be experimen-
tally tested.

Note that experiments are currently already in the regime
where disorder does not play a significant role.'> Hence the
tunneling strength is expected to be constant along the line
junction, and our ignoring of disorder is justified. However,
current experiments have line junction widths between
5 nm-8.4 nm, which translates to values of the Luttinger
parameter lying between 0.7-0.8 for v between 1 and 2 (see
Ref. 4). Lower values of g can be obtained by changing the
gate voltage so as to decrease the line junction width. Also,
no experiments have so far been done in the FQHE regime
which is needed to check our predictions.

The three droplet and the single droplet configurations
will also show different behaviors of the noise.?*3! The shot
noise at the lowest temperatures will show signatures of both
electron and quasiparticle hopping for the single droplet
case, and a signature of only electron hopping for the three
droplet configuration. (Note that in the absence of tunneling,
there is no noise in the current in the configurations shown in
Figs. 1 and 2, since the boundary condition completely fixes
the outgoing currents in terms of the incoming currents in a
deterministic way.? However, once we allow tunneling,
there will be a noise since tunneling is a probabilistic pro-
cess.) The zero-frequency limit of the shot noise S(w) is
proportional to the tunneling current / and to the charge of
the electron and/or quasiparticle which is tunneling; the term
of order w in S(w) is proportional to V*(¢-1 29
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For a general § matrix at the boundary, we can study the
problem by solving the equations of motion following from
the Lagrangian in Eq. (1); details will be reported elsewhere.
[Alternatively, one may first carry out the Bogoliubov diago-
nalization in each wire separately, and then impose the
boundary condition via the splitting matrix. In contrast, we
are introducing the splitting matrix and the interactions at the
same time here. The final results are, of course, identical.
Both these methods are different in spirit from the procedure
of “delayed boundary condition” followed in Ref. 20, where
the analysis involves the ¢ and 6 fields (given by ¢;=P,),
and the boundary conditions are chosen a posteriori.] We
find that for each wave number k, there are three modes
(labeled by p=1,2,3) with the same velocity o=v\1-\>.
Upon imposing the commutation relations given in Eq. (2),
we obtain

* dk
bino(x,1) = f _rE Yipno x(x,1),
0 \'k P

_ ihx —ikey —iGkt
Bipnos = pil@ipyoe™ + bipoe™ e + Hue.,

with [, 1= 78, 8k - k'). (4)

The wave function coefficients a;, ;0 and b, ;o may be com-
pactly written as 3 X3 matrices Ayy and B, such that
(Ayo)ip=aip o and (Byp);,=biy, 0. In the absence of inter-
actions, the incident waves are given by A;=1, and the trans-
mitted waves by Ap=S; the reflected waves B; and B, van-
ish. The interactions cause rescaling and reflections of
the waves in_each wire; this is governed by a parameter
w=N/(1+1=\?), which is related to the parameter g as
pu=(1-g)/(1+g). Furthermore, the boundary S matrix re-
lates the transmitted waves to the incident waves. We find
that

1

Al: B1= ,LLDA[,

\1/1 - ,U,z

A0=DA1, B0=MA1, (5)

where D=(S—ul)/(I-uS) is an orthogonal matrix.

We can now compute the dimension of an operator which
produces tunneling at the junction (x=0) between an incom-
ing edge i and an outgoing edge j. The tunneling operator 1£
given by Op;i(t)=expif[¢;(0,1)=;o(0,1)], where B=\v
and 1/\v for quasielectrons and electrons, respectively. In
terms of the matrices A and B given in Eq. (5), the scaling
dimension of O;; is given by

B 2
dpj= 32 (Apip+ Brip=Aojp—Bojp)
V4

ﬁZ
= - /J,z[l _Dji+ M(Dii+Djj— 25[])
+ u2(1 -D;)]. ©)

For instance, for the electron hopping operator at the fixed
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point M,, this gives d=4g/v(3+g?), which agrees with the
earlier analysis. This formalism can be used to check the
stability of various other fixed points.

In summary, we have proposed a geometry for line junc-
tions of FQHL edges. For v=1/3, we find that for values of
the parameter g (which is determined by the width or gate
voltage of the line junction) lying in the range 0.255<g
<<0.333, the single droplet (flower) and the three droplet (is-
lands) phases are both stable. These phase boundaries can be
experimentally tested by measuring the voltage power law as
a function of the gate voltage which controls g. The two

PHYSICAL REVIEW B 74, 045322 (2006)

configurations can also be distinguished from each other by
studying the power laws associated with the tunneling cur-
rents and shot noise.
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