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The competition between d-wave superconductivity �SC� and antiferromagnetism �AF� in the high-Tc cu-
prates is investigated by studying the hole- and electron-doped two-dimensional Hubbard model with a re-
cently proposed variational quantum-cluster theory. The approach is shown to provide a thermodynamically
consistent determination of the particle number, provided that an overall shift of the on-site energies is treated
as a variational parameter. The consequences for the single-particle excitation spectra and for the phase
diagram are explored. By comparing the single-particle spectra with quantum Monte Carlo and experimental
data, we verify that the low-energy excitations in a strongly correlated electronic system are described appro-
priately. The cluster calculations also reproduce the overall ground-state phase diagram of the high-temperature
superconductors. In particular, they include salient features such as the enhanced robustness of the antiferro-
magnetic state as a function of electron doping and the tendency towards phase separation into a mixed
antiferromagnetic-superconducting phase at low doping and a pure superconducting phase at high �both hole
and electron� doping.
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I. INTRODUCTION

The theory of high-temperature superconductivity re-
mains one of the most challenging problems in solid-state
physics. In many metallic compounds, over a broad range of
compositions and temperatures, only two phases are encoun-
tered: i.e., the normal �Fermi liquid� and a magnetic or su-
perconducting phase. In sharp contrast, the high-temperature
superconductors �HTSC’s� and other strongly correlated
electron systems, such as heavy-fermion and a variety of
transition-metal oxide systems, exhibit many ordered phases,
which appear to compete and sometimes coexist.1 In the
HTSC’s, besides ordered antiferromagnetic �AF� and super-
conducting �SC� phases, compelling evidence exists for
charge- and spin-“stripe” phases and phases with coexisting
SC and AF order.2 The common denominator and the under-
lying reason for these competing orders is certainly the pres-
ence of strong electronic correlations and Mott-Hubbard
physics: The interplay between kinetic-energy and Coulomb-
correlation effects induces an extreme sensitivity to external
parameters �doping, temperature, pressure, etc.� and a rather
difficult to predict “outcome”: i.e., the characteristic low-
energy excitations and the phase diagram at low tempera-
tures. The central challenge in the field of high-Tc supercon-
ductivity is, therefore, the connection of the �known�
microscopic interactions at the level of electrons and ions,
which are at high energy ��eV� and temperature T, with the
“emerging phenomena” at T=0: i.e., competing and nearly
degenerate orders. Ideally, one should employ a systematic
renormalization-group approach to integrate out the irrel-
evant degrees of freedom and, thereby, correctly bridge high
to low energies and eventually go to T=0. It is, however, by
no means obvious how to do this when strong correlations
are present, such as in the HTSC’s.

In this context cluster techniques, which systematically
approach the infinite-size �low-energy� limit, provide a pow-

erful alternative.3–5 In this paper, we will discuss and apply a
variational-cluster approach �VCA� which was proposed
recently.6,7 It is based on the self-energy-functional theory
�SFT�,8 which provides a general variational scheme to use
dynamical information from an exactly solvable “reference
system” �in our case, an isolated cluster� to go to the infinite-
size lattice fermion problem at low temperatures and at T
=0, in particular. In our earlier work7 this scheme was for-
mulated to study phases with spontaneously broken symme-
try. For the cluster sizes used, it was shown that the VCA
correctly reproduces long-range AF order for the two-
dimensional �2D� Hubbard model and the absence of this
order in one dimension. This nontrivial “test” implies that the
VCA goes well beyond ordinary mean-field theory.

Another crucial test is provided by the dynamical infor-
mation contained in the one-particle Green’s function G.
Compared to variational schemes based on wave functions,9

an important advantage of the VCA consists in the fact that it
quite naturally gives the one-electron Green’s function G.
For the 2D Hubbard model, it was recently demonstrated7

that the VCA, with the lattice tiled by ��10��10� clusters,
correctly reproduces low-temperature quantum Monte Carlo
�QMC� data—in particular, the coherent and incoherent
“bands” experimentally known from angle-resolved photo-
emission spectroscopy �ARPES� data.10

These tests provide also the foundation for attacking the
question whether the “minimal” microscopic model—
namely the 2D one-band Hubbard model—reproduces the
essential features of the electron- and hole-doped HTSC
phase diagram. We will not go into a lengthy discussion of
what interactions should be retained at the electron-ion level.
But when choosing the 2D one-band Hubbard model11—i.e.,

H = �
ij�

tijci�
† cj� + U�

i

ni↑ni↓, �1�

where cj� and ci�
† are the usual annihilation and creation

operators, tij denote the hopping-matrix elements, ni�
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=ci�
† ci� is the density at site i with spin �= ↑ ,↓, and U is the

local Coulomb repulsion, one has introduced gross simplifi-
cations, leaving out other orbital �e.g., p� degrees of freedom,
long-range Coulomb interaction, electron-phonon coupling,
etc. Nevertheless, this choice appears to be legitimate, last
but not least in view of the amazing agreement achieved
between numerical simulations and experimental results for
the normal-state properties of the cuprates �see, for example,
Refs. 1 and 11–13�.

The ground-state phase diagram of the model was re-
cently investigated using the VCA by Sénéchal et al.14 and
by two of us.15 There are important technical differences, but
the “upshot” of the two works is as follows: For the cluster
sizes used in the VCA, the T=0 phase diagram of the Hub-
bard model �including hopping terms up to second- or third-
nearest neighbors� turns out to be qualitatively similar to that
of the electron- and hole-doped cuprates. The model cor-
rectly describes the overall phase diagram, such as the occur-
rence of the AF and SC phases, and predicts the correspond-
ing doping ranges in qualitative agreement with the
experiments for the cuprate materials.

The present paper has several purposes: First, we would
like to stress that for an application of the VCA to the high-
Tc problem it is of crucial importance to treat the on-site
energies in the reference system as variational parameters.
We will show that this ensures a thermodynamically consis-
tent determination of the average particle number. Compared
to the study of Ref. 14 this represents an important methodi-
cal extension. On the other hand, without the variational op-
timization of the on-site energy, one has to tolerate an incon-
sistency in the determination of the average particle number.
The effects of this error shall be demonstrated by model
calculations. The issue of thermodynamic consistency is also
discussed for the off-diagonal elements of the one-particle
density matrix and, in case of spontaneous symmetry break-
ing, for the respective order parameter. It is interesting to
note that there are no such problems in the dynamical mean-
field theory16,17 �DMFT� and its cluster extensions.18,19 Here
the on-site energies are kept at their “physical” values from
the very beginning rather than being determined from the
self-consistency condition. The �cellular� DMFT, however,
can be considered as a special approximation within the gen-
eral SFT framework.6,7 Hence, the question arises as to why
a fixed on-site energy does not spoil thermodynamic consis-
tency in the case of �cellular� DMFT. It is interesting to note
that, in the case of interacting bosons, the issue of consis-
tency has also been shown to be very important, recently.20

Second, an accurate analysis of the behavior of the chemi-
cal potential as a function of the particle density close to the
transition to a nonmagnetic state, as well as a corresponding
Maxwell construction, indicates the presence of an inhomo-
geneous ground state with macroscopically large regions of
low- and high-particle density. Using Lc=4-site clusters, we
can get a rough estimate of the ground-state phase diagram
and investigate the instability of the homogeneous �AF, SC�
phases against charge inhomogeneities. This represents an
important complement to the work of Ref. 14, where larger
cluster sizes up to Lc=10 sites have been considered but
without an appropriate analysis via a Maxwell construction.

Finally, our numerical results give valuable insights into
different questions of the high-Tc problem, as they provide

direct access to the single-particle excitation spectrum in the
strong-coupling regime at zero temperature. This has to be
contrasted with the work of Maier et al.21,22 who have been
able to treat clusters with Lc�20 sites within the dynamical
cluster approximation �DCA�, but are restricted to finite tem-
peratures, intermediate coupling U / t�4, and imaginary
time. A review comparing the application of different cluster
�SFT, DCA, and cellular DMFT� as well as weak-coupling
methods for the Hubbard model has appeared recently.4

Our paper is organized as follows: We start with a sum-
mary of the central ideas of the SFT in general �Sec. II A�.
Thermodynamic consistency with respect to the average par-
ticle number is discussed in Sec. II B. Consistency with re-
spect to the off-diagonal elements of the density matrix is
addressed in Appendix AA and the case of the C-DMFT is
discussed in Appendix B. Our theoretical considerations are
completed by describing some computational details of the
VCA calculations in Sec. II C. Section III then presents the
results for the T=0 spectral function A�k ,�� for electron and
hole doping. We discuss how the characteristically different
doping dependences of the spectra give rise to different
Fermi-surface evolutions upon doping. These Fermi-surface
evolutions can then be tied up with the characteristic differ-
ences in the electron- and hole-doped phase diagrams, such
as the enhanced robustness of the AF order in the electron-
doped case. The ground-state phase diagram will be pre-
sented and discussed in detail in Sec. IV. Finally, Sec. V
contains our main conclusions and a summary.

II. THEORETICAL BACKGROUND

A. Self-energy-functional theory

The central idea of the self-energy-functional theory8 is to
make use of the universality of the Luttinger-Ward functional
�U�G� �Ref. 23� or of its Legendre transform FU���: For a
system with Hamiltonian H=H0�t�+H1�U�, where t are the
one-particle and U the interaction parameters, the functional
dependence �U�¯� or FU�¯� is independent of t. This uni-
versality is obvious as the Luttinger-Ward functional is de-
fined via a skeleton-diagram expansion involving dressed
propagators and vertices only.23

Concentrating on the self-energy � instead of the single-
particle Green’s function G, the grand potential of the system
at temperature T and chemical potential � can be written as
a functional of �:

	t,U��� = Tr ln�G0,t
−1 − ��−1 + FU��� , �2�

where G0,t= ��+�− t�−1 is the free Green’s function and Tr

�T��n
ei�n0+

tr with the usual trace tr and the Matsubara fre-
quencies �n= �2n+1�
T for integer n. At the physical self-
energy �=�t,U, the grand potential is stationary:
�	t,U��t,U�=0.

Why is it more advantageous to express 	 as a functional
of the self-energy � rather than G? This has to do with the
“short-range” character of � as a function of its real-space
coordinates,24 which in general is due to the fact that � is
qualitatively related to a dynamically screened particle-
particle interaction. For the Hubbard model, in particular,
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one believes that important effects are sufficiently accounted
for by a local25 or short-ranged26 self-energy, at least for high
lattice dimensions. A local or short-ranged self-energy, how-
ever, can be well generated by a cluster of finite size, and for
the subsequent optimization of the cluster trial self-energy,
the self-energy functional �2� can be used. This concept al-
lows for the construction of a class of conceptually clear and
thermodynamically consistent approximations, including the
dynamical mean-field theory16,17 and a cluster extension of
the DMFT �Ref. 18� �see Ref. 27 for a detailed discussion�.

Due to the universality of FU���, we have

	t�,U��� = FU��� + Tr ln�G0,t�
−1 − ��−1 �3�

for the self-energy functional of a so-called “reference sys-
tem,” which is given by a Hamiltonian with the same inter-
action part U but modified one-particle parameters t�: H�
=H0�t��+H1�U�. Although it has different microscopic pa-
rameters, the reference system is assumed to be in the same
macroscopic state as the original system, so it has the same
temperature T and the same chemical potential �. By a
proper choice of its one-particle part, the problem posed by
the reference system H� can be much simpler than the origi-
nal problem posed by H, such that the self-energy of the
reference system, �t�,U, can be computed exactly within a
certain subspace of parameters t�. Combining Eqs. �2� and
�3�, we can eliminate the functional FU���. Inserting as a
trial self-energy the self-energy of the reference system then
yields

	t,U��t�,U� = 	t�,U + Tr ln�G0,t
−1 − �t�,U�−1 − Tr ln Gt�,U,

�4�

where 	t�,U and Gt�,U are the grand potential and the Green’s
function of the reference system. Stationary points are ob-
tained, and this is the approximation, by restricting the varia-
tion to the subspace of trial self-energies �t�,U:

�	t,U��t�,U�

�t�
= 0 for t� = ts�. �5�

Varying the trial self-energy means to vary the one-particle
parameters t� of the reference system. For further details of
the approach see Ref. 8.

Here, we will focus on the Hubbard model, Eq. �1�, as the
original model given by H. Different possible choices for H�
and the corresponding systematics of approximations gener-
ated in this way are discussed in Ref. 27. In the following,
we will concentrate on two cluster approaches: �i� the varia-
tional cluster approach6,7 and �ii� the cellular DMFT
�C-DMFT�.18 The VCA can be seen as a variational gener-
alization of the cluster-perturbation theory.28,29 It is obtained
by partitioning the infinite lattice into disconnected �identi-
cal� clusters of Lc sites each and choosing H� to consist of
the intracluster parts only; i.e., the intercluster hopping is
switched off in H�. The C-DMFT is a cluster variant of the
DMFT. In the context of the SFT, it is obtained in the same
way as the VCA but with an additional coupling of each of
the Lc correlated cluster sites to a continuous bath—i.e., to an
infinite number of uncorrelated additional bath sites. The on-

site energies of the bath sites as well as their coupling to the
original sites are treated as variational parameters.

B. Consistent determination of the particle density

Once a reference system is specified, one should, in prin-
ciple, vary all one-particle parameters of H�. This procedure
would give the optimal result but requires a search for a
stationary point in a high-dimensional parameter space.
From a pragmatic point of view it is thus advisable to con-
centrate on a few parameters only which have to be selected
by physical arguments. Here, we argue that the variation of
the on-site energies is important to achieve thermodynamic
consistency with respect to the average particle number. In
the case of the Hubbard model, this means to consider the
site-independent energy ��� tii� as �one of the� variational
parameter�s�.

The average particle number 	N
 can be calculated in two
different ways: on the “zero-particle level” by differentiation
of the grand potential with respect to the chemical potential
�,

	N
 = −
�	

��
, �6�

and on the “one-particle level” by frequency integration of
the one-particle excitation spectrum:

	N
 = �
i�

	ni�
 = �
i�
�

−



f���Aii����d� . �7�

Here, Aii����=−Im Gii���+ i0+� /
 is the local �possibly
spin-dependent� spectral density with G=Gt,U for short, and
f���= �exp�� /T�+1�−1 is the Fermi function. For simplicity,
we exclude noncollinear magnetic states and assume all ex-
pectation values to be diagonal in the spin index.

Thermodynamic consistency means that both ways of cal-
culating 	N
 yield the same result. Since 	�	t,U��ts�,U� is
the approximate SFT grand potential at the stationary point
t�= ts�, and since the spectral density or, equivalently, the one-
particle Green’s function is the approximate Green’s function
given by G�1/ �G0,t

−1−�ts�,U�−1, the equivalence of Eqs. �6�
and �7� is by no means understood a priori.

To prove thermodynamic consistency, we start from Eq.
�6�. According to Eq. �4�, there is a twofold � dependence of
	=	t,U��ts�,U�: �i� an explicit � dependence due to the
chemical potential in the free Green’s function of the original
model, G0,t

−1=�+�− t, and �ii� an implicit � dependence due
to the � dependence of the self-energy �ts�,U, the Green’s
function Gts�,U, and the grand potential 	ts�,U of the reference
system:

	N
 = −
�	

��ex
−

�	

��im
. �8�

Note that the implicit � dependence is due to the chemical
potential of the reference system which, by construction, is
in the same macroscopic state as the original system �with
the same temperature T and the same chemical potential ��
as well as due to the � dependence of the stationary point ts�
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itself. This is a subtlety which, however, can be ignored since

�	

�t�
·

�t�
��

= 0 �9�

for t�= ts� because of stationarity condition �5�. �Actually,
only those elements of ts� show up a � dependence that are
treated as variational parameters. According to the chain
rule, however, the derivative of 	 has to be performed just
with respect to those elements, with a vanishing result due to
the stationarity condition.�

The self-energy, the Green’s function, and the grand po-
tential of the reference system are defined as grand-canonical
averages. Hence, their � dependence due to the grand-
canonical Hamiltonian H�=H�−�N is �apart from the sign�
the same as their dependence on ��: � /��im=−� /���, etc.
Consequently, we have

	N
 = −
�	

��ex
+

�	

���
. �10�

The first derivative is readily calculated:

�	

��ex
=

�

��ex
T�

�n

ei�n0+
tr ln

1

G0,t
−1�i�n� − �ts�,U�i�n�

= T�
�n

ei�n0+
tr

− 1

i�n + � − t − �ts�,U�i�n�

=
− 1

2
i
�

C
e�0+

f���tr
− 1

� + � − t − �ts�,U���
d� . �11�

Here, the contour C encloses the first-order poles of the
Fermi function at �n= �2n+1�
T in a counterclockwise di-
rection. Using Cauchy’s theorem, we can proceed to an inte-
gration over real frequencies. Inserting into Eq. �10�, we get

	N
 = −
1



Im �

−



f���tr
1

G0,t
−1 − �t�,U


�+i0+

d� +
�	

���

�12�

for t�= ts�.
The first term on the right-hand side is just the expression

for the average particle number given by Eq. �7�. The second
term on the right-hand side vanishes provided that the varia-
tional condition �5� is satisfied—i.e., provided that �� is in-
cluded in the set of variational parameters. In this case one
has thermodynamic consistency. If �� was not treated as a
variational parameter but kept at the value given by the origi-
nal system, ��=�, one would have a finite �	 /��� in Eq.
�12�, and the two expressions �6� and �7� for the average
particle number would yield different results. This completes
the proof.

Equation �6� for the average particle number of the lattice
model can be compared with

	N
� = −
�	�

��
= �

i�
�

−



f���Aii�� ���d� , �13�

which gives the average particle number of the reference
system. Again, there are two ways to get 	N
�: either as the

derivative of the reference system’s grand potential 	�
�	t�,U or by frequency integration of the reference system’s
spectral density Aii�� �����−1/
�Im Gii�� ��+ i0+�. As the ref-
erence system is solved exactly, both ways must yield the
same result. Note, however, that 	N
� 	N
� in general.

The above reasoning can straightforwardly be generalized
to the off-diagonal �i� j� elements of the one-particle density
matrix 	ci�

† cj�
. This is discussed in Appendix A.
The effect of thermodynamic �in�consistency is illustrated

for the single-band Hubbard model of Eq. �1� in Fig. 1. The
figure shows n= 	ni�
 as a function of � as obtained from
VCA calculations described in Sec. II C below. Solid lines
display the result obtained by frequency integration of the
spectral density, Eq. �7�, while dashed lines show the result
of the numerical � derivative of 	, Eq. �6�. We compare the
results obtained by considering �� as a variational parameter
�a�, with the ones obtained by setting ��=0 �b�. In case �a�
the two curves coincide within numerical accuracy, as ex-
pected, while in case �b� a considerable discrepancy is ob-
served. This discrepancy increases upon approaching the
transition to the nonmagnetic state—i.e., precisely in the in-
teresting region, where it reaches about 5% doping.

While thermodynamic consistency with respect to the par-
ticle number is an issue for most approximations within the
SFT, there is one exception: the cellular DMFT. This is dis-
cussed in Appendix B.

FIG. 1. Filling n= 	ni�
 as a function of chemical potential �
obtained by integration of the spectral density �Eq. �7�, solid lines�
and via the derivative of 	 �Eq. �6�, dashed lines�. Results are
obtained, respectively, by considering �� as a variational parameter
�a� and by setting ��=0 �b�. Calculations for the electron-doped
case with U=8, nearest-neighbor hopping tnn=−1 and next-nearest-
neighbor hopping tnnn=0.3.
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C. Variational cluster approach

In detail, the calculation proceeds as follows: We consider
the 2D single-band Hubbard model of Eq. �1� with nearest-
�tnn� and next-nearest- �tnnn� neighbor hoppings and the Hub-
bard U. For the purpose of our qualitative description of the
HTSC’s, it is sufficient to take parameters which are typical
for both hole- and electron-doped high-Tc cuprates—i.e.,
tnnn / tnn=−0.3 and U / tnn=8. The energy scale is set by
choosing tnn=−1. Different values of the parameters �e.g., a
change of U or tnnn within �30%� or a third-nearest-
neighbor hopping have been also incorporated, checked, and
found not to qualitatively change our conclusions �for ex-
ample, concerning the weak phase separation detected in the
electron-doped case�.

The Hamiltonian of the reference system H� is given by a
set of decoupled clusters of finite size. For an individual
cluster, the Hamiltonian reads

Hcluster� = HHub� + HAF� + HSC� . �14�

It consists of the Hubbard Hamiltonian confined to the finite
cluster HHub� plus two symmetry-breaking terms �Weiss
fields� HAF� and HSC� with

HAF� = hAF� �
i�

�ni↑ − ni↓�eiQ·Ri �15�

and

HSC� = hSC� �
ij

�ij

2
�ci↑cj↓ + H.c.� , �16�

where hAF� is the strength of the staggered and hSC� the
strength of the nearest-neighbor d-wave pairing field. Q
= �
 ,
� is the AF wave vector, and �ij denotes the d-wave
form factor which is nonvanishing for nearest-neighbor lat-
tice sites only and is equal to +1 �−1� for Ri−R j in the x �y�
direction. The sum in Eq. �16� is restricted to sites i and j
belonging to the same cluster. According to the discussion in
Sec. II B, the site-independent energy ��= tii� shall be treated
as a variational parameter. It shows up in the local term

Hlocal� = ���
i�

ni�, �17�

which is already included in HHub� . The optimization of ��
has to be done simultaneously with the optimization of the
parameters hAF� and hSC� .

Due to the optimization of the Weiss field strengths hAF�
and hSC� , one can account for spontaneous AF and d-wave SC
symmetry breaking. The respective AF and SC order param-
eters m and � are defined as

m =
�	

�hAF
, � =

�	

�hSC
, �18�

in the limit hAF, hSC→0 where hAF and hSC are the strengths
of external physical staggered and pairing fields. These
physical fields should not be confused with the fictitious
Weiss fields with strengths hAF� and hSC� . Adding the respec-
tive physical field terms to the Hamiltonian H and perform-
ing the derivative with respect to hAF and hSC of the SFT

grand potential �at the respective optimal fictitious field
strengths hAF� and hSC� � yields m and � consistently with their
representations �on the “one-particle level”� as frequency in-
tegrals over the usual and anomalous one-particle spectral
density. This consistency is shown in the same way as in Sec.
II B for the average particle number and is a consequence of
treating the fictitious fields as variational parameters.

The quality of the approximation is decisively influenced
by the cluster size used. On the one hand, for an appropriate
characterization of the phase transition �as considered in Sec.
IV, below�, one needs a sufficient accuracy in the grand po-
tential 	. This accuracy is, first of all, determined by the
requirement that the clusters chosen must be large enough to
fully account for the “short-range” spatial dependence of the
self-energy as has been discussed below Eq. �2�. On the other
hand, for a given cluster size, an as accurate as possible
numerical evaluation has to be employed.

With respect to the latter, we found it both convenient and
accurate to evaluate the frequency integrals contained in the
trace in Eq. �4�, not by numerical integration �where the re-
quired accuracy is difficult to achieve�, but by converting
these integrals to a sum over the poles of the Green’s func-
tion �see Ref. 8 for details�. This, however, requires the com-
putation of all many-body eigenstates in a given sector of the
cluster Hamiltonian Hcluster� �Eq. �14�� including symmetry-
breaking fields. This technically limits the cluster sizes to be
considered. Therefore, in the present work, we have chosen
an infinite lattice tiled with 2�2 clusters.

Clusters consisting of 2�2 sites, as well as larger cluster
sizes, have recently been systematically studied by Kyung et
al.44 in their influence on various physical quantities of the
2D Hubbard model by means of the C-DMFT. Already the
smallest—i.e., 2�2—cluster has been found to account for
more than 95% of the “correlation effect” in the single-
particle spectrum �for a precise definition see Eq. �16� of Ref.
44�. This suggests that at least some of the relevant questions
in a strongly correlated electron system, modeled by a
Hubbard-type Hamiltonian, may be studied, even rather ac-
curately, with a such a small reference cluster.

Nevertheless, for a more accurate determination of the SC
state and of the phase transition, larger clusters have to be
considered eventually. Only in this way can phase-fluctuation
effects between different d-wave Cooper pairs �which deter-
mine the spatial dependence of the self-energy in the SC
state� be accounted for. We expect, for example, that calcu-
lations for larger clusters would display a smaller SC gap
than the one seen in Fig. 4�b�, below, around �
 ,0� in the
electron-doped case. On the other hand, we expect our re-
sults on the global phase diagram to be quite robust. This is
corroborated by the only weak dependence on �moderate�
model changes, such as the next-nearest hopping or the Hub-
bard interaction.14,15

III. SINGLE-PARTICLE EXCITATIONS

The evolution of the single-particle excitation spectrum
A�k ,�� as a function of hole doping and, in particular, the
transition from a “small” Fermi surface �hole pockets around
�
 /2 ,
 /2�� to a local-density-approximation-like �LDA-
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like� Fermi surface closed around �
 ,
� are key observa-
tions in unlocking the mystery of the cuprates. Earlier QMC
calculations for the 2D Hubbard model11,13 found that the
single-particle spectral weight A�k ,�� semiquantitatively re-
produces both the momentum �dx2−y2 symmetry� and, in par-
ticular, doping dependence of the “high-energy” pseudogap
of the order of the exchange energy J�200 meV as found in
photoemission experiments around �
 ,0�. The correspond-
ing QMC data are reproduced in Fig. 2 for comparison with
the results of the VCA shown in Fig. 3 for hole dopings x
=0.01 and x=0.05.

We first discuss the QMC data. In the underdoped regime,
the “pseudogap” feature near �
 ,0� moves to lower binding
energy as doping is increased. At about x=0.13 �solid circles
in Fig. 2� the pseudogap vanishes, in overall accordance with
the experimental findings.10 In the experiments, the “high-
energy” pseudogap is identified with the centroids of spectral
weight near �
 ,0�.

However, the experimental ARPES spectra also display a
“low-energy” pseudogap in the normal �superconducting�
state above �below� Tc with energy �20 meV, inferred from
the leading edge in the spectral density, which also opens up
in the underdoped regime and vanishes in the overdoped
regime.10 This empirical correlation between the disappear-
ance of the “high-energy” pseudogap and the decrease of the
SC gap and, therefore, pairing strength suggested already
several years ago that the high-energy features at �
 ,0�
�which are correctly described by the “high-temperature”
QMC simulations� are closely related to the pairing
interaction.10

It is clear, however, that there is a strong need to perform
calculations at much lower temperatures: i.e., temperatures

below Tc�20 meV. Only then the can “low-energy” SC or
normal-state pseudogap be detected and only then can the
question, “where do holes enter first?,” be answered cor-
rectly. According to the results of the “high-temperature”
�T=0.33� QMC simulations shown in Fig. 2 for x=0.01,
holes enter first around �
 ,
�. This can be understood by
referring to the idea12,13 that a higher temperature T effec-
tively acts as an increased doping which destroys the mag-
netic Brillouin zone. This allows holes to first enter into the
“arc” of single-particle excitations spanned around Q
= �
 ,
�.

However, a portion of the corresponding “large” Fermi
surface seems to disappear already at the lower temperature
T=0.25. This is indicated in Fig. 2�a� by the downturn of the
quasiparticlelike band between �
 ,0� and �
 ,
�. In the ex-
periment �Fig. 2�b��, this behavior in the underdoped regime
has been interpreted as the opening of a pseudogap in the
underlying Fermi surface near the �
 ,0� to �
 ,
� line.10

This opening is obviously intimately related to the above
question: namely, where doped holes first enter—i.e., to the
possibility of hole pockets developing at very small tempera-
tures and low dopings around �
 /2 ,
 /2� in the hole-doped
case.

In contrast to the finite-T QMC result, the corresponding
VCA calculations for T=0 �see Fig. 3� show that holes first
go into the coherent band around �
 /2 ,
 /2� forming “hole
pockets” consistent with experiments.10 Note that for the
dopings considered in Fig. 3, the system is in a mixed AF

FIG. 2. Taken from Ref. 13. The dispersion of the peaks in the
single-particle spectral weight from �a� QMC simulations of the
Hubbard model at the temperatures indicated and at dopings
x=0.01, x=0.05 �peaks in A�k ,�� represented by error bars�, and
x=0.13 �solid circle�. �b� ARPES experiments from underdoped and
optimally doped materials �peak centroids in A�k ,���, after Ref. 30.

FIG. 3. Single-particle spectrum for the hole-doped �x=0.01 and
x=0.05� case at U=8 �tnn=−1�. For comparison with the QMC
data, the next-nearest-neighbor hopping is set to tnnn=0.
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+SC state with nonvanishing AF order parameter �see also
Fig. 7, below�. Therefore, although the low-lying spectral
weight is found around �
 /2 ,
 /2�, the spectrum still shows
an AF gap at this wave vector.

Related to this, it appears that even for x=0.05 the quasi-
particlelike dispersion does not cross the Fermi energy along
the nodal direction �between �0,0� and �
 ,
�� in contrast to
the experimental situation in Fig. 2�b�. Although some
�weak� accumulation of spectral weight close and above �
=0 can be seen in Fig. 3, we believe that this noncrossing is
�partly� a shortcoming of our 2�2 calculation and that the
self-energy in the nodal direction requires larger clusters.

To address this issue for more realistic model
parameters—i.e., including a next-nearest-neighbor hopping
tnnn=−0.3tnn—as well as to study the corresponding doping
evolution in the electron-doped case, we discuss the VCA
results for A�k ,�� shown in Fig. 4. The calculations have
been performed for the hole-doped �a� and for the electron-
doped �b� systems in the mixed AF+SC phase �see Sec.
IV�—i.e., for x=0.015 and x=0.09, respectively.

Let us concentrate on the very small �1.5%� hole doping
first. In agreement with the corresponding experiments10 in
hole-doped cuprates, holes indeed first enter at �
 /2 ,
 /2�.
Although the system is in a mixed AF+SC phase �see Sec.
IV�, the SC gap is zero at this nodal point, so that doping into
nodal states—i.e., normal metallic screening—apparently de-
stabilizes the AF solution already for rather low doping val-

ues �x�0.03�. This explains the phase diagram of Fig. 7,
below.

A similar picture can be inferred by looking at the evolu-
tion of the Fermi surface as a function of doping. This can be
extracted from Fig. 5 where the low-energy spectral weight
is plotted in the Brillouin zone. In qualitative agreement with
experiments, hole pockets start forming around �
 /2 ,
 /2�
for low doping, while a large Fermi surface centered about
�
 ,
� starts building up at higher doping.

In contrast, in electron-doped systems, doped electrons
initially form pockets around �
 ,0� �see Figs. 4�b� and 6; see
also Refs. 14 and 31�, in agreement with experiments.32,33

Figure 6 shows the spectral weight obtained by integrating
A�k ,�� down to 0.2 below the Fermi energy ��=0�. One has
to be careful when interpreting Fig. 6, since for x�0.13
there is still an AF gap at the Fermi surface near �
 /2 ,
 /2�
besides the SC one near �
 ,0�. Therefore, the excitation
spectrum is completely gapped, and one has to go away from
�=0 in order to find some weight. Since we integrate only in
a small energy window around the Fermi level, the scale in
Fig. 6 is an order of magnitude smaller than in the hole-
doped case, Fig. 5, for which the AF gap near �
 /2 ,
 /2� is
shifted away from the Fermi surface. Nevertheless, one finds
that the lowest-lying states in the electron-doped case are
around �
 ,0�. Here, the density of states is large and pro-

FIG. 4. Single-particle spectrum for U=8 and tnnn=0.3 �tnn

=−1� in the hole-doped �a� and electron-doped �b� cases. Results
are shown for dopings in the mixed AF+SC state �see Sec. IV�—
i.e., for x=0.015 �a� and x=0.09 �b�, respectively.

FIG. 5. �Color online� Evolution of the low-energy spectrum
upon hole doping. Parameters are as in Fig. 4. The weight is ob-
tained by integrating the low-energy A�k ,�� spectrum down to 0.2
below the Fermi energy.

FIG. 6. The same as in Fig. 5 but for the electron-doped case.
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vides a large “reservoir” for electron doping. This, in com-
bination with the fact that the chemical potential lies in the
SC gap �of the AF+SC phase�, stabilizes the AF solution for
a larger doping range than in the hole-doped case, allowing
for the AF gap to decrease more gradually �see Sec. IV�.
Also in this case, the breakdown of the magnetic solution
occurs as soon as the chemical potential reaches the bottom
of the band at �
 /2 ,
 /2�. The observation that doping into
�
 /2 ,
 /2� generically makes the AF phase unstable sug-
gests that also the occurrence of phase separation, to be dis-
cussed in Sec. IV, is rather generic and quite independent of
model details.

The low-energy spectral weight, as plotted for different
dopings in Fig. 6, agrees quite well with the ARPES mea-
surements of Armitage et al.;32,33 doped electrons away from
half-filling first form pockets around �
 ,0�. At higher dop-
ing, Fermi-surface segments start developing along the
�
 ,0�-�0,
� line. Finally, these segments connect and form a
large Fermi surface around �
 ,
� near optimal doping.

IV. GROUND-STATE PHASE DIAGRAM

In this section the ground-state phase diagram and the AF
to SC transition are presented and discussed �see also Refs.
14 and 15�. In particular, we will focus on the similarities
and differences between the hole- and electron-doped sys-
tems as well as their relation with the evolution of the single-
particle spectrum.

In order to determine the T=0 phase diagram, we proceed
as described in Sec. II C; i.e., two symmetry-breaking terms
�Weiss fields� HAF� and HSC� are included and their respective
strengths hAF� and hSC� are treated as variational parameters in
addition to ��. As discussed in Sec. II B, the use of the ad-
ditional variational parameter �� is required in order to have
a consistent determination of the particle density.

The phase diagram for the Hubbard model with U=8 and
next-nearest-neighbor hopping tnnn=0.3 �we set tnn=−1�, as
obtained from our calculations, is shown in Fig. 7 for the
hole-doped and in Fig. 8 for the electron-doped case. In the
upper part of each figure, the chemical potential � is plotted
as a function of x. In the corresponding lower parts, we dis-
play the AF �m� and SC ��� order parameter as a function of
doping x. Note that the order parameters m and � are differ-
ent from the Weiss fields hAF� and hSC� , respectively. Quite
generally, however, a nonvanishing stationary value for a
Weiss field produces a nonvanishing order parameter, respec-
tively, although the latter can be much smaller.

Let us discuss hole doping first �see Fig. 7�. For low dop-
ings x we find a homogeneous symmetry-broken phase in
which both the AF as well as the SC order parameter m and
� are nonzero. This corresponds to a phase where AF and SC
order microscopically and coherently coexist. A homoge-
neous phase with pure SC �m=0 and ��0� is obtained for
larger dopings. The behavior of m vs x in Fig. 7 seems to
suggest that the transition to the nonmagnetic state is con-
tinuous �second order� as a function of doping. However, a
glance at the nonmonotonous behavior of the chemical po-
tential �, plotted as a function of x in the upper part of the
figure, indicates the occurrence of a charge instability. The

system tends to separate into a hole-poor �x1� and a hole-rich
�x2� phase. The two dopings x1 and x2, as well as the chemi-
cal potential �c in the phase-separated region, are identified
by the Maxwell construction shown in the upper part of Fig.
7. Here �* is the point where the slope of ��x� changes sign.

Of course, this phase separation is obtained within a treat-
ment that, in the present work, just considers for homoge-
neous order parameters only and that neglects surface ef-
fects. Furthermore, the VCA is a mean-field-type approach to
length scales beyond the size of the individual cluster. There-
fore, the above result has to be interpreted with care. We
expect it to signal a tendency towards the formation of mi-
croscopic inhomogeneities, such as stripes, checkerboard
patterns, etc.34,35,37 This tendency will be further studied in
future work by considering larger clusters and/or by allowing
for a more general variational solution which explicitly de-
scribes stripe inhomogeneities �for example, by considering
coupled clusters with different dopings, as in Ref. 36�. In this
case, one might expect the phase transition to become more
continuous and phase separation to disappear eventually.

FIG. 7. �Color online� Antiferromagnetic and superconducting
order parameters m and � and chemical potential � as functions of
hole doping x. � and � are plotted for the AF+SC �green, �AF+SC,
�AF+SC� as well as for the pure SC homogeneous solutions �blue,
�SC, �SC�. Note that � is scaled by a factor of 5 for convenience.
For x�x1 the system exhibits a coexistence of AF and d-wave SC
order. Phase separation occurs between the doping levels x1 and x2.
For x�x2 pure d-wave SC is realized. In the phase separation re-
gion x1�x�x2, the homogeneous solution becomes unstable and
the system prefers to separate into a mixture of two densities cor-
responding to x1 and x2. The chemical potential �c is determined by
the Maxwell construction shown in the upper figure. At �* the slope
of the AF+SC solution changes sign.
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Let us now discuss the electron-doped case and the simi-
larities and differences as compared to hole doping. The first
observation is that, while the phase diagrams in Figs. 7 and 8
are qualitatively similar, the phase in which long-range AF
order is realized is spreading to significantly larger doping
values in the electron-doped case, in overall agreement with
the experimental situation. Figure 8 shows that phase sepa-
ration occurs in the electron-doped case as well, although the
associated energy scale �����*−�c� is smaller with re-
spect to the hole-doped case by about an order of magnitude.
In Ref. 15 it is argued that this can be related to the different
pseudogap and SC transition scales in hole- and electron-
doped materials. This may give support to theories34,38 which
are based on the notion that fluctuations of competing
phases, or of the related order parameters, are responsible for
the pseudogap phenomenon.

Depending on the value of �, there may be two
solutions—an AF+SC and a pure SC one—corresponding to
two stationary points of 	. In order to gain insight into the
first-order transition between these two solutions, it is in-
structive to observe the behavior of the grand potential 	 as
a function of the variational parameter hAF� associated with
this transition for different �. For simplicity, we consider
here the hole-doped case only. Results are plotted in Fig. 9.
Note that hAF� is varied, while the other two variational pa-
rameters hSC� and �� are fixed at their values at the respective
stationary point. At low doping, there is a single minimum of
the grand potential 	 at a finite value hAF� only �Fig. 9, �
=1.35�. In contrast, the paramagnetic �hAF� =0� solution is
given by a local maximum. Upon further doping, 	 addition-

ally develops a local minimum at vanishing AF variational
parameter hAF� =0 �Fig. 9, �=1.30�. For ���c, the mini-
mum at hAF=0 becomes lower than the one at finite hAF�
indicating a first-order phase transition to a nonmagnetic
state �Fig. 9, �=1.24�. Eventually, the local maximum lying
between the two minima merges with the minimum at finite
hAF� and the AF solution disappears �Fig. 9, �=1.19�. This
disappearance just occurs when the chemical potential � en-
ters the quasiparticle band around �
 /2 ,
 /2� ��*=1.22�.

Although Fig. 9 displays the results for the hole-doped
case, this behavior occurs qualitatively in the electron-doped
case as well, although with a much smaller characteristic
energy scale as discussed above. Again, these results reflect a
qualitatively similar behavior for electron and hole doping.

V. SUMMARY AND CONCLUSIONS

By means of a recently developed quantum-cluster ap-
proach, we have carried out a detailed analysis of the phase
transition from the antiferromagnetic to the superconducting
phase in the Hubbard model at zero temperature. The main
results concerning the nature of the AF to SC transition are
summarized in Figs. 7 and 8. At low dopings the AF phase
actually mixes with a weak d-wave SC component. A similar
coexistence phase is observed—for example, in PrCeCuO
�Ref. 39�—and was also obtained in previous mean-field and
cluster calculations.14,38,40 Upon further increasing doping,
we find a transition to a pure d-wave SC phase.

The phase-separation scenario, which is found for hole
but also for electron doping within our approximation,

FIG. 8. �Color online� Same as Fig. 7 but for electron doping.
Note the enhanced robustness of the AF state and the strongly re-
duced scale �����*−�c� as compared to hole doping.

FIG. 9. 	 vs hAF� �with the two other parameters hSC� and ��
fixed at their stationary-point values� for different � in the hole-
doped case. Parameters: U=8 and tnnn=0.3 �tnn=−1�.
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should carefully be interpreted as a general tendency of the
system to form microscopically inhomogeneous phases.
Indeed, by allowing for a more general spatial dependence
of the order parameter, the macroscopic phase separation
will probably be replaced by other microscopically inhomo-
geneous phases, such as stripes, checkerboard order, etc.
In particular, this might be expected to be the case if the
long-range Coulomb interaction is taken into account
additionally.34,41,42 The situation is subtle in the electron-
doped case. Here, in contrast to previous theoretical calcula-
tions, our results also suggest phase separation, although the
corresponding energy scale �see Fig. 8� is one order of mag-
nitude smaller than in hole-doped compounds.

Our results for the single-particle excitations presented in
Sec. III support the idea that it is, in fact, the single-particle
spectrum which holds the key for understanding the qualita-
tive differences seen in the ground-state phase diagram be-
tween the hole- and electron-doped cuprates. This concerns,
for example, the robustness of the AF state in the electron-
doped case. Here, electrons initially form pockets around
�
 ,0� in accordance with experiments.32 The fact that the
density of states is large there, as well as the presence of a
SC “gap” at this nodal point, stabilizes the AF state for a
larger doping regime as compared to the hole-doped case.
The breakdown of the magnetic solution appears as soon as
“normal” metallic screening sets in—i.e., when � touches
the band at �
 /2 ,
 /2�.15

One should note that the variational cluster approach is
able to treat the fluctuations correctly up to the range of the
cluster size only. Therefore, the question arises whether the
SC solution we �and also others14,40,43� obtain within the AF
phase is a true long-range SC phase or whether it is only a
signal of strong pairing fluctuations within the AF phase
leading to a SC pseudogap. The latter hypothesis could be
supported by the fact that results obtained with different
cluster sizes14 seem to indicate a size dependence of the SC
order parameter and by the fact that the SC order parameter
is about a factor of 3 smaller in the AF+SC phase than in the
pure SC one. The presence or not of such a microscopic
coexistence phase may depend on material details. Certainly,
our results suggest that the SC gap � �or pseudogap in the
case of fluctuations� is important in order to stabilize the AF
phase in electron-doped materials, as discussed in Sec. III.

Similar VCA calculations have recently been carried out
by Sénéchal et al.14 using clusters up to 10 sites but without
the variation of the on-site energies. These authors show that
the single-band Hubbard model is sufficient to explain the
different overall shapes of the phase diagrams for hole- and
electron-doped cuprates. However, their results seem to sug-
gest that in the electron-doped case the AF to SC transition is
continuous and associated with a quantum-critical point, in
contrast to our results. This clearly shows the importance for
a consistent determination of the average particle number.

The recent substantial progress in relating the “high-
energy” physics of the Hubbard model and its variants to
the low-energy physics of competing phases is to a large
extent due to the development of different quantum-cluster
theories. Apart from the VCA, these are the cluster exten-
sions of the DMFT, such as the C-DMFT and DCA. Kyung
et al.44 have shown that some of the important problems in

strongly correlated electron systems may be studied highly
accurately using comparatively small clusters. Maier and
co-workers21,22 performed a systematic cluster-size study of
the 2D Hubbard model using rather large clusters �up to 26
sites�. Converged results suggest a finite-T instability to
d-wave SC state. Because of the QMC minus-sign problem,
however, results were limited to U=4t where the typical cor-
relation energy U and the magnetic energy scale of the
HTSC is not yet achieved. On the other hand, the present
VCA studies are clearly not yet converged with respect to the
cluster size, as one can read off from, for example, the rela-
tively large SC gap in the single-particle excitations, dis-
played in Fig. 5. An extension to larger clusters is, at least in
principle, also possible within the VCA. This, however, nec-
essarily implies the use of stochastic �QMC� methods as
solvers for the cluster reference system.
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APPENDIX A: ONE-PARTICLE DENSITY MATRIX

The reasoning in Sec. II B can straightforwardly be gen-
eralized to the off-diagonal �i� j� elements of the one-
particle density matrix 	ci�

† cj�
. In this case, thermodynamic
consistency means that, for a selected pair of sites �i , j�, the
derivative

	ci�
† cj�
 =

�	

�tij�
�A1�

is equivalent to the integral

	ci�
† cj�
 = �

−



f���Aji����d� , �A2�

where, for convenience, the hopping is formally assumed to
be spin dependent.

Starting with Eq. �A1�, we note that the tij� dependence of
	�	t,U��ts�,U� is due to the explicit tij� dependence of the
free Green’s function G0,t in Eq. �4� and due to the implicit
tij� dependence of ts�:

	ci�
† cj�
 =

�	t,U��ts�,U�

�tij�

= T�
�n

ei�n0+� 1

G0,t
−1�i�n� − �ts�,U�i�n��

ji�

+  �	t,U��t�,U�

�t�


t�=ts�
·

�ts�

�tij�
. �A3�

Because of the stationarity of the grand potential, the second
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term on the right-hand side �RHS� can be ignored. We are
thus left with the first term which, after transforming the
Matsubara sum into an integration over real frequencies, ex-
actly yields the desired expression �A2�.

In the case that not all elements of t� are treated as varia-
tional parameters, the derivative of 	 in the second term on
the RHS is a derivative with respect to those elements only.
If, for the given pair of sites i and j, tij�� is selected as a
variational parameter, the contribution due to the implicit tij�
dependence vanishes again. If, on the other hand, tij�� is not
treated as a variational parameter but fixed at tij�� = tij� from
the beginning, the second term will give a finite contribution
which spoils the thermodynamic consistency.

APPENDIX B: CELLULAR DMFT

The C-DMFT is obtained by choosing as a reference sys-
tem disconnected clusters with a continuous noninteracting
bath coupled to each cluster site. Carrying out the t� partial
derivatives in Eq. �5� and using Eq. �4� for the SFT grand
potential, we get the Euler equation in the form

T�
�n

�
ij�
� 1

G0,t
−1 − �t�,U

− Gt�,U�
ji�

��ij�

�t�
= 0. �B1�

Here i and j run over the sites of the original lattice, exclud-
ing bath sites. The one-particle bath parameters—namely, the
on-site energies of the bath sites and the hybridization of the
bath sites with the correlated �physical� sites—have to be
treated as �a continuous set of� variational parameters. In the
C-DMFT it is assumed that bath parameters can be found
such that the first factor Eq. �B1� vanishes,

� 1

G0,t
−1 − �t�,U

�
ij�

��� = �Gt�,U�ij���� , �B2�

for arbitrary � and for sites i and j belonging to the same
cluster. Note that, by construction of the reference system,
�ij���� and also ��ij���� /�t� vanish if i and j belong to
different clusters. Consequently, if bath parameters can be
found such that Eq. �B2� holds, the Euler equation �B1� will
be satisfied, too: The self-energy functional is stationary at

the C-DMFT self-energy. Equation �B2� is just the self-
consistency equation of the C-DMFT �see Refs. 6 and 18�.

It is easy to see that 	N
= 	N
� within the C-DMFT: This
simply follows by comparing Eqs. �12� and �13� for 	N
 and
	N
� and by using the C-DMFT self-consistency equation
�B2�.

Consider now the high-frequency expansions of the
Green’s function and of the self-energy of the reference sys-
tem. Using G��Gt�,U, ���t�,U, and G0�G0,t for short, we
have �see Ref. 45 for high-frequency expansions in the Hub-
bard model�

Gij�� ��� =
�ij

�
+

tij� − ��ij + U	ni−�
��ij

�2 + O��−3� ,

�ij���� = U	ni−�
��ij + O��−1� . �B3�

Here, 	ni−�
� is the average occupation in the reference sys-
tem. Using G0,ij�

−1 ���= ��+���ij − tij, inserting the expansions
into the C-DMFT self-consistency equation �B2�, and ex-
panding in powers of �−1 once more, we immediately find

tij� = tij �B4�

for �correlated� sites i and j within the same cluster, and, in
particular, ��=� where ��= tii� and �= tii. This means that,
within the C-DMFT, consistency with respect to the particle
number is assured by setting the on-site energies within a
cluster of the reference system to their “physical” values.

It goes without saying that a consistent determination of
	N
 requires an exact solution of the reference system which,
in the case of the C-DMFT, is by no means trivial. An obvi-
ous idea is to replace the continuous bath by a few uncorre-
lated sites only to allow for an application of the Lanczos
method �see Ref. 46, for an example�. This, however, imme-
diately implies that the self-consistency equation �B2� cannot
be fulfilled exactly any longer and, strictly speaking, the de-
termination of the particle number becomes inconsistent un-
less �� is treated as a variational parameter within the SFT
framework.
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