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Simulation of shock-induced melting of Ni using molecular dynamics coupled
to a two-temperature model
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Using nonequilibrium molecular dynamics (MD) simulations we study shock-induced melting in Ni with an
embedded atom method (EAM). Dynamic melting is probed by the pair correlation function, and we find a
melting lattice temperature of 7, =6400+£300 K for a melting pressure of P.=275+10 GPa. When a
combined MD+TTM (two-temperature model) approach is used to include electronic heat conduction and
electron-phonon coupling, P and T, change. For a given pressure, the temperature behind the shock
decreases due to electronic heat diffusion into the cold, unshocked material. This cooling of the material behind
the shock slightly increases the melting pressure compared to simulations without electronic heat conduction
and electron-phonon coupling. The decrease in the temperature behind the shock front is enhanced if the
electron-phonon coupling is artificially made larger. We also explore the feasibility of using x-ray diffraction to

detect melting.
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Although studied for centuries, melting is still enigmatic
and the understanding of its mechanisms is still developing.
A large number of recent papers discuss premelting due to
defects,! melting of superheated metals,> and surface ef-
fects.* Shock waves have been used for decades to study the
behavior of materials under extreme conditions.>’ Recently,
a detailed microscopic picture of the atomistic evolution of
shocked materials is emerging and a new generation of ex-
periments is able to examine nonequilibrium properties from
dynamic shock measurements.®~'2 Advances in diffraction
analysis have dramatically increased the resolution of shock
experiments, allowing the study of lattice response on a
nanosecond time scale.®® Detailed knowledge of shock-
induced melting transitions will be required to accurately
predict performance at the National Ignition Facility (NIF).
Molecular dynamics (MD) simulations have been success-
fully employed to study “equilibrium” solid-liquid transi-
tions, 31 including ab-initio simulations.'”!® These simula-
tions, however, do not give any information on how the ma-
terial can reach the final state, or if there will be any plastic-
ity or phase transition involved. Nonequilibrium atomistic
simulations (NEMD) do provide this kind of informa-
tion,'?? and have become a powerful tool to study shock
propagation in liquids and solids. Characteristic times in
strong shock experiments can be achieved by MD, making
possible a direct comparison between simulations and
experiments.?0?!

There have been studies of shock-induced melting using
NEMD in Ar,'” where interactions are well described by pair
potentials. Recent simulations have also addressed the shock
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melting of Cu?® and Fe.?? The goal of the present investiga-
tion is to focus on MD simulations of shock-induced melting
of Ni, using an embedded-atom model (EAM) potential. MD
simulations only include “lattice heat conduction.” Elec-
tronic heat conduction and electron-phonon coupling can be
incorporated, however, using a two-temperature model
(TTM),? calculating the lattice temperature and the electron
temperature separately. Although the TTM is an approximate
way to treat electronic effects, it has been successfully used
to model laser material interactions in mixed MD+TTM
approaches.?>?* In this paper, we are interested in how the
electronic effects could reduce the temperature behind the
shock due to electronic heat conduction and preheating of the
material in front of the shock. These effects could lead to
changes in the shock strength required to melt the solid, as
compared to calculations without electronic effects.

Shock simulations were carried out as described
elsewhere,?""?> using an EAM Ni potential.”® This potential
gives a single crystal Hugoniot that deviates from existing
experimental values for polycrystalline Ni, as shown in Fig.
1, since it was not fit to high-pressure data. We use this
potential only as an example of what would occur with a
typical EAM fcc metal. In addition, “real” materials contain
large concentrations of defects such as impurities and grain
boundaries. These defects could change the shock melting
temperature, as measured experimentally. For the sake of
simplicity, the role of these defects will be neglected in this
study. The temperature dependent parameters of the elec-
tronic TTM equation and properties of the EAM Ni material
are given in Refs. 23, 24, and 27. We have used a 3D solver
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FIG. 1. (Color online) Equation of state for single crystal Ni
samples. The MD numbers indicate the size of the system in fcc
unit cells (Ref. 25). Experiments for polycrystalline Ni are also
shown (two representative data points and a fit from Ref. 32).

for the heat diffusion equation, with cubic cells of side
~0.5 nm.”’ The electron-phonon coupling G is a function of
density and temperature, but using constant values of G has
proved sufficient to fit experimental data. Since we are
mainly interested in a model calculation, we also choose a
value of G=G, that is constant. In order to test the influence
of G on melting, we have used both the generally accepted
Gy value and also changed this value by a factor of 10,
leaving everything else the same.

Figure 2(a) shows a snapshot of our sample for a shock
strength well below the melting threshold. Crystallinity is
maintained, but dislocations are emitted behind the shock
front, as shown for both pair and many-body potentials.?"
Figure 2(b) shows a snapshot of the sample for a shock
strength above the melting threshold. The pair correlation
function g(r) for several pressures at a time when the shock
front is near to the back side of our sample is shown in Fig.
3. All atoms in front of the shock front, as well as a few
layers directly behind the shock front were neglected. Atoms
up to a few layers in front of the piston were also neglected.
The decrease of the peaks beyond first nearest neighbor
marks the onset of melting. The g(r) curves in the range
275-295 GPa practically overlap. Experimentally, the struc-
ture and long-range order can be studied with x-ray
diffraction”® and be related to the results of MD
simulations,?® as shown in Fig. 4. The characteristic signs of
melting are shown by the increase in the peak width and drop
in intensity. This could be measured with time resolved
Bragg diffraction.® The three dimensional structure of the
reciprocal lattice spot, which gives information about the dis-
location structure in the material, could be measured using
diffuse scattering techniques.

The data for the electronic temperature profiles at differ-
ent times for P=320 GPa is presented in Fig. 5. The lattice
temperature behind the shock goes down, and the lattice tem-
perature immediately ahead of the shock increases, which is
due to fast electronic heat conduction and electron-phonon
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FIG. 2. (Color online) Snapshots of MD simulations. The shock
wave moves from left to right. The coloring uses the centrosymme-
try parameter (Ref. 28). (a) P=50 GPa, showing dislocation loops
and (b) P=280 GPa, showing disorder (melt) behind the front.

coupling. The variation of the electronic temperature in the
plane perpendicular to the shock front was small (~5%).
This is in contrast to large localized variations in the lattice
temperature, of up to 40%. After 2.5 ps, the electronic tem-
perature had not yet reached equilibrium with the lattice tem-
perature. This could lead to preheating of the lattice and the
generation of a thermal wave.?! The melting pressure as de-
termined from our simulations could also change, and this
change could be estimated from TTM simulations embedded
in continuum codes, which can handle much larger spatial
and temporal scales.

Figure 6 shows the lattice temperature behind the shock
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FIG. 3. (Color online) Pair correlation function g(r) for several
shock pressures.
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FIG. 4. (Color online) Simulated x-ray diffraction of MD snap-
shots, with a 3D Fourier transform. Unshocked sample (black);
heavily dislocated sample at P=50 GPa (blue); structure just above
melting at P=280 GPa (red). The projection on the z axis, which
corresponds to the Bragg diffraction of (001) planes, shows a shift to
a higher wave number, indicating lattice compression, and signifi-
cant broadening and reduction in intensity (blue curve) as the ma-
terial approaches melt. Once past the threshold for melt, the signal
loses all structure (red).

front at different pressures. There is no clear kink in the
diagram that would indicate a phase transition. From the g(r)
(Fig. 3), we obtain a melting pressure, P, of 275+ 10 GPa,
285+10 GPa, and 290+10 GPa, for MD, MD+TTM, and
MD+TTM X 10, respectively. This was confirmed by the vi-
sual inspection of snapshots, colored to show crystalline re-
gions and defects (Fig. 2). As expected, the melting pressure
increases, as the lattice temperature decreases due to elec-
tronic heat conduction, and increases if the electron-phonon
coupling is artificially increased. However, the pressure shift
is of the order of our estimated uncertainty, and comparable
to typical experimental errors of a few percent. The experi-
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FIG. 5. (Color online) Electronic temperature profiles at differ-
ent times, for P=320 GPa. The hump coincides with the location of
the shock wave and the rise of the lattice temperature.
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FIG. 6. (Color online) Pressure-temperature diagram for MD
(black), MD+TTM (blue), and MD +TTM X 10 (red). Error bars for
the pressure are less than 5% of its value. Also shown: melt line
from liquid-solid coexistence simulations with the EAM potential;
shock temperature from the Steinberg-Guinan (SG) model (Refs. 33
and 34); and a Lindemann melt line (using the density from MD at
each pressure as reference) predicting a shock-melt pressure ~10%
higher that our MD simulations.

mental dataset for shocked Ni near the melt transition is very
scarce,>”3* but a Lindemann-type model**3* gives a shock-
melting pressure of ~330 GPa. However, numerous high-
pressure experiments indicate the inadequacy of the Linde-
mann criterion to estimate the pressure dependence of the
melting temperature.’ The liquid-solid coexistence simula-
tions predict a lower melting temperature than the MD and
the MD+TTM at the same pressure. Although superheating
in shock simulations should be small due to dislocations,
recent results indicate a maximum bulk superheating of over
20%.%¢ Thus, the higher melting temperatures for the MD
and the MD+TTM compared to the coexistence simulations
shown in Fig. 6 are reasonable.

As the melting pressure increase for the MD+TTM is
approximately 10 GPa (15 GPa for the MD+TTM X 10)
compared to the MD without TTM, our simulations show
that the inclusion of electronic effects leads to a relatively
small increase in the melting pressure.

The preheating leads to a temperature change ahead of the
shock front, which is small compared to the heating behind
the shock front. Thus, its effects on melting are small for the
time scale of our simulations, being just a few ps. However,
the effect could be significant for longer pulses, materials
with larger electron-phonon coupling, or if the temperature
increase is enough to cause a phase change.

Experiments using ultra short intense laser pulses may be
able to detect differences between equilibrium melting and
“nonequilibrium” melting. For equilibrium melting, the elec-
tronic temperature is the same as the lattice temperature,
whereas for “nonequilibrium” melting, the lattice can disor-
der while the electronic system remains relatively cold. In
addition, better knowledge of shock-melt temperatures is
needed for NIF ignition experiments: to optimize perfor-
mance, the first shock in a staged-shock drive needs to be at
the minimum pressure necessary to melt the capsule
ablator.?’
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