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Tight-binding model for semiconductor quantum dots with a wurtzite crystal structure: From
one-particle properties to Coulomb correlations and optical spectra
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In this work we investigate the electronic and optical properties of self-assembled quantum dots by means of
a tight-binding model. Coulomb and dipole matrix elements are calculated from the one-particle wave func-

tions which fully include the atomistic wurtzite structure of the low-dimensional heterostructures and serve as
an input for the calculation of optical spectra. For the investigated InN/GaN material system, the optical
selection rules are found to be strongly affected by band-mixing effects for the localized valence band states.
Within this framework, excitonic absorption and emission spectra are analyzed for different sizes of the
investigated lens-shaped quantum dots, including the influence of the intrinsic and strain-induced electrostatic
field of the wurtzite structure. A dark exciton ground state for small quantum dots is found.
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I. INTRODUCTION

Semiconductor quantum dots (QDs) are subject of intense
experimental and theoretical research.! As a new material
system, group-III nitrides are of particular interest due to
their wide range of emission frequencies from red to
ultraviolet.>* As a technologically promising manifestation
of zero-dimensional heterostructures we study self-
assembled QDs, which can typically be grown by molecular
beam epitaxy in Stranski-Krastanov growth mode.

For the description of the electronic properties of these
low-dimensional heterostructures a variety of different theo-
retical approaches is available. Starting with models, which
are based on a continuumlike description of the crystal struc-
ture, there are effective-mass*> and k-p (Refs. 6-8) ap-
proaches. These models represent a description on a macro-
scopic level and can be used instead of a more complicated
and numerically expensive atomistic description. The funda-
mental electronic properties are included via effective-mass
or Luttinger parameters, respectively, to reproduce important
features of the bulk band structure. The applicability of one-
component effective mass theories is limited to model stud-
ies or situations where band-mixing effects are of minor im-
portance. A k-p formulation provides a more sophisticated
approach, where band-mixing effects can be studied® and
where important symmetry properties of the underlying crys-
tal lattice and of the QD geometry can be included.

However, to understand all features of the electronic spec-
tra of low-dimensional heterostructures, an atomistic treat-
ment becomes necessary as has recently been demonstrated
in Ref. 9. On the atomistic level, different approaches have
successfully been applied in the past, namely the empirical
pseudopotential method,'%!? tight-binding (TB) models,'3-1
and atomic bond-orbital models,'® which all include the ato-
mistic crystal structure and provide a multiband description
of the complicated valence band structure. Being the least
commonly used atomistic approach, the atomic bond-orbital
model can be characterized to be situated somewhere in be-
tween the TB and typical k-p models.!”!8

The above-mentioned approaches have extensively been
applied to study the electronic and optical properties of a
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variety of different heterostructures where most commonly
QD (Refs. 11 and 14-16) and quantum well'>1%20 (QW)
systems have been studied. Some of the semiconductor ma-
terials of interest, e.g., InAs, GaAs, CdSe, crystallize in the
zinc-blende structure, whereas some are also available with a
wurtzite crystal structure, e.g., CdSe, and some are almost
exclusively found with a wurtzite structure, e.g., ZnO, InN,
GaN, AIN. Whereas for the zinc-blende structure the influ-
ence of atomistic effects has previously been studied and
recently been emphasized again,” for the wurtzite structure
comparatively little theoretical information is available and
there are certain aspects that have not been addressed on an
atomistic level in great detail.

Amongst the wurtzite semiconductors, especially the
technologically interesting group-III nitrides have recently
attracted considerable attention. Quite a lot theoretical?!-??
and experimental>»?* information is available concerning
GaN/AIN QD systems”!->* with emitting wavelengths in the
blue or ultraviolet region. So far, much less effort has been
spent on InN/GaN QDs which are of current interest to ex-
tend the emission wavelength of group-III nitride structures
to the red and infrared spectral region.>> So far, most of the
theoretical work concerning InN QD structures is based on
effective-mass®®?” and k-p calculations.?®

To provide further valuable insight into the nature of III-
nitride QDs, we investigate the optical properties of self-
assembled InN/GaN quantum dots on an atomistic level by
means of a TB formulation. We focus our attention on small
QDs in order to minimize the quantum confined Stark effect
(QCSE) which reduces the light emitting efficiency of larger
nitride-based QDs and therefore limits their applicability for
optoelectronic devices.?>3* We show how Coulomb and di-
pole matrix elements can be calculated and investigate the
influence of the wurtzite crystal structure, of band-mixing
effects for the localized hole states, and of the built-in (spon-
taneous and strain-induced) electrostatic field. For the calcu-
lation of the dipole matrix elements we introduce numeri-
cally orthogonalized Slater orbitals, which fulfill all basic
requirements for calculations in terms of an orthogonal em-
pirical TB model. Furthermore, we discuss the influence of
the specific choice of localized orbitals as has been done in
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Refs. 31 and 32 for Coulomb matrix elements before.

The calculation of Coulomb and dipole matrix elements
between the microscopically determined one-particle QD
states allows to investigate excitonic spectra by means of a
full configuration-interaction (FCI) approach®3*-3¢ with atom-
istically determined input parameters.

As a basic result, it is shown by our investigation that for
small lens-shaped InN/GaN QDs the exciton ground state
emission vanishes. For larger QDs the twofold degenerate
p-like states constitute the hole ground states, which have
nonvanishing dipole matrix elements with the electron
ground state. This is in agreement with recent k-p
calculations®® and experiments for CdSe QDs.3” However,
although this leads to an—in principle—bright ground state
exciton emission for larger QDs, the QCSE, induced by the
built-in field, reduces the oscillator strengths by more than
one order of magnitude. In the smaller QDs the spatial sepa-
ration of electron and hole wave functions by the QCSE can
drastically be reduced, but the ground state becomes com-
pletely dark since the lowest hole states are interchanged.

II. THE TIGHT-BINDING MODEL

We use a TB model with an sp3 basis |a,R>, i.e., one §
state (a=s) and three p-states (a=p,,p,,p.) per spin direc-
tion at each atom site R. In this basis set the TB matrix
elements are given by

Eror = (aR|H™ a'R"). (1)

The indices R and « label the lattice sites and the different
types of orbitals, respectively. We include nondiagonal ele-
ments of the TB Hamiltonian matrix up to nearest neighbors
and use the two-center approximation of Slater and Koster®
which yields nine independent TB parameters. In contrast to
most other III-V and II-VI semiconductors, one can neglect
spin-orbit coupling and crystal-field splitting in InN and GaN
which are of the order of ~10 meV.3*’ In accordance with
the small crystal field splitting we treat the four nearest
neighbors of each atom as being equivalent.

The electronic properties of the pure bulk materials are
given in k space by a 16X 16 matrix H**(k) for each k
point, with the basis states |ka).>® This matrix depends on
the different TB parameters E,g ,g/. These parameters are
empirically determined such that the characteristic properties
of the bulk band structure—as known from experiment and
band structure calculations*!*>—in the vicinity of the I point
are reproduced. For the wurtzite structure this procedure
roughly corresponds to a simultaneous fit at the I" and L
symmetry points in the zinc-blende structure.*? The resulting
TB band structures are depicted in Fig. 1 and the parameters
are given in Table I [the general notation of Eq. (1) is spe-
cialized for the system investigated here following Ref. 38].
Comparing with the literature,*'*? the complicated valence
band structure is excellently reproduced over the Brillouin
zone whereas the s-like conduction band is best reproduced
in the vicinity of the I' point. For the GaN we obtain effec-
tive electron masses along the z axis of my=0.259m, and
along the x axis of m =0.256m,. These values are in good
agreement with the experimentally observed ones of m
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FIG. 1. Tight-binding band structure for bulk InN and GaN. The
corresponding tight-binding parameters for each material are given
in Table I.

=(0.228+0.008)m, and m, =(0.237+0.006)m, by Kasic er
al.* For the InN, we obtain an isotropic effective mass m
=my=m;=0.069m,. This value is in excellent agreement
with the literature value®* of m=0.07m,. In principle, the
conduction band structure can be improved by taking into
account more basis states per unit cell.** However, for the
discussion of the optical properties of the investigated mate-
rials, an appropriate description of the electronic structure in
the region near the I point is sufficient. Therefore, the sp®
TB model is satisfactory for our purposes, namely the calcu-
lation of optical properties for InN/GaN QDs.

III. THE QUANTUM DOT

Starting from the bulk TB parameters, the QD is modeled
on an atomistic level. Within the restricted basis set, the re-
sulting ith TB wave function ¢;(r) can be expressed in terms
of the localized orbitals ¢ g(r)=(r|a,R) at lattice site R
with the TB coefficients cj

Pi(r) = 2 ci{a¢aR(r)~ (2)
Ra

The Schrodinger equation leads to a matrix eigenvalue prob-
lem with finite dimension,

TABLE I. Tight-binding parameters for the nearest neighbors of
wurtzite InN and GaN. The notation of Ref. 38 is used.

InN (eV) GaN (eV)

E(s,a) ~6.791 ~11.012
E(p,a) 0.000 0.005
E(s,c) -3.015 1.438
E(p,c) 8.822 10.896
V(s,s) -5.371 -5.318
V(x,x) 0.022 -0.222
Vix,y) 6373 7.136
V(sa,pc) 0.370 0.628
V(pa,sc) 7.5 7.279
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FIG. 2. (Color online) Illustration of the finite-size supercell in
which the QD geometry is modeled. The investigated lens-shaped
InN QDs are sitting atop of an InN wetting layer (WL) and have
circular symmetry around the z axis. The InN QD-WL system is
embedded in a GaN matrix.

> (a'R'|H|a,R)cy, - E'ch, ., =0, 3)
Ra

where E' is the corresponding energy eigenvalue. For the
matrix elements (a'R’|H|a,R) we use the TB parameters of
the bulk materials, which are given in Sec. II.

To model an InN QD embedded in a GaN matrix, a finite
wurtzite lattice within a cell with fixed boundary conditions
is chosen. With fixed boundary conditions no artificial dot-
dot coupling occurs, which can be the case with periodic
boundary conditions.'*?! However, a sufficiently large super-
cell is required in order to avoid numerical artifacts in the
localized QD states, especially artifacts due to the cubic sym-
metry of the boundaries. Surface effects in the finite-size
supercell are removed according to the guidelines given in
Ref. 47. The parameters for each site are set according to the
occupying atoms (N, In, Ga) in the InN/GaN heterostruc-
ture. At the InN/GaN interfaces averages of the TB param-
eters are used*® to take into account that the nitrogen atoms
cannot unambiguously be attributed to the InN or the GaN
material, respectively. The valence band offset AE between
the two materials (InN and GaN) is included in our model by
shifting the diagonal matrix elements of the bulk InN. In the
past, several different values for the InN/GaN valence band
offset have been reported. The theoretically calculated val-
ues, e.g., 0.3 eV (Ref. 49) and 0.48 eV,*° are relatively small
compared with the experimentally obtained ones of
(1.05+0.25) eV (Ref. 50) or (1.26+0.23) eV.5! A detailed
discussion of this issue is given by Vurgaftman et al. in Ref.
3. We chose a valence band offset of AE=0.5 eV, as recom-
mended by Vurgaftman et al. A different value would affect
the strengths of the confinement potentials for electrons and
holes inside the QD structure. As a consequence the QD
states might be slightly shifted in energy. However, no quali-
tative changes of our results are expected since only well
localized states are investigated here.

We consider lens-shaped InN QDs, grown in (0001)-
direction on top of an InN wetting layer (WL). The embed-
ded QD-WL system is schematically shown in Fig. 2. For the
WL we assume a thickness of one lattice constant c. The
rotational symmetry of the QD system around the z axis
preserves the intrinsic C;, symmetry of the underlying
wurtzite crystal which is important for the discussion of one-
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particle properties and Coulomb correlations. This is in con-
trast to the recent discussion on self-assembled QDs with a
zinc-blende crystal structure in Ref. 9, where the Cy4, sym-
metry of the QD geometry is spoiled by the symmetry of the
underlying atomistic lattice. Since the inversion is not a sym-
metry operation for typical self-assembled QD structures, the
overall system symmetry is then reduced to a C,, symmetry.
This reduction in symmetry results in an additional splitting
of otherwise degenerate one-particle energy levels in the
structure.”!3

In order to give a representative overview of one-particle
and excitonic (optical) properties, we study three different
QD sizes with diameters d=4.5,5.7,7.7 nm and heights h
=1.6,2.3,3.0 nm, respectively. For all three QD sizes a su-
percell with the dimension 58a X 50.2a X 13.5¢ (188 181 at-
oms) is used in our calculations to reach good convergence
for the localized QD states.

The lattice mismatch between InN and GaN leads to the
occurrence of a strain field in the heterostructure. This field
modifies the conduction- and valence-band edge of the InN
QD. Fonseca et al.’> compared the electronic structure of
coupled InAs/GaAs QDs for the case when the strain field is
included from a microscopic calculation with the case when
the strain field is modeled by a constant band-edge shift. The
results for the bound electron states with inclusion of the
exact strain field do not significantly differ from the results
obtained with a constant band shift. However, the influence
of the strain effects on the valence-band structure is more
complicated. For example, in the well-studied zinc-blende
structure, the possible splitting of light- and heavy-hole
bands depends on the sign and magnitude of the biaxial
strain,” and will therefore vary from system to system. In
the present work we deal with an InN QD with an underlying
wurtzite crystal structure for which comparable studies are
rare. For this reason, we compare the bound single-particle
wave functions obtained from our TB model with those of
k- p calculations, including the strain on a microscopic level,
by Andreev et al.?' and Fonoberov et al.>* for similar QD
systems (truncated hexagonal pyramidal GaN/AIN QDs). As
we will discuss in Sec. III B, our results agree very well with
these previous results. Therefore, only slight changes of the
one-particle states and energy levels are expected from an
additional microscopic inclusion of strain effects in our
model. Since we are interested in more general aspects, we
neglect the influence of strain-induced displacements from
the ideal atom positions, which will be investigated in the
future. For the chosen QD geometry strain-induced displace-
ments do not change the symmetry so that our general state-
ments (based on symmetry arguments®') should also hold if
strain effects were more realistically included. Here we take
into account only the strain-induced piezoelectric field in the
structure, as described in the following section.

A. The electrostatic built-in field

For the nitride based heterostructures the electrostatic
built-in field plays an important role and can significantly
modify the electronic structure as well as the optical proper-
ties. In contrast to cubic III-V semiconductor heterostruc-
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TABLE II. Parameters for lattice, piezoelectric e elastic Cij»
and spontaneous polarization PS*°™ constants for wurtzite InN and
GaN, taken from Ref. 27.

InN GaN
a (A) 3.545 3.189
¢ (A) 5.703 5.185
es; (C/m?) -0.23 -0.20
es3 (C/m?) 0.39 0.29
Ci5 (GPa) 94 11.4
Cs; (GPa) 20.0 38.1
PSPont (C/m?) -0.042 -0.034

tures, based on InAs or GaAs, the III-V nitrides exhibit con-
siderably larger electrostatic built-in fields for several
reasons.” First of all the shape of the unit cell in InN and
GaN differs slightly from the ideal symmetry in the wurtzite
structure. This small aberration causes a polarization, which
is referred to as the spontaneous polarization P, Addi-
tionally, a strain-induced piezoelectric field occurs that is
quite strong in InN/GaN heterostructures, compared, for ex-
ample, with cubic GaAs-based structures. Being different as
for the zinc-blende structure the piezoelectric tensor of the
wurtzite structure has three nonvanishing independent
components,’® which are several times larger than the values
for other group-1II-V binary compounds, and which deter-
mine the magnitude of the piezoelectric field.>

The electrostatic potential ¢, is determined by solution of
the Poisson equation as outlined in the following. We start
from the Maxwell equation div D=0 for the displacement
field D, which is defined by

D = )€, E + (P + PP°) = ¢ ¢, E + P, (4)

where €, is the dielectric constant, PS°™ and PP are the
spontaneous and strain-induced polarization, respectively.
The spontaneous polarization PP°™ in the wurtzite crystal
structure lies within growth direction: PPo"=pP°Me_ The
strain contribution PP¢”° to the polarization P is approxi-
mated as described in Ref. 57, Ppiez"~ez, with the lattice,
elastic, piezoelectric, and dielectric constants from Ref. 27 as
summarized in Table II. For InN and GaN several different
values have been reported for these material parameters in
the literature. The relatively large variation is dominantly
caused by the fact that it is difficult to grow sufficiently large
bulk crystals,’® but also by the different defect situation in
every single sample. An overview and a discussion of the
influence of different piezoelectric and elastic constants on
the internal field of InN and GaN is given in Ref. 60. In our
calculations, a different value for the built-in field would
yield an overall shift in the one-particle energy levels, espe-
cially for the hole states. However, even with different values
for the built-in field a similar qualitative behavior especially
of the ordering of the one-particle states and its dependence
on the QD size can be expected as it has already been ob-
served for different material systems before.”® For our cho-
sen QD geometry, a more sophisticated inclusion of strain
effects?? will generate merely small lateral contributions to
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FIG. 3. Contour plot of the electrostatic potential energy V,,. A
slice in the x-z plane through the center of the QD is depicted. The
result is shown for the smallest QD but is qualitatively the same for
all the investigated QD sizes.

the piezoelectric field,®' which are therefore neglected in the
following. Furthermore, the small thermal strain contribution
is neglected.’”®2 From the knowledge of the polarization P
the charge density p, and the electrostatic potential ¢, can be
obtained,

divP=-p,. (5)

Assuming only small contributions from image charges, the
electrostatic potential ¢, is given by

1

Ad’p - eoe_rpp' (6)
The resulting electrostatic potential is included in the TB
model as a site-diagonal potential energy V,(r)=-ey¢,(r).
This method has been successfully applied to quantum well®?
and QD®! structures before. With the electrostatic energy Vs
a rough estimate for the electrostatic field strength of about
5.5 MV/cm inside the QD can be obtained from a simple
capacitor model.

A contour plot of the electrostatic potential energy V), is
shown in Fig. 3 for the smallest QD. A representative picture
is given because the potential inside the QD looks qualita-
tively the same for all the investigated QD sizes. Outside the
QD, a typical dependence of the potential is reproduced as
known from QW systems. To reach convergence, the calcu-
lation of the built-in field, according to Egs. (5) and (6), is
performed on a much larger area surrounding the QD-WL
structure, so that the field vanishes at the supercell bound-
aries in z direction.

B. One-particle properties

Figure 4 shows the QD geometry and the first three bound
one-particle states for the largest QD for electrons and holes,
respectively, including the influence of the built-in field. For
each state the atomic orbital character of the TB wave func-
tions is given where the dominant contributions are high-
lighted. According to their nodal structure, the depicted elec-
tron states ¢ , ; can be classified as s- and p-like states. This
classification is not possible for the hole states; these states
underly a strong band mixing. Whereas only one of the
p-like valence bands may contribute to the formation of the
bound states (two-dimensional bands) in the case of QW
systems,16 at least two atomic p states contribute to the for-
mation of the QD hole states. Therefore the assumption of a
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electrons holes

¢ =1.4770eV Et=0.9021eV
Px : 0.044 px : 0.162
py : 0.044 py : 0.820
p-:0.165 p-:0.012
s :0.747 s :0.006

¢ =1.6660eV E}=0.9021eV
Px : 0.039 px : 0.820
py:0.134 py:0.162
pz:0.122 pz:0.012
s :0.706 s :0.006

¢ = 1.6660eV E! =0.8964eV
px:0.134 px : 0.499
py : 0.039 py : 0.499
p:0.122 pz : 0.001
s :0.706 s :0.000

FIG. 4. (Color online) The QD geometry is shown for the largest
QD from atop. The structure is visualized and isosurfaces of the
probability density for the three lowest electron (left) and hole
(right) states with built-in field are included for 10% (blue) and
50% (red) of the maximum value. The atomistic structure and the
C3, symmetry of the wurtzite crystal becomes most apparent for the
hole states. The corresponding energies (E’f’,gﬁ) of electron and hole
states, measured from the valence band maximum of bulk GaN, and
the atomic orbital character for each wave function are given. The
dominant contributions are highlighted.

single heavy-hole valence band for the description of the
bound hole states in a QD even qualitatively yields incorrect
results. The observation of strong band-mixing effects for the
bound hole states is in agreement with results from other
multiband approaches.**>* The one-particle states obtained
from our TB treatment agree qualitatively very well with
recent k-p calculations for truncated hexagonal pyramidal
GaN/AIN QDs with a wurtzite structure,”'>* although in
these references the strain is modeled on a microscopic level.
Therefore, we expect that our general statements in this
work, based on symmetry arguments, should also hold if
strain effects were microscopically included in our model.

According to their degeneracy and their transformation
properties under rotation by 27/3, electron as well as hole
states are classified as s and p states. The two energetically
degenerate states are denoted as p states, while the single
degenerate state is the s state. For convenience, here, we
choose real-valued wave functions wpw for the two degener-
ate p states of electrons and holes, respectively. However, by
choosing appropriate linear combinations ¢, =+ (1/v2)
X (lﬂp‘(il‘lﬂp y) they can be transformed into states which have
the fdllowiﬁg properties under rotation by 27r/3 around the z
axis, Rz,,/3zﬁp+=eii(2"/3)¢p+, according to the system symme-
try. These states are complex-valued but are favorable for the
discussion of certain properties of the Coulomb matrix
elements** as done in Sec. IV A.
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FIG. 5. (Color online) Planar-integrated probability density
Ppjanar Tor the electron (left) and the hole (right) ground state, with-
out (solid lines) and with (dashed lines) built-in field for the small-
est (top) and the largest (bottom) QD.

With inclusion of the built-in field, the electron states are
squeezed into the cap of the QD, while the hole states are
constraint to a few atomic layers at the bottom, near the
wetting layer. This is illustrated in Fig. 5 for the planar-
integrated electron ¢ and hole 1/1’ ground state probability
density Pja,=2; |¢(x;,y;,2)* in the smallest and in the
largest QD. The influence of the electrostatic field on the
one-particle densities is much more pronounced for the
larger QD. In this case a clear spatial separation of electron
and hole probability densities is observed, which lowers the
direct spatial overlap of electron and hole wave functions
and leads to reduced (small) dipole matrix elements. Besides
the influence on the oscillator strength, the additional con-
finement of the electrons into the cap of the QD increases the
electronic Coulomb matrix elements.

The dependence of the energy spectrum on the QD size
for the first five electron and first 10 hole one-particle states,
including the built-in field, is shown in Fig. 6(a). All energies
are measured relative to the valence-band maximum of GaN.
The energies are compared with the ground state energies for
electrons and holes in an InN-WL (WL¢ and WL, respec-
tively) of one lattice constant ¢ thickness, which is calculated
separately for the WL without the QD. As expected from a
naive particle-in-a-box picture, the binding of the electrons
and holes becomes stronger in the QD when the QD size is
increased. For the intermediate and the largest QD, the hole
ground state is formed by the twofold degenerate p states l,l/f
and ¢g This behavior is interchanged with decreasing QD
size where, for the smallest QD, the s state L/{ becomes the
hole ground state. This energy level-crossing with changing
QD size is illustrated in terms of the energy eigenvalues in
Fig. 6(b) and has been reported before for other QD
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FIG. 6. (a) The first five electron and 10 hole one-particle en-
ergy levels are shown for the three investigated QD sizes with in-
creasing diameter from left to right (the dashed lines are included as
a guide to the eye). The results are shown with the influence of the
built-in field. As a consequence of the stronger quantum confine-
ment of the carriers inside the QD structure for decreasing size, a
clear blueshift of the effective gap energy is observed. (b) The
energy splitting AE?’I,:E?—E]}', between the s and the p shell for the
holes is depicted. By definition the splitting is positive for the
smallest QD and changes sign with increasing QD diameter d,
where the twofold degenerate p shell constitutes the hole ground
states (the dashed lines are included as a guide to the eye).

systems.?® To concentrate on the level crossing of the first
three bound hole states, Fig. 6(b) displays the energy split-
ting AE?)p:Ei’—EZ between the s and the p shell for the
holes. By definition the splitting is positive for the smallest
QD and changes sign with increasing QD diameter d.

To investigate the influence of the built-in field, we com-
pare the energies of the first three bound electron (i, ¥4 ;)
and hole states (] ,,¢4) with and without the electrostatic
field. The results for the intermediate QD size are shown in
Fig. 7. First of all, the electrostatic field shifts the electron
single-particle states to lower energies, whereas the hole
states are shifted to higher energies. Consequently, the
built-in field leads to an overall redshift in the single-particle
energy gap. Furthermore, the electrostatic field affects the
ordering of the first three bound hole states. Without the
electrostatic field the hole ground state is the nondegenerate
state gbé’ as for the largest QD in Fig. 4. The first two excited
states /! and 1/’2 are degenerate. The electrostatic field inter-
changes the ordering of the states #/; and ’»”1',2 In this case the
hole ground state is twofold degenerate. For clarity, the split-
ting of 1.9 meV between ground and first excited state is
displayed in the inset of Fig. 7. The ordering of the lowest
hole states has strong implications for the ground state dipole
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FIG. 7. (Color online) For the intermediate QD size the influ-
ence of the built-in field on the hole-state ordering is demonstrated.
Without the electrostatic field the hole ground state is built by a
single s-like state (solid line), whereas with the influence of the
field the twofold degenerate p state (dashed line) constitutes the
ground state for the holes. The dotted lines are included as a guide
to the eye.

selection rules and therefore for the optical properties of the
system.?®

IV. MATRIX ELEMENTS

As emphasized above, a TB model represents an atomistic
approach to describe the electronic structure of low-
dimensional heterostructures. However, explicit knowledge
about a basis set of localized states (atomic orbitals) is not
required for the calculation of one-particle energies and wave
functions. Orthogonal empirical TB models are based upon a
basis set of states well localized at the atomic sites of the
crystal. Only the basic assumptions about these localized or-
bitals, i.e., symmetry, spatial orientation,?® and orthogonality,
enter the TB Hamiltonian.

With the TB Hamiltonian one-particle states can be deter-
mined for electrons and holes which are localized in a semi-
conductor nanostructure. However, being interested in opti-
cal properties of the system, one-particle energies and wave
functions are not sufficient. To study optical interband tran-
sitions, the calculation of dipole matrix elements between
electron and hole wave functions and the calculation of Cou-
lomb matrix elements is required. Besides the calculation of
optical properties, the Coulomb matrix elements are of par-
ticular  importance to study carrier-carrier®  and
carrier-phonon® scattering in InN/GaN QDs. For the calcu-
lation of these matrix elements one needs—in principle—the
localized atomic basis states ¢ g(r) from which the one-
particle eigenstates i,(r) are formed according to Eq. (2). In
the following we describe how Coulomb and dipole matrix
elements can be obtained within the empirical TB model.

A. Coulomb matrix elements

For the calculation of optical spectra, Coulomb matrix
elements between the TB wave functions, Eq. (2), are re-
quired, which are given by
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V.
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2
e
with V(r-r') = —0,,
dmepe,jr —r'|

where e, denotes the electron charge, ¢, the vacuum dielec-
tric constant, and &, the background dielectric constant of the
semiconductor material. As the atomic orbitals ¢g(r) are
not explicitly known in an empirical TB treatment, we ap-
proximate these matrix elements by

Vi = 2 2 CraCrr sk RV (R = R'), 8)
RR’ @B
with
2
’ €o ’
VR-R)=——2%  frR+#R
47ege, R -R/|
and
V(0) = — f i — 9y 9)
B V2 ) e e dmepe,r —r'| 0

The validity of the underlying approximations and assump-
tions is discussed in Appendix A. Physically this means that
the variation of the Coulomb interaction is taken into account
only on a larger length scale of the magnitude of lattice vec-
tors but not within one unit cell, which is justified because of
the long ranged, slowly varying behavior of the Coulomb
interaction. For [R—R’|=0 the evaluation of the integral in
Eq. (9) can be done quasianalytically by expansion of the
Coulomb interaction in terms of spherical harmonics follow-
ing Ref. 66. An approximation like that leading to Eq. (8) is
always made in the frequently used effective mass descrip-
tion of QDs, because only the spatial variation of the enve-
lope function and no variation of the wave functions within
an atomic unit cell is considered there. As shown in Appen-
dix A, the approximations and assumptions leading to Eqs.
(8) and (9) can be justified as long as [R—R’| is larger than
nearest-neighbor lattice vectors. Though the on-site and
nearest-neighbor terms are absolutely the largest ones, their
relative contribution to the double sum in Eq. (8) is less than
5%, because of which possible errors in the true values of the
nearest-neighbor terms are only of minor importance for the
total matrix elements V;;; between the QD states.

For our QD system the bound states are almost com-
pletely localized inside the InN material. Therefore in a good
approximation we use the InN dielectric constant &,=8.4,
taken from Ref. 27. For the calculation of Coulomb matrix
elements averaged lattice constants are used to determine
R-R' in the whole structure, calculated from the unstrained
InN and GaN lattice constants in Table II. Therefore, we take
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into account that in the vicinity of the QD, where the wave
functions are localized, the InN structure is influenced by the
surrounding GaN material and vice versa.

In the following, some basic results are summarized, re-
garding fundamental symmetry properties of the calculated
Coulomb matrix elements. The discussion of Coulomb ma-
trix elements is more convenient if the localized p states are
chosen so that they are invariant under system rotation by
27/3 up to a phase factor exp(i27/3-m) as already intro-
duced in Sec. III B. The integer m takes the values m==+1
for the p states and m=0 for the s state that is invariant under
the rotation. For a system with full rotation invariance, as in
effective mass approximation,®* the integer m represents the
quantum number of the z component of the electronic angu-
lar momentum in each state. For our system, a rotation by
27/3 transforms the Coulomb matrix elements according to

Ry.3 Vijkl — ei(mi+mj—mk—m1) (27/3) Vijkl ) ( 1 0)

As this rotation represents a symmetry operation for the cho-
sen QD geometry and for the wurtzite lattice with discrete
rotation invariance, the matrix elements must remain un-
changed. Therefore (1m;+m;—m;—m;) mod 3=0 must be ful-
filled, otherwise the matrix element V;j;; must vanish. This is
different than in effective mass approximation where, for cir-
cular QD geometry, each rotation is a valid symmetry trans-
formation, and where the angular momentum conservation
requires m;+m;—m;—m;=0. Therefore, in our case all matrix
elements with (m;+m;—m;—m;) mod 3=0 are, in principle,
nonvanishing. However, the matrix elements that occur in
addition to the result of the effective mass approximation are
small compared to the matrix elements that simply fulfill
m;+m;—m—m;=0. They become even smaller for the larger
QDs, where one comes closer to the case of full rotation
invariance, because the influence of the underlying crystal
lattice becomes less important.

Although the influence of the discrete rotation invariance
still allows energetic degeneracy in the p shell, differences
compared to continuumlike models are found here on the
level of Coulomb matrix elements between the localized
states. Although this feature becomes less important for the
larger QD, the aspects of band mixing, present in the multi-
band formulation remain equally important, even for larger
QDs. This becomes apparent in the next sections where the
dipole matrix elements and selection rules are discussed in
detail.

B. Dipole matrix elements

In general it is not a trivial task to incorporate electromag-
netic fields into tight-binding models, but one must pay at-
tention that gauge invariance, conservation laws, and sum
rules remain valid. In particular in connection with the prob-
lem of lattice electrons in a magnetic field and the Peierls
substitution®®® it has been pointed out that a vector potential
describing the magnetic field must be included via complex,
position-dependent phase factors of the intersite (hopping)
TB matrix elements.”%7# It has been emphasized’ that this is
the proper, unambiguous and gauge invariant way to incor-
porate arbitrary electromagnetic fields in the TB Hamil-
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TABLE IIL. Slater orbitals for In, Ga, and N atoms. The radial part of the wave functions is given by R(r)=r%"". The constants a and
b are given by Slater’s rules (Ref. 67). The angular part is given by the spherical harmonics Y, (¢, ).

Orbital « In Ga N

s 0.31}’36_]'2er00 0.61r2‘7e_1‘35’Y00 6.l3rle_"95rY00
-1 -1 1

Px 0.3173e7 12 —=(Y - Y,_)) 0.61727e™135"—=(¥ - Y, _) 6.13r' e 19— (¥}, -Y,_)
V2 V2 V2

i i i

Py 0.3173e7 1B —(Y,,+Y,_)) 0.61727e= 135" —(Y,,+Y,_)) 6.13r e P —(Y 1+ Y,_))
V2 V2 \2

Pz 0.3lr3e_l‘25rY10 0.61 ,,2476—1435ry]0 6.13r'e" 1957y,

tonian. However, when studying weak optical fields with
only a slight position dependence on the scale of lattice vec-
tors, a description of the field only via a scalar potential is
possible. Then at least in linear order in the field also the
expansion of the matrix elements of the gauge invariant TB
model leads back to a coupling of the field via the dipole
operator, as it is nearly always used in the standard effective-
mass models of semiconductor physics (optics). Therefore,
here we use this simplifying assumption, too. Then the task
is the calculation of the matrix elements of the dipole opera-
tor egr with the TB wave functions d}'=e(y[r[i/!), which
yield information on selection rules, allowed and forbidden
transitions, and even relative peak heights, at least
qualitatively.”®

Following the discussion of the preceding paragraph, for
the calculation of optical spectra the dipole matrix elements
between electron and hole wave functions are an essential
ingredient. In contrast to the Coulomb matrix elements, the
short-range contributions dominate dipole matrix elements.
This short-range, almost local, character of the dipole opera-
tor in real space is in accordance with the assumption of a
weak k dependence of the dipole matrix elements,”’ which is
commonly used in connection with effective-mass
approaches.”® Therefore, what turns out to be a good ap-
proximation for the Coulomb matrix elements, to neglect the
precise structure of the localized orbitals, fails for the calcu-
lation of dipole matrix elements.

In accordance with the TB formulation, the position op-

erator can be decomposed into two contributions:3%76.7

r=2> [R,a)R(R,a| + >, X [Ra)Raff|R'B)R’ M.
Ra

Ra R'B
(11)

Here, R=(X,Y,Z) and R’=(X',Y’,Z’) denote the discrete
atomic positions and F=r—R=(X,7,Z) is the position within
a unit cell relative to R. The indices «, label the different
atomic orbitals. An optical light pulse is considered, with
light polarization vector e=1/v2(1,1,0). With the decompo-
sition, Eq. (11), and the TB wave functions, Eq. (2), the
dipole matrix elements dfjhzedff then explicitly read

€q ie* j.h
A= 2 ciuchr L(X+Y)SpriSag

/

V2RR’ap
+(R, o7+ 7R, B)]. (12)

The first part in Eq. (12) is the contribution to the dipole

matrix elements which stems from the TB coefficients (“en-
velope”) which are weighted with the position of the corre-
sponding atom site. The second part contains the matrix el-
ements of the operator T with the localized (atomic) basis
orbitals ¢,g(r) and is determined by their variation inside
the unit cell.

In the literature a variety of different approximations for
the calculation of the matrix elements in Eq. (12) has been
applied in the past.'03%7°-83 In some of this work, the first
part, the envelope part, has been neglected,'®%* whereas in
other works parts of the second contribution, the orbital con-
tribution, have been included in addition to the envelope
contribution.’>7?32 However, no general statement has been
made, which part is the dominant one for which kind of
system. To give a representative picture, at least for the in-
vestigated InN/GaN quantum dot system, here we include
and discuss in detail both, orbital and envelope contribution.

The first part, the envelope part, can easily be calculated
from our TB wave functions as a discrete sum over all lattice
sites. The result does not depend on the choice of the origin.
The proper calculation of the second part, the orbital contri-
bution, is much more involved, which is the reason why in
the available literature several different approximations and
assumptions have been proposed.!6-32.79:80.82.83

In the case of the orbital part it is necessary to connect the
calculated TB coefficients c;{a directly to the underlying set
of atomic basis orbitals. A commonly used approach is the
use of atomic Slater orbitals,%” as given in Table III for In,
Ga, N, which take into account the influence of the effective
screening of inner electron densities on the effective one-
particle wave functions for the bonding orbitals. These basis
orbitals have been used in the past for the calculation of
dipole matrix elements.’!3> However, previous approaches
contain two shortcomings which we have improved in our
calculations.

(i) While they include the correct symmetry properties
underlying the TB coefficients, the Slater orbitals lack the
essential assumption of orthogonality with respect to differ-
ent lattice sites, since they have been developed for isolated
atoms. To overcome this problem, we use numerically or-
thogonalized Slater orbitals, as outlined in Appendix B. In-
cluding the orthogonality, the Slater orbitals fulfill all basic
requirements, regarding symmetry, locality, and orthogonal-
ity for the basis orbitals underlying the TB formulation.

(ii) In most approaches only on-site contributions to the
dipole matrix elements have been included,'®!”327° which
results in a local dipole interaction where only the direct
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overlap of electron and hole wave functions is taken into
account for the calculation of these matrix elements. To
properly treat the slight nonlocality of the dipole operator3%-82
and in particular the anion-cation structure of the crystal, the
matrix elements are calculated including up to second-
nearest neighbors here.

In the past, even nearest-neighbor contributions have been
neglected, because the matrix elements (R,a|X+F|R’,B)
(with R and R’ being neighboring atom sites) are much
smaller than the corresponding on-site contributions (with
R=R’). However, in Eq. (12) not only the matrix elements
alone determine the result but they are also welghted with
the TB coefficients of electron, cR!a, and hole, c’R, p wave
function. From an intuitive picture, having in mind the
anion-cation-structure of the crystal, one might guess, that

the product of the TB coefficients cRa c{{f p is larger for

R,R’ labeling nearest-neighbor atom sites than for R=R’.
As has been visualized in Fig. 5 before, the main contribu-
tions to electron and hole wavefunctions are localized at dif-
ferent kinds of atoms, and therefore different layers in the
crystal, electrons at the cations and holes at the anions.
Therefore it can hardly be estimated in advance which con-
tributions will be large and which small. Furthermore, the
angular momentum selection rules,'® which are valid for the
on-site matrix elements in a good approximation cannot be
used for transitions between orbitals which are centered
around different lattice sites.

In order to rigorously estimate the influence of the differ-
ent matrix elements and in order to give further insight into
the nonlocal behavior of the dipole operator we will discuss
the orbital contributions in detail in the following before we
present the final results for the dipole matrix elements.

In contrast to previous approaches all the orbital contribu-
tions have been numerically calculated. To verify the numeri-
cal calculation of dipole matrix elements between the local-
ized atomic orbitals, it can be checked in comparison to the
quasianalytical results which can be obtained for the on-site
contributions with standard Slater orbitals, without
orthogonalization.’> Matrix elements with a numerical error
smaller than 1% can easily be obtained by choosing a suffi-
ciently fine grid of quadrature points for the numerical evalu-
ation of integrals.

We do not tabulate all the dipole matrix elements but
prefer to summarize some general statements, valid for the
orbital contributions to all the calculated matrix elements
between the electron and hole TB wave functions. For the
on-site contributions the calculations with orthogonalized
and original Slater orbitals yield similar results with up to
8% difference. This finding demonstrates that the orthogo-
nalized orbitals are still dominated by their original character
in the vicinity of the origin, see Appendix B. Without or-
thogonalization the nearest- and second-nearest-neighbor
contributions are strongly overestimated compared to the re-
sults of the orthogonalized orbitals. With orthogonalization,
the main nonlocal contribution to the dipole matrix elements
stems from the nearest neighbors. The second nearest neigh-
bors are much less important and contribute by about 5% of
the on-site contributions, which is in accordance with the TB
formulation where nearest-neighbor hopping is included but
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hopping to more distant neighbors can be neglected in a
good approximation.

Our results clearly demonstrate the short-range character
of the dipole operator. However, despite its short-range char-
acter, it is essential to include the nearest-neighbor contribu-
tions to properly account for the anion-cation structure of the
crystal lattice. In contrast to previous approaches all the non-
local contributions have numerically been calculated here to
avoid assumptions about angular momentum selection rules,
which are strictly valid only for on-site contributions but
which have been extended to nearest-neighbor contributions
in earlier approaches.?3? The previously used assumptions
for nonvanishing nearest-neighbor matrix elements, d ~e_,
are not reproduced by our numerical results. Otherwise there
would be no contribution from nearest neighbors for the light
polarization e=1/+2(1,1,0) investigated here.

In the preceding paragraphs we have outlined how to
bridge the gap between the TB coefficients of the empirical
TB formulation and atomic basis orbitals, which allows to
calculate the orbital contribution to the dipole matrix ele-
ments in addition to the envelope contribution. For the inves-
tigated system the envelope contribution is found to clearly
dominate the total results for the dipole matrix elements, the
orbital contributions are by about a factor of 30 smaller.
However, this may change in other systems or for intraband
transitions,3! where the orbital contribution becomes more
important. The dipole selection rules, which will be dis-
cussed in the next section, are the same for both contribu-
tions, only small differences for the ratio of different nonva-
nishing matrix elements are found for orbital and envelope
contributions.

C. Dipole selection rules

The only relevant dipole matrix elements in our system
are edeh —edeh and edeh —ed;hj, where e=1/v2(1,1,0) de-
notes the l1ght polanzatlon vector. All other matrix elements
are negligible due to the overall symmetry of the connected
one-particle states.”837:84 The resulting optical selection rules
are in strong contrast to what is known from many other
III-V and I-VI heterostructures and cannot be explained
within a one-component effective-mass approach.®> Com-
monly used dipole matrix elements are diagonal with respect
to the envelope symmetry (angular momentum),lf”34 namely
dfjh~ &; with i,je{s,p,,p_}.

The strong band mixing in the valence band is responsible
for the transformation properties of the bound hole states
which strongly influences the dipole selection rules for inter-
band transitions to the conduction band. In many other sys-
tems with different symmetry of the crystal lattice and strong
spin-orbit coupling for the valence bands, the dipole operator
becomes diagonal with respect to the envelope angular mo-
mentum as used in Refs. 34 and 16. The dipole selection
rules are important for the interpretation of the excitonic
spectra in the following section as already demonstrated in
Ref. 36.

The dipole selection rules are, in principle, unaffected by
the built-in electrostatic field. However, for the large QD the
ordering of the lowest hole states is interchanged by the in-
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FIG. 8. (Color online) (a) Excitonic absorption for the small QD
with (solid line) and without (dashed line) the influence of the
built-in field. (b) Same as (a) but for the large QD. (c) Excitonic
ground state emission for the large QD with the influence of the
built-in field. Without the built-in field, the ground state emission
vanishes and is consequently not shown.

fluence of the built-in field as already discussed in Sec. III B.
This has strong implication on the optical emission spectra,3®
which will be discussed in the following section. Further-
more, the field-induced spatial electron-hole charge separa-
tion reduces the oscillator strengths drastically, by about a
factor of 2 for the smallest QD, and by more than one order
of magnitude for the largest QD.

V. EXCITONIC SPECTRA

Having calculated dipole and Coulomb matrix elements in
the preceding sections, the calculation of excitonic absorp-
tion spectra in this section can directly be performed starting
from the many-particle Hamiltonian in second quantization
as given in, e.g., Ref. 34. For the localized states full
configuration-interaction (FCI) calculations''3* are per-
formed. Only bound states, s and p shell, are included in our
calculation for electrons and holes, respectively, which can
be justified by their energy separation to higher states in the
structure and which keeps the following discussion simple
and expressive. In Fig. 8 excitonic absorption and emission
spectra, calculated with Fermi’s golden rule,3* are depicted
for the smallest and the largest QD.

The excitonic absorption for the smallest QD is shown in
Fig. 8(a) with (solid line) and without (dashed line) the in-
fluence of the built-in field. The two absorption lines in each
spectrum correspond to the excitation of an exciton in the
QD. In accordance with the FCI calculations, the lower en-
ergy line is dominated by contributions where the electron is
excited in the s shell and the hole in the p shell, whereas the
higher energy line mainly corresponds to the excitation of
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the hole in the s shell and the electron in the p shell. This is
in accordance with the dipole selection rules discussed in the
preceding section. The influence of the built-in field in the
structure redshifts the whole excitonic spectrum by about
220 meV. The oscillator strengths are merely reduced by a
factor of about 2. The strong confinement of the wave func-
tions prevents a strong spatial separation of electron and hole
wave functions as is the case for larger QDs. In addition to
the redshift of the spectrum and the reduced oscillator
strengths, the built-in field influences the Coulomb matrix
elements, which, however, does not affect the optical spectra
qualitatively. For the small QD no emission spectrum from
the excitonic ground state is shown since no emission is
observed in this case.*® The excitonic ground state is domi-
nated by a contribution where the electron is in the s shell as
well as the hole. Since the dipole matrix element d*" van-
ishes, the interband transition from the s shell to the s shell is
dipole forbidden, and the exciton ground state remains dark.
The situation is the same with and without the built-in field.

For the large QD the excitonic absorption with (solid line)
and without (dashed line) the built-in field is depicted in Fig.
8(b). As in the large QD the spatial separation of electron and
hole wave functions is much larger, the redshift in energy
and the reduction of the oscillator strengths (more than one
order of magnitude) is much more pronounced than for the
small QD. Furthermore, the relative oscillator strengths of
the lines in the low-energy and the high-energy transitions is
changed by the built-in field. As discussed in Sec. III B, the
ground state for the holes in the large QD with the built-in
field is a twofold degenerate p state. Therefore the ground
state for the exciton in the large QD is dominated by the
contribution where the electron is in the s shell and, this
time, the hole is in the p shell. Therefore, in contrast to the
small QD, for the large QD a nonvanishing exciton ground
state emission can be observed, which is depicted in Fig.
8(c). No emission is observed without the built-in field.

The extension of the FCI calculation presented here to
multiexciton spectra can be done with the same Coulomb
and dipole matrix elements and has been presented in Ref.
36. The additionally required electron-electron and hole-hole
Coulomb matrix elements can be calculated in complete
analogy to the electron-hole matrix elements.

For the large QD, exciton ground state emission has been
observed. However, the oscillator strength is drastically re-
duced by the field-induced spatial separation of electron and
hole wave functions. Two possible solutions to avoid the
strong reduction of the oscillator strength by the built-in field
in the wurtzite structure have been discussed in the past: (1)
growth along a non-polar axis in the crystal lattice,3*% (2)
growth of smaller QDs. However, our results demonstrate
that the growth of smaller QDs might turn out to have limi-
tations concerning optical purposes. The small InN/GaN QD
investigated here shows no exciton and no biexciton®®
ground state emission. Only for larger QDs the ground states
become bright due to the influence of the built-in field.

VI. CONCLUSION

In conclusion, we successfully investigated the optical
properties of InN/GaN QDs by means of an atomistic tight-
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binding model. The wurtzite crystal structure of the underly-
ing lattice is fully included in the formulation. Dipole and
Coulomb matrix elements have been calculated which allow
the investigation of excitonic absorption and emission spec-
tra with microscopically determined input parameters. The
calculations reveal strong influence of band-mixing effects
on the optical transitions between the Coulomb correlated
electron-hole states. The inclusion of the built-in field for the
strained wurtzite crystal structure gives rise to a QCSE
which creates a strong (about 220 meV for the small QD and
about 600 meV for the large QD) redshift of the one-particle
gap energy. Additionally, the Coulomb matrix elements are
modified and the oscillator strengths are strongly reduced
due to the spatial separation of electron and hole wave func-
tions.

As an important consequence for future optoelectronic ap-
plications we predict vanishing exciton ground state emis-
sion for small lens-shaped InN/GaN QDs. For larger QDs
we report bright ground state emission but with drastically
reduced oscillator strengths caused by the QCSE.

ACKNOWLEDGMENTS

This work has been supported by the Deutsche
Forschungsgemeinschaft (research group “Physics of nitride-
based, nanostructured, light-emitting devices,” project Cz 31/
14-1,2). The authors also acknowledge a grant for CPU time
from the NIC at the Forschungszentrum Jiilich. Various valu-
able discussions with Paul Gartner, Norman Baer, and Frank
Jahnke are gratefully acknowledged.

APPENDIX A: COULOMB MATRIX ELEMENTS

In this appendix we summarize the approximations that
yield the Coulomb matrix elements in the form used in Eq.
(8), and we point out in more detail on which assumptions
these matrix elements are based. Furthermore, the quasiana-
lytic calculation of the on-site matrix elements is briefly out-
lined. The discussion in this appendix is supposed to deepen
the understanding of approaches to the Coulomb matrix ele-
ments in semiconductor quantum dots as already used in
earlier works.!®

Starting point is the Coulomb matrix element as given in
Eq. (7),

- o [
Vi = > 2 CRluz RzﬁcR3'ch45
R RyR3R, aBys

. J Erd’r' V(e —t") g (1) dg st b, (r') b o(r).

In principle, the Coulomb matrix elements involve four
atomic orbitals ¢g,(r). According to Ref. 66 we take only
two-center contributions into account. Off-site exchange in-
tegrals, with R;=R3; and R,=R,, decrease quickly as the
distance between the atomic sites increases, due to the or-
thogonality and the localization of the atomic orbitals.*
Therefore, terms with exchange character are also neglected.
In this approximation, the Coulomb matrix elements are
given by
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We have decomposed the position operators r and r’ into the
positions R and R’ of the lattice sites and the positions T and
T' inside each unit cell. For sites which are far enough apart
from each other the exact structure of the localized orbitals is
not important. The long-range contributions are dominated
by the monopole interaction of two charge densities localized
at different lattice sites which leads to the approximation
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Due to the orthogonality of the atomic orbitals, the final re-
sult for the Coulomb matrix elements is then given by

Vi = 2 2 cha ;,ECR,BCRQV(R R’)

RR’ aB
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The on-site contributions for [R—R|=0 can be calculated by
integration of the Coulomb interaction over the volume of
one unit cell:

V(0) = VLZJ Erd’r'Vir-r'). (A2)

As already mentioned in Sec. IV A, the evaluation of the
integral (including the Coulomb singularity) can be done
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FIG. 9. Coulomb matrix elements calculated with a cutoff radius
R, with [R—R’| <R in the sum of Eq. (A1). Results are shown for
the direct electron-electron (solid line), hole-hole (dashed line), and
electron-hole (dashed-dotted line) Coulomb matrix elements for the
ground state wave functions without the influence of the built-in
field. (a) Small QD. (b) Large QD.
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FIG. 10. (Color online) Overlap matrix S(L)};/ for a nitrogen atom
to the atomic orbitals centered at the atom sites R’ in the neighbor-
hood up to third-nearest neighbors. The results are calculated with
the original Slater orbitals. The overlap for the four different nitro-
gen orbitals a € {p,.p,.p,,s} is stacked in vertical direction and is
visualized by the color coding. Contributions from different neigh-
bors and their different orbitals 3 are given on the horizontal axis
with increasing distance |R’| to the center nitrogen atom from left
to right.

quasianalytically by expansion of the Coulomb interaction in
terms of spherical harmonics following the guidelines given
in Ref. 66. The calculations yield meaningful values of about
~16 eV for the unscreened on-site matrix elements. These
values are in accordance with other calculations.®® However,
the exact values are not crucial for the QD Coulomb matrix
elements since the screened on-site contributions are small
compared to the long-range part.

The final result for the Coulomb matrix elements can be
interpreted in an intuitive way as already outlined in Sec.
IV A. In Eq. (Al) the atomic orbitals underlying the TB
formulation do no longer enter the calculation of Coulomb

P Py
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FIG. 11. (Color online) Same as Fig. 10 but calculated with the
orthogonalized Slater orbitals.

matrix elements. Since the on-site and nearest-neighbor
contributions—which are mostly affected by the above
approximations—are small compared to the total Coulomb
matrix elements, only small overall mistakes are made.
Nearest-neighbor contributions are underestimated but only
small additional contributions would apply to the long-range-
dominated Coulomb matrix elements, at least for constant
background screening, which is in accordance with the com-
monly used effective-mass approaches.*

For illustration purposes, in Fig. 9 results for the Coulomb
interaction (A1) are shown which demonstrate that only
rather minor contributions to the total matrix elements for
our system originate from on-site and nearest-neighbor con-
tributions. Results are depicted for the direct electron-
electron, hole-hole, and electron-hole interaction in the
smallest (upper panel) and the largest (lower panel) QD for
the one-particle ground states without the influence of the
built-in field. Similar results are found for all the investigated
QD sizes as well as for the excited electron and hole states.
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L
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[
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FIG. 12. (Color online) Nitrogen basis orbitals (Slater orbitals) without (top) and with (bottom) orthogonalization up to third-nearest
neighbors. The depicted orbitals are from left to right: p,, py, p., and s. The viewpoint is on the z axis. Two isosurfaces of the probability
density are included with 20% (inner surface) and 0.001% (outer surface) of the maximum value, respectively.

245327-12



TIGHT-BINDING MODEL FOR SEMICONDUCTOR...

The long-range part of the Coulomb interaction clearly
dominates the results for which the treatment applied here
can be justified. However, for different material systems or
materials with an indirect band gap, results may change es-
pecially for the electron-hole exchange interaction®' which
has not been subject of this work.

APPENDIX B: ORTHOGONALIZED SLATER ORBITALS

In this appendix we give the details concerning the atomic
basis orbitals ¢,r(r). They are required to calculate the op-
tical dipole matrix elements with electron and hole wave
functions ;(r) which are evaluated in terms of the empirical
TB model. The overlap matrix of the atomic orbitals is given
by

S{j;}'=<a,R|ﬁ,R'>=fd3r¢j,(r—R)¢B(r—R'), (B1)

with the position vectors R, R’ of the atoms at which the two
orbitals «, 8 € {p,.p,.p,.s} are centered. For the original

Slater orbitals, part of the overlap matrix, S(;l;’, is shown in
Fig. 10 for a nitrogen atom in the origin R=0 in an InN
crystal structure. The overlap for the four different nitrogen
orbitals a e {p,,p,.p,,s} with neighboring orbitals is stacked
in the vertical direction and is visualized by the color coding.
Contributions from different neighbors R’ and their different
orbitals B are given on the horizontal axis with increasing
distance |R’| to the center nitrogen atom from left to right.
The entries one to four on the horizontal axis show the over-
lap of the normalized orbitals with themselves, which is
unity by definition. Contributions five to 20 correspond to
the overlap to nearest neighbors (indium) with an averaged
overlap of =0.427 for each neighboring orbital. The overlap
21 to 68 represents the overlap to second-nearest-neighbor
(nitrogen) orbitals, with an averaged overlap of ~0.008. El-
ements 69-92 give the overlap to third-nearest-neighbor (in-
dium) orbitals, with an averaged overlap =0.081. Within an
orthogonal basis this overlap matrix becomes the unit matrix
which is a basic assumption for the TB model.

We apply a natural method to obtain an orthogonal set of
atomic basis states which fulfill all the basic assumptions
underlying the TB formulation in a good approximation. We
start with the original Slater orbitals (given in Table III) lo-

PHYSICAL REVIEW B 73, 245327 (2006)

calized at the atom sites in the wurzite crystal structure. The
overlap matrix S is calculated for a finite neighborhood sur-
rounding a central atom (here, up to third-nearest neighbors).
The aim is to construct a set of orthogonal basis states for
which the overlap matrix becomes the unit matrix 1, there-
fore we are looking for a transformation matrix X which
fulfills 1=X"SX. One specific choice for the transformation
matrix is obviously given by X=S""2. The non-unitary trans-
formation matrix X which transforms the overlap matrix S
into a unit matrix is obtained by X=S"12=Ts"12T", Here T is
the unitary transformation matrix which brings S into diago-
nal form s=7"ST. The new (orthogonal) basis states C' are
then obtained by the transformation C’'=XC. This way, new
basis orbitals are obtained which are centered around the
atom in the center of the chosen neighborhood. The orthogo-
nality to the new orbitals which are centered at atoms up to
third nearest neighbors can be checked by calculation of the
overlap matrix with the new orbitals as is visualized in Fig.
11 for the example of a nitrogen atom. The corresponding
result without orthogonalization is shown in Fig. 10. The
averaged overlap is reduced to =0.013 for nearest-neighbor
orbitals, to =0.005 for second-nearest-neighbor orbitals, and
to =0.009 for third-nearest-neighbor orbitals. Examples for
the basis orbitals which are centered at a nitrogen atom in the
crystal lattice are depicted in Fig. 12 without orthogonaliza-
tion (top) and orthogonalization up to third-nearest neighbors
(bottom). Two isosurfaces of the probability density are in-
cluded with 20% (inner surface) and 0.001% (outer surface)
of the maximum value, respectively. The sum of the nondi-
agonal overlap matrix elements is reduced by at least one
order of magnitude for orthogonalization up to third-nearest
neighbors. The figures, Figs. 10 and 11 demonstrate that the
new basis states are orthogonal in a good approximation.
Additionally, they mostly show the original symmetries of
atomic orbitals which underly the TB Hamiltonian and are
still rather well localized states at a certain atom site, Fig. 12.
Only small contributions at the neighboring atom sites are
found which are essential to obtain orthogonality. The added
orthogonality now justifies the direct connection to the TB
coefficients cf,, since the orbitals fulfill all basic assumptions
underlying an empirical TB model. Therefore the procedure
demonstrated here to obtain an orthogonal set of atomic basis
orbitals helps to improve earlier approaches for the calcula-
tion of optical properties from TB calculations.
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