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Theoretical calculation of pseudorotation rates applicable to the C, ion
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The dynamical nature of the Jahn-Teller effect in the 7® h Jahn-Teller system is explored theoretically using
the time-evolution operator to obtain analytical expressions for the rate of pseudorotation between equivalent
potential wells in the adiabatic potential energy surface as a function of the vibronic coupling parameters. We
outline experiments that should be capable of measuring the pseudorotation rate in the Cg, ion, and other
systems derived from Cgy. The theory presented here could then be combined with such data to probe the
nature of the vibronic coupling in these fullerene systems.
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I. INTRODUCTION

The fullerene Cg and its ions, such as found in the ful-
lerides, have been the subject of intense research for some
years. In particular, materials containing fullerene ions have
been found to show a range of interesting electrical, mag-
netic, and superconducting properties,'=> as well as exhibit-
ing various structural and orientational phase transitions.3~
The mechanisms behind the various phenomena are not all
completely understood. However, it seems highly likely that
the intramolecular Jahn-Teller (JT) effect plays an important
part in some of the processes, such as superconductivity in
the A;Cg fullerides.>®” Thus there is a clear need to inves-
tigate the nature and magnitude of the JT effect in all of the
Cy ions. In this paper, we will consider JT effects applicable
to C¢, anions. These are amongst the simplest JT systems
found in icosahedral symmetry (in that the electronic basis
has the lowest dimension). Theoretical methods developed
for this system can form a basis for further work on JT ef-
fects in more highly charged fullerene anions and cations.

Vibronic coupling distorts the Cg, ion so that at any given
instant it is in a configuration of reduced symmetry. This is
known as a static JT effect. If only linear vibronic coupling is
included, there is a continuous surface of equivalent
minimum-energy points on the lowest adiabatic potential en-
ergy surface (APES).810 The system will rotate between all
of the equivalent minimum-energy points, resulting in a dy-
namic JT effect. This rotation of a distortion is usually re-
ferred to as a pseudorotation to distinguish it from real rota-
tions of the fullerene ion. As all minimum points are sampled
equally, this pseudorotation will produce a system whose
symmetry is, on average, icosahedral. It is likely that in any
real system (including the Cg, ion), quadratic JT
couplings'"*1? or other factors such as anharmonicity'3-!3 or a
pseudo-JT effect'®!” will be present. In these cases, the
minimum-energy points will form a set of several isoener-
getic wells on the APES.3%!® If the barriers between the
wells are large in all directions in coordinate space, the sys-
tem will tunnel between the wells. If they are small in some
directions, the system will undergo hindered rotations in
these directions. In both cases, the system will again exhibit
the full icosahedral symmetry of the original Cg, ion on av-
erage. As tunneling, hindered rotations and “pure” pseudoro-
tations can be viewed as different limits of each other, all
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three situations will be referred to as pseudorotations.'”

Although the JT effect cannot result in a fullerene ion
being observed in a reduced symmetry in general, a distorted
geometry could be observed if measurements are made on a
sufficiently short time scale. In various cubic systems under-
going an E® e JT effect, the time scale has been calculated to
be the order of picoseconds.!” For Cp,, an estimate from
electron paramagnetic resonance (EPR) data® suggests a
time scale of the order of picoseconds, while estimates from
the strength of the vibronic coupling?'~>> suggest a time scale
of the order of femtoseconds. Although this is a rapid time
scale, it does suggest that modern ultrafast spectroscopic
techniques should be capable of detecting the pseudorota-
tional motion and hence determining pseudorotational rates.
Indeed, ultrafast pump-probe spectroscopy has already been
successfully used to determine the rate at which Cg, and Cy
molecules reorient themselves in solution.2®2” However, no
data is available for the determination of pseudorotation rates
in Cg, ions. The rate at which pseudorotation occurs must
depend on the shape of the lowest APES, which, in turn, will
depend on the vibronic coupling parameters. Hence the de-
termination of pseudorotation rates will give important infor-
mation about the strength and nature of the underlying vi-
bronic coupling.

According to Hiickel molecular orbital theory, when an
extra electron is added to the neutral Cq, molecule it will
occupy a molecular orbital of T, symmetry.”® Group theory
dictates that vibronic coupling may occur between this level
and eight h, vibrational modes plus two a, vibrational
modes. The coupling to the a, modes is trivial and need not
be considered further. Thus the vibronic coupling problem
relevant to Cg, ions is a 7,®8h, JT problem.® For many
purposes, it is sufficient to consider coupling to a single ef-
fective mode in the simpler 7),&h, JT problem,® al-
though this works best when the JT coupling strengths and
the spread in frequencies are rather less than those occurring
in the fullerenes. Alternatively, theoretical results for cou-
pling to all eight modes can be obtained explicitly.®3' In
either case, it is necessary to know results for the single-
mode T, ®h, JT problem. This is what we will consider
here.

In this paper, we use the quantum mechanical time evo-
lution operator to derive analytical expressions for the rates
of pseudorotation in the 7'y, ® , coupling problem as a func-
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tion of the vibronic coupling parameters. We will consider
the situation in which quadratic coupling is present to warp
the lowest APES to produce potential wells, although as
mentioned above other perturbation effects produce essen-
tially similar results. The results will apply for instances in
which only the lowest vibronic levels play any significant
role, and are therefore most appropriate to studies either at
low absolute temperature or where the lowest vibronic levels
are selected spectroscopically. Finally, as there is no pseu-
dorotation data currently available on the Cg, ion, we outline
experiments that would be capable of determining such data.
It is hoped that the results of these experiments on a series of
ions derived from Cg, together with the theory given here,
will be able to shed some light on the vibronic coupling in
these very interesting and important ions.

II. THEORY
A. General theory of temporal evolution

In Ref. 19, it was shown how the temporal evolution of a
system initially localized in a state |w;) associated with a
potential well can be followed using the usual time evolution
operator

U(t)=exp(-iHi/ h), (1)

where H is the JT Hamiltonian of the system. As the well
states |w;) are not eigenstates of the system due to tunneling
between isoenergetic wells, it was therefore found more ap-
propriate to express the result in terms of symmetry-adapted
states |I';) formed from linear combinations of the well states
which reflect the correct symmetry of the problem (which is
icosahedral in the current case). We will restrict our consid-
eration to cases in which the oscillators associated with the
wells are in their ground states. Therefore, if there are n
isoenergetic wells, then there will be n symmetry-adapted
ground states. Thus the n ground well states can be expressed
as the linear combination

lwy =2 7|0 )
j=1

of symmetry-adapted ground states, where the bg’) are real
constants.

The symmetry-adapted states are close approximations to
the true eigenstates of the system, so we can write

H|Fi> = 5i|ri>» (3)

where &; is the energy of the ith symmetry-adapted state |T';).
It thus follows that the temporal evolution of a well state |w;)
is given by

Ulw) =2 b exp(= i€t 7 )|T)). (4)
j=1

An expression for the probability
Py=[(w U |wpl? (5)

that a system that starts off localized in an initial well |w;)
will have become localized in another well |wf> a time ¢ later,
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can then be calculated in terms of the bf’) and the so-called
tunneling splittings, £,—&,, between the symmetry-adapted
ground states. This allows the temporal development of a
system initially localized in a particular well to be followed,
and for the rates at which the system tunnels through the
barriers between wells to be derived. The nature of this prob-
ability and its relation to the tunneling splittings will now be
explored in detail for the T, ® h, system.

B. Theory for the T, ®h, system

We now require the general JT Hamiltonian for the
T,,® h, system including linear and quadratic coupling. As
the H representation occurs twice in the symmetric part of
the Kronecker product H® H, the general form for quadratic
coupling is a linear combination of two distinct types of
quadratic vibronic coupling. There is no unique way of
specifying these two contributions. We will specify the form
for the quadratic coupling using the Clebsch-Gordon coeffi-
cients as defined by Fowler and Ceulemans.’> An explicit
form for the Hamiltonian using these definitions was given in
Ref. 18. The result is of the form

H=Hy+H,(V;,Q) + HV(V2,Q) + HP(V5,Q%), (6)

where Q is a vector representing the normal-mode coordi-
nates of the five components of the /1, mode of vibration. H,
is the uncoupled vibrational Hamiltonian describing the vi-
brations in the absence of vibronic coupling and H; de-
scribes the linear interaction, characterized by the linear cou-
pling parameter V. H(Zl) and H(zz) describe the two types of
quadratic interactions, characterized by quadratic coupling
parameters V, and V;, respectively. Here, we will find it
useful to define dimensionless coupling parameters

Vi==Vi(uh o)
V)= Vol pw?®
2= Vol pw™,

Vé = V3/Mw2, (7)

where u is the mass of the 2, mode and w is its frequency.

The relative values of the quadratic coupling parameters
determine the actual shape of the APES. It can therefore be
useful to define the quadratic coupling constants in terms of
an overall magnitude v and a mixing angle S as

V,=v sin 3,

Vi=uv cos B. (8)

There are found to be either six pentagonal (Ds;) minima in
the APES that depend upon the linear coupling constant V|
and the quadratic constant V;, or ten trigonal (Ds,) minima
that depend upon V] and Vj. More specifically, the Ds,
points are minima and the D3, points local maxima if 3V}
> \gVQ (tan 8> 5/3), as illustrated in Fig. 1(a), whereas if
3V, < \gVQ (tan B<+5/3) the Ds, points become local
maxima and D5, points minima, as illustrated in Fig. 1(b).
Following the conventions used in Ref. 18, we have labeled
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FIG. 1. (Color online) Representation of the two different kinds
of warping of the APES of C, due to the two different types of
quadratic coupling. (a) The case when V{=3, V;=0.5, and V;
=0.05, for which 3V, > 5V} and so pentagonal minima are created
(labeled A, B, ...), and (b) the case when V|=3, V,=0.05, and V;
=0.5, for which 3V, < \EV; and the minima have trigonal symme-
try (labeled a, b, ...). The letters refer to the well labels used in Ref.
18.

the pentagonal wells using uppercase letters A,B,....F
and trigonal wells using lowercase letters a,b,...,j. If
3V5=15V} then the two terms “balance” and the APES takes
the form of a spherical equal-energy surface, as is also the
case when there is no quadratic coupling (V3=V}=0).

Reference 18 gave analytical expressions which can be
taken as our well states |w;) and symmetry-adapted states
[T;). When the Ds, points are minima, there are two triply
degenerate states, with a 75, tunneling state lying at an en-
ergy A above the T}, ground state, as shown schematically in
Fig. 2(a). Reference 18 gave expressions for the energies of
the 7, and T, states, from which an expression for A can be
calculated to be

fwS,InS

A=——L— 20 _\2V)+\2/5V) ©)
(1-52)
where
Vi )2
S =exp| -6 ——=— 10
! pl (5—4VEV£ ] (10

is the phonon overlap between adjacent pentagonal wells. A
is positive (and hence the T}, state is the ground state) except
for certain cases where the magnitude of one of the quadratic
coupling constants is large compared to the linear coupling

T.
., N :
— G,
A A, 2
T T,

lu

(a) D, minima (b) D,, minima

FIG. 2. Symmetry-adapted states formed by combining well
states to give states with the correct symmetry. (a) The six D5, wells
combine to form a T, tunneling state an energy A above a T},
ground state. (b) The ten Ds,; wells combine to form tunneling
states G, and T,, which lie at energies A; and A, above a T},
ground state, respectively.
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constant and the other quadratic coupling constant (so that
2— \EV£+ \r%Vé <0).

When the D;; points are minima, there are tunneling
states G, and T, lying at energies A, and A, above the T},
ground state, respectively (and hence separated by energy
A;=A,—-A)), as shown schematically in Fig. 2(b). From Ref.
18, we find that

hwS,In S
Ay =— (X4 0S,Y),
2(1-59)(3 +25))
fiwS,In S
Ay=— — 223y 45%y) (11)

C(1-8)(9-45D)
where

X=10+12V, =10V},

Y=5+2\2V, - 10V,

S, =exp| - 12| ———— (12)
=P 3110 -8V}

is the phonon overlap between adjacent trigonal wells.
Again, the T, state is the ground state except for certain
cases of one of the quadratic coupling constants being large.
The ten trigonal wells divide such that any given well has a
set of nearest neighbors and a set of next-nearest neighbors.
The overlap between neighboring wells is S; and that be-
tween next-nearest neighbors is S7. It should be noted that
the symmetry-adapted states are reasonable approximations
to the true eigenfunctions of H in intermediate coupling, but
are best in strong coupling where the minima are deeper.

III. RESULTS

The temporal evolution of a well state may now be fol-
lowed using the method outlined in Sec. II A. We will con-
sider the cases of pentagonal and trigonal minima in turn.

A. Pentagonal minima

If pentagonal wells are minima, we find that the probabil-
ity that the system has migrated from well A to any adjacent
well, say well B, during the interval ¢ is given by

Pp(t) = é[sf, +(1-S))sin*(Ar/2 1:)] (13)

and the probability that the system remains in well A is
Paa(t)=1—-(1-S)sin*(At/2 ). (14)
The sum of the probabilities of being in any of the six well

states at time 7 is
F

D Pyx=1+8. (15)
X=A

The probability sum is independent of time, and tends to one
in the infinite coupling limit. This is to be expected as the
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FIG. 3. Dimensionless pseudorotational rates R as a function
of the dimensionless linear coupling constant V| for the case of
pentagonal minima. Various degrees of quadratic coupling are
shown illustrating the effect of increasing V; (V4 has a fixed, arbi-
trary value of 0.4). The solid line shows the situation in the absence
of quadratic coupling.

system must be localized in one of the wells. The sum is
greater than one in finite coupling. This is because of the
spatial extent of the wave functions, as discussed in Ref. 19
in the context of the £ ® e problem. For example, even if the
system has the highest probability of being in well state |A)
at a given time, there is a finite probability of the system
actually being found in one of the other wells at this time.

The simple sin? dynamics indicated by Eqs. (13) and (14)
may have been anticipated by analogy to the E® e system (as
seen in Fig. 2 of Ref. 19), even though we now have six
wells rather than three. In both systems, there is one tunnel-
ing level. As in the E® e case, we can define a pseudorota-
tional period T'%) as the time taken to complete a complete
circuit of the wells [where the superscript (p) indicates pseu-
dorotation amongst pentagonal minima]. We can see that this
occurs when the argument inside the sin® factor in Eq. (14)
increments by 7, namely when

2mh

7P —
7Tl

(16)
We can then also define a pseudorotational rate R(p) as R

=1/T") It is also convenient to define a d1rnens10nless pseu-
dorotation rate

R =2aRYw= A/ . (17)

Representative plots of the dimensionless pseudorotational
rate are shown in Figs. 3 and 4. The permitted values of V;
lie in the range \5V3/ 3<V,<5/44 2. The upper limit corre-
sponds to infinitely deep potential wells [i.e., when the de-
nominator in the exponential in Eq. (10) becomes zero] and
the lower limit is the condition to ensure pentagonal wells.
Figure 3 shows that an increase in V; (with fixed vg) causes
a decrease in the pseudorotation rate, which occurs because
increasing V} increases the warping of the APES and makes
propagation between wells more difficult. For a given Vj,
Fig. 4 shows that the pseudorotational rate also decreases for
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FIG. 4. As Fig. 3, but illustrating the effect of varying V3. V3
has been given an arbitrary value of 0.4 and V has been taken to be
multiples of the maximum value (3V;/ \V5~0.537) required to pro-
duce pentagonal wells.

a decrease in V3. In the limit as V5 Vi — 3V}, the APES re-
gains spherical symmetry and pseudorotation between wells
will be its fastest. Decreasing V5 below this limit therefore
increases warping and reduces the rate of pseudorotation.

T[(f’ ) corresponds to the time taken for the system to pseu-
dorotate one complete “circuit” of the pentagonal wells. The
average time taken to migrate from one given well to an-
other, i.e., the time at which P,z peaks (which can be inter-
preted as allowing for all possible paths), will be T;")/Z. Itis
then useful to associate a tunneling time with the extra time
taken to move from well to well due to warping of the APES
compared to the time taken to pseudorotate around a trough
in the linear problem. A similar approach was used in the
E® e problem.!® This time can be written as

(P)__[T(p) f ] (18)

where f ) s a reference function chosen so that 7 (”> vanishes
in the absence of warping. Unfortunately, as the warping
depends on both V} and Vj there is no obvious way of de-
fining this function. This is in contrast to the E®e case
where warping only depends on one quadratic coupling pa-
rameter and can be “turned off” by setting this parameter to
zero. For our purposes here, we take our reference function
to be TL” ) for the specific case of V4=3V}/4/5. This choice
is made because warping vanishes in the limit as
Vi—3V,/ V5 and, because S, does not depend on V3, it al-
lows a simple expression for the tunnehng time to be formu-
lated. The tunneling rate RS” =1/ Tp ) and dimensionless tun-
neling rate 72(”) 27TR '/w can then be derived from the
tunneling t1me The latter takes the form

I~ [ [~ 2 ,
202(5-\2vp) 2= 2vs+ [ SV3 s, ns,

(V5v3-3v3)(1 -5

REP) —

(19)

Assuming a representative value of V{=3, we can plot REP )
as a function of the quadratic coupling constants, as shown in
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0.4
14 : 0.8

FIG. 5. (Color online) A surface plot of the dimensionless tun-
neling rate Rf") as a function of the (dimensionless) quadratic cou-
pling constants. The linear parameter has been taken to be V|=3.
The contours show the behavior for Rgp)z 10,1,0.1,..., i.e., values
decreasing tenfold each time. The lines labeled “0” represent the
limit of this progression where Rip )=0.

Fig. 5. If we consider some point on this surface, then we see
that increasing V; or decreasing V} reduces the tunneling
rate. This occurs because these changes lead to the APES
becoming progressively more warped. On the other hand,
decreasing V; reduces warping so that the tunneling rate in-
creases and approaches a finite limiting value if V;<<0. If
Vg =0, pr ) increases without limit as we tend to a situation
in which the APES becomes spherically symmetric and so
the extra time to “tunnel” (rather than pseudorotate) becomes
vanishingly small. Similarly, increasing V} for any initial po-
sition will tend to this same unwarped scenario and so an
infinite rate. Thus, the tunneling rate defined in Eq. (18),
when used with the proposed reference function, behaves in
a manner that seems entirely reasonable.

B. Trigonal minima

If trigonal wells are minima, the situation is somewhat
more complicated than for the pentagonal wells and the
E®e case,'” where there was one tunneling splitting and
migration to another well followed a simple temporal pattern
because all the wells to which the system can migrate are
equivalent. For the trigonal wells, there are two different
tunneling splittings involved and we need to consider the
possibility that the system has migrated to either a nearest-
neighbor well or a next-nearest-neighbor well. If we start off
in well a, then, as can be seen in Fig. 1(b), we need to find
the probability that the system has evolved to either one of
the equivalent sets of nearest-neighbor wells {b,g,h} or to
one of the set of next-nearest-neighbors {c,d,e,f,i,j}. Using
the results in Ref. 18 we find that the probabilities of finding
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FIG. 6. Probability plots showing the variation of P,,, P,,, and
P,. as a function of wt. The vibronic coupling constants have been
taken as V{=3, V3=0.1, and V;=0.4 (5,~0.0651).

a system initially in well @ in the same well a, a nearest-
neighbor well (e.g., b) or a next-nearest-neighbor well (e.g.,
c) respectively, at a time ¢ later are

1
Pu()=1=5(1- S48, +8,),
5 1
Pay(0)=o8; +52(1=5)5y,

1 1
P,.(1)= 55;‘ + E(l - 59)(68,-5,), (20)
where

., At At
S1=(3+25)(1 +S,)sin ﬁ +(3-25)(1 - S,)sin’ ﬁ

Ayt
Sy = (9 - 482)sin> —=. 21
2= Jsin” 22 21
The sum of the probabilities of a system initially in well a
being found in any well at time ¢ is given by

J
D P.1)= §(3 +253)(1 + 57, (22)

X=a

which is independent of time as in the previous cases. How-
ever, the interwell dynamics are otherwise clearly more com-
plicated in this trigonal case. The differences are most clearly
seen when we plot the variations in probabilities given in
Egs. (20). The variation for small times is illustrated in Fig.
6. Initially, the system is localized in well a, and therefore
the probabilities of finding the system in wells b and ¢ are
very small (but not zero, due to the spatial extent of the wave
function). With time, the system evolves so that the probabil-
ity that the system is still localized in well a decreases and
the probabilities of finding it in well b or well ¢ start to
increase. The rate of increase in P,. is smaller than P,
meaning that the system is more likely to be in well b than c.
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FIG. 7. Probability plots showing the long-term variation of P,
and P,. as a function of wt. The vibronic coupling constants have
again been taken as V{=3, V3=0.1, and V;=0.4 (S,~0.0651). For
clarity, the P,, data has been offset by 0.5 and that for P, has been
scaled by a factor of 2.5.

This is expected as well b is a nearest-neighbor well and c is
a next-nearest-neighbor. As time progresses, the system be-
comes increasingly more likely to be found in well b, and
then well c.

The values of the probability maxima can also be under-
stood. As the system evolves out of well a, it can migrate to
any of the equivalent wells {b,g,h} with equal probability.
The maximum in P, ,~0.2 is therefore much smaller than
the value of unity observed for P,,. A similar decrease in
maximal probability is observed as the system evolves into a
combination of the six equivalent wells {c,d,e,f,i,j}.

Figure 6 shows the system starting in well a, moving
through wells {b,g,h}, then through wells {c,d,e,f,i,}},
back through wells {b,g,h}, and finally back to well a. This
process of evolution then repeats itself. However, the state
after one round trip is not identical to the initial state. It is
difficult to see this in Fig. 6, but it becomes more apparent if
the process is followed over an extended period of time as in
Fig. 7, which shows the same plots of P,, and P,. as in Fig.
6 but displayed over a longer period of time. The observed
behavior occurs because, while P,, contains a single sin’
term, P, and P,. contain three sin’ terms with different
periods. The overall effect is that whenever a “reoccurrence”
of the initial state happens, an increasingly larger proportion
of the system gets “left behind” in the wells {c,d,e,f,i,/}.

In Eq. (16), we were able to formulate an expression for
the pseudorotation time 7% in the D5, case for a complete
circuit of distortion. The complicated dynamics in the Ds,
case makes it difficult to formulate a closed analytical ex-
pression for an equivalent rate of pseudorotation 7" here. An
accurate value can be calculated numerically for any chosen
set of vibronic coupling parameters by finding the times at
which dP,,/dt=0. This has been done using a simple
Newton-Raphson procedure, checking that the root obtained
converges to the appropriate stationary point. However, it is
possible to deduce an approximate analytical formula by ex-
amining Eq. (11). From these expressions, it is apparent that
in the strong-coupling limit, S;—0 and A,/A; —2. We can
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FIG. 8. Probability plots showing the interwell dynamics in the
presence of weak linear vibronic coupling. The actual parameters
used are V=1, V;=0.1, and V;=0.4 (S,~0.738).

then see from Egs. (20) that Tg)=2’lTﬁ/|A1|=47Tﬁ/|A2| is
the exact time required to undergo one complete circuit from
well a and back to well a. Also, Fig. 6 shows that, for the
specific values of the vibronic constants used in the plot, the
time taken for one circuit from well a to well a is approxi-
mately four times the time taken for the system to migrate to
well b. This suggests a suitable definition of the pseudorota-
tional period here would be 7"1(;)%477%/ |A,|. However, this
plot is for strong linear coupling. If we reduce the value of
the linear coupling parameter (so that S, is no longer small,
but may approach unity) and reexamine the interwell dynam-
ics, this approximation is seen to fail. An illustrative case is
shown in Fig. 8. In fact, the pseudorotation period in this
example (i.e., the time taken to return to well @) is more
closely represented by 7"(t)2277ﬁ/|A1|. Once again, inspec-
tion of Egs. (20) is helpﬁll. In the limit as A,/A;— 1, these
expressions show that the time taken for the system to evolve
back to well a is exactly equal to 277 /|A,|. In the limit as
S,— 1, Eq. (11) indicates that A,/A; =1 providing V; and V}
are small. Hence the approximate pseudorotation period
T;’)%%Tﬁ/ |A,| becomes appropriate in the limit of weak
vibronic coupling where S,~ 1, as in Fig. 8.

It seems entirely reasonable that the pseudorotation period
should in general depend on the two tunneling splittings ob-
served. Therefore, somewhat heuristically, we define the
pseudorotation period in the case of trigonal minima as

70~ 2mh 4arh

=S+ —
P ATT Ay

(1-5). (23)
The validity of this expression can then be checked against
the numerical results for some specific sets of coupling con-
stants. As can be seen in Table I, the approximate expression
for the pseudorotation period is highly accurate provided the
coupling constants are sufficiently large.

The validity of this expression can then be checked
against the numerical results for some specific sets of cou-
pling constants. As can be seen in Table I, the approximate
expression for the pseudorotation period is highly accurate
provided the coupling constants are sufficiently large. The
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TABLE I. Pseudorotation periods wT{p') in the presence of trigo-
nal minima. Vibronic coupling parameters have been chosen to
highlight errors between the approximate expression [Eq. (23)] and
true values obtained numerically by finding the appropriate root of
AP 4,/ 9t=0.

Coupling constants wa:)
True  Equation Percent

Vi I’4 V3 S, value (23) error

1 0.1 0.4 0.738  8.115 8.245 1.6

3 0.1 0.4 0.065  23.79 23.78 23X 1072
5 0.1 04 00005 1107 1107 1.5%x10°°
0.1 0.1 0.3 0.998 6917 7.049 1.9
0.1 0.1 0.4 0.997  7.247 7.445 2.7

0.1 0.1 0.5 0.996  7.688 7.888 2.6

0.1 0.1 0.6 0.995  8.366 8.387 0.25
0.1 0.2 0.6 0.995 7.793 8.017 2.9

0.1 0.3 0.6 0.995  7.486 7.680 2.6

0.1 0.4 0.6 0.995  7.276 7.372 1.3

0.1 0 1.134 0.5 12.66 13.05 3.0
0.8 0 0.770 0.5 10.78 10.77 0.11
1.6 0 0.354 0.5 9.126 9.040 0.94
22 0 0.0416 0.5 8.106 8.088 0.23

form of Eq. (23) suggests that the largest errors should occur
when §,=0.5. To investigate this, we show in Table I some
representative calculations in which we choose coupling pa-
rameters so that S,=0.5. The errors are again seen to be quite
small. Larger, errors are possible if very shallow wells are
considered, for example, V{=1.6, V;=0, and V;=0.01 (S,
=().707) results in an error of 12%. However, in these cases
the theory, which depends on the combination of wells, is not
expected to give a good account of the vibronic coupling. In
what follows, we shall use Eq. (23) to explore the pseudoro-
tational behavior as a function of the coupling parameters.
However, interpretation of real pseudorotational data would
best be approached using the accurate expressions given in
Eq. (20).

A trivial, but interesting, application of Eq. (23) is the
calculation of the relative rates of pseudorotation for the two
cases illustrated in Fig. 1. Using Eq. (23), the pseudorotation
period in the strongly coupled case Wlth V} strongest shown
in Fig. 1(b) is calculated to be T"W=44.70/ . Tn Fig. 1(a),
the coupling is also strong but favors the Vi-type of qua-
dratic coupling. Here, Eq. (16) leads to T, ») —38940/w Thus
the relative rates of pseudorotation will be T /T ) ~870.
That is, for the same degrees of quadratic vibronic couphng
but of the opposite types, pseudorotation will be much faster
if the Vj-type of coupling dominates (V5/V;>>1). In other
words, as a general rule, the presence of trigonal minima will
favor faster pseudorotation. This is what would be expected
from a consideration of the barriers to pseudorotation im-
plied in Fig. 1.

As in the previous cases, Eq. (23) gives pseudorotation
rates and dimensionless pseudorotation rates in the presence
of trigonal minima of
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RO

FIG. 9. Dimensionless pseudorotational rates R as a function
of the dimensionless linear coupling constant V) for the case of
trigonal minima. Various degrees of quadratic coupling are shown
illustrating the effect of increasing V} (the other quadratic constant
has been fixed at V£=0.4). The solid line shows the situation in the
absence of quadratic coupling.

(1) _ (1)
Rp = 1/Tp s

o_ 2aR ) S, 2(1-5,)
P o) A/ A Ao

(24)

Figures 9 and 10 show plots of the dimensionless pseu-
dorotation rate for various degrees of vibronic coupling. As
can be seen in the figures, an increase in V§ causes a decrease
in pseudorotation rate. This is because Vj is now the primary
warping mechanism, so that an increase in its value increases
warping making it more difficult to progress between wells.
On the other hand, V; has a maximum value determined by
the condition 3V < \s’ng, the upper limit corresponding to a
smooth, unwarped, APES. Lowering Vé below this limit in-
creases warping and therefore decreases the pseudorotation
rate. Thus the roles of V} and V; have been reversed com-
pared to the case of pentagonal wells.

In a real system exhibiting 7),® h, vibronic coupling,
both types of quadratic coupling will be present (V;#0,V;
#0). However, it is interesting to consider how these two

N R — ,=0.298, V. =0.4
AAAAAAAAA ¥, =0.000, V’—04
081 V,=-0298, 7 = 04
.......... L, =-0.596, )] =0.4

0.6 4

RO

0.4+

0.2 1

0.0

0 1 2 3 4 5 6 7
v’

FIG. 10. As Fig. 9, but illustrating the effect of varying Vj. V;
has been arbitrarily set at 0.4 and V} taken to be multiples of its
maximum permissible value x5V3/3 ~(.298.
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1000

100+

LV .v)

104

FIG. 11. The variation of L(V|,v) with quadratic coupling pa-
rameter v for several values of the linear coupling parameter V.
The broken line labeled o marks the limit where L—, and a
logarithmic scale is used on the vertical axis for the sake of clarity.

independent types of quadratic coupling coefficients each
separately affect the pseudorotation rate. More specifically,
for a certain degree of quadratic coupling v we will compare
the rate at which pseudorotation occurs when there is only
one type of quadratic coupling present, i.e., we will compare
R(')—RO)(VI,VZ,VQ with V5 set to zero and R
—R” )(V’,VZ,V3) with Vj set to zero. Thus, we define

RY(V],0,0)

L(Vi,v) = .
V1:0) RY(V},0,0)

(25)

Figure 11 shows plots of this function for various degrees of
linear and quadratic coupling. It is seen that for identical
quadratic coupling strengths the pseudorotation rate is al-
ways faster in the presence of trigonal minima. Furthermore,
the pseudorotation between trigonal wells can be orders of
magnitude greater than that between pentagonal wells pro-
vided the linear or quadratic coupling strengths are suffi-
ciently large. As already mentioned, this is perhaps not too
surprising in view of the general shapes of the APESs as
depicted in Fig. 1.

As with pentagonal wells, if the trigonal wells are suffi-
ciently deep, the system must tunnel between equivalent
minima, taking an additional time ’TEI) over that required for a
simple pseudorotation. However, in this case, there is the
added complication that a system initially localized in one
minimum can tunnel to two different types of available
minima. For simplicity, we consider here only the rate of
tunneling to an adjacent minimum. This is justified because
tunneling will only occur when the minima are sufficiently
deep. Under these conditions, the rate at which the system
tunnels to one of the next-nearest minima is likely to be
much smaller than the rate at which it tunnels to a nearest
neighbor. However, should a rate for tunneling to next-
nearest neighbors be required, it can easily be calculated us-
ing an obvious extension of the theory used here.

In order to calculate the rate at which the system tunnels
from one trigonal well to an adjacent well, we need to reex-
amine the time-dependent probabilities in Egs. (20). In par-
ticular, we see from P, that the time taken to migrate to an
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FIG. 12. (Color online) Plot of the dimensionless tunneling rate
RE’). The linear coupling parameter has again been taken to be V|

=3, and the contours vary logarithmically (cf. Fig. 5).

adjacent well is represented by w#/|A,|. Using the same
arguments as before, we take our reference time to be
wh /|A,| for the case when V5=v5V;/3 so that the tunneling
rate is given by

h ah |7
R(t) — |:7T_ _ _:| , (26)
Co LA (A

where |AZ/| is the value of |A,| with V4=45V}/3. Once

again, R( will be converted into a dimensionless tunneling
rate R(’)—ZWR(t)/w Figure 12 shows a plot of this function
for the case when the dimensionless linear coupling param-
eter has the value V| =3. This figure can be compared to the
equivalent plot for tunneling between pentagonal wells in
Fig. 5. The two figures are very similar, which suggests that
the tunneling rates in the two different cases are broadly the
same. However, these figures illustrate only one particular
value of V|, and also do not permit a clear comparison of the
rates of tunneling in the two different cases.

IV. DISCUSSION

To our knowledge, there have been no experiments re-
ported to date that quantify pseudorotation in JT-active de-
rivatives of Cg,. We expect pseudorotation to be faster than
molecular rotation, which itself occurs on a time scale of a
few picoseconds. Detection of rates down to a few femtosec-
onds should be possible in ultrafast optical experiments.
Clearly, such experiments would give valuable information
about vibronic interactions in these systems. Equally clearly,
it is apparent that interpretation of pseudorotational dynam-
ics in these systems will be a nontrivial exercise. In this
section, we outline experiments that should be able to detect
pseudorotation in ionic derivatives of Cg,. Furthermore, it is
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hoped that such experiments may be able to be used to mea-
sure pseudorotation rates and thereby reveal useful informa-
tion concerning the linear and quadratic coupling constants
in these ions.

A. Reorientational dynamics of neutral Cg,

The rotational motion of molecules in liquids is of interest
because it plays a role in determining the efficiency and out-
come of chemical reactions in solution. Also, such studies
give information on a molecular scale of various interesting
phenomena, such as solute-solvent interactions and diffusion.
One method of monitoring rotation in liquids is via the so-
called “transient grating” technique. These experiments in-
volve pumping the sample of interest with two ultrafast laser
pulses to produce a disturbance within the sample with the
characteristics of a diffraction grating. A weak probe beam is
then applied which responds to the diffraction grating and
thus allows monitoring of the grating itself. With time, the
grating degrades via several decay mechanisms and this can
be monitored by changing the time delay between the pumps
and the probe beams. Using this technique, the decay of the
grating due to molecular reorientation can be determined.
Now, it must be expected that experiments that can in some
sense follow the rotation of molecules in solution should also
be able to detect pseudorotation in suitably active JT sys-
tems. Therefore the rotational reorientational dynamics of
fullerene molecules and ions in solution should provide in-
teresting and potentially quantitative data on pseudorotation
and vibronic interactions in these systems.

Reorientation studies on Cg, and C;, have been carried
out using a four-wave mixing (FWM) technique.?®?’ Not
surprisingly, these studies reveal that the reorientation rate is
strongly dependent on the solvent used. It is interesting here
to compare the reorientation of Cg, and C;, in the same
solvent. As shown in Fig. 13, the transient signal resulting
from the two molecules are quite distinct. For Cg, the signal
amplitude is found to decay exponentially, whereas a biex-
ponential decay is observed for Cy,.

The different reorientational dynamics for these mol-
ecules is attributable to their different geometries. In Cgy, all
atoms lie on a spherical shell whose center coincides with
the center of the molecule. Therefore as this molecule reori-
ents itself rotation in any direction is equivalent, leading to a
single decay rate. However, the C;, molecule is not spheri-
cal. An arbitrarily oriented molecule will therefore present to
the reference direction, defined by the polarization of the
pump beams, two types of rotational reorientation. Around
the long axis of the molecule the rotation is expected to be
very similar to that in Cg, as is observed (time 7). On the
other hand, rotation around a short axis will be slower as this
rotation will incur more resistance from the surrounding sol-
vent molecules (7,). It is important to note that the Cg, and
C;, molecules have a very similar appearance but the differ-
ences in their rotational dynamics are readily observable us-
ing the FWM technique.

Transient grating experiments should be sensitive to pseu-
dorotation because pseudorotation in the sample molecules
will present itself as another decay mechanism to the tran-
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Diffraction Signal
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Delay (ps)

FIG. 13. (Color online) Transient four-wave mixing signals
from solutions of (a) Cgy and (b) Cyq in chlorobenzene (adapted
from Ref. 27). The inset depicts reorientation in Cgy and Cy,. Due to
its higher symmetry, reorientation in Cg is simpler than in C5, and
requires only one parameter, 7;. In C5, reorientation can also occur
around the short axis of the molecule, which requires an additional
reorientational parameter 7,. The vertical arrows denote the direc-
tion defined by the polarization of the pump lasers.

sient grating. This “pseudo-reorientation” mechanism should
be experimentally observable in samples of JT-active
fullerene derivatives and should, therefore, provide access to
useful information on the JT interactions in such systems.

B. Pseudo-reorientation in Cg, ions

As already discussed, four-wave mixing experiments?® on
neutral Cg, in solution give information on the reorientation
dynamics of the neutral molecule. This molecule is not sub-
ject to the JT effect in the ground state and so one would not
expect to see strong pseudorotational signatures in the FWM
signal. However, if the same experiment was repeated
using one of the anions Cgo,Céa, ..., or one of the cations

¢ C2o, ..., one would expect to observe signals exhibiting
characteristics attributable to pseudorotation. On a femtosec-
ond time scale a C, ion, for example, will not exhibit icosa-
hedral symmetry but will be distorted. Therefore the FWM
signal may become biexponential, as observed for C, (Fig.
13). Also, as with the Naj molecule, one might expect to
observe oscillations in the signal which will give a strong
indication of the actual vibrational modes involved in the
pseudorotation. However, the precise nature of the way in
which the dynamical aspects of the JT effect become mani-
fest in these ions awaits experimental determination.

Carrying out such experiments in solution has some note-
worthy advantages and disadvantages. One disadvantage is
that there is the complication of solvent effects to consider.
This is not likely to alter the overall picture of the pseudoro-
tation, although any solvent-dependent differences in the
coupling constants will lead to different pseudo-reorientation
rates. We note, however, that pseudo-reorientation may be
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less dependent on the solvent than proper reorientation. This
is because a proper rotation involves movement of the nuclei
around the center of the molecule and thus requires a great
deal of interaction with the solvent molecules. During pseu-
dorotation, however, the nuclei move by small amounts to-
wards or away from the center of the molecule and, as long
as a set of equivalent distorted configurations are still avail-
able, this should incur much less resistance from the solvent.
This insensitivity to solvent may prove advantageous in
helping to identify pseudorotational effects, with any differ-
ences between solvents providing information on the role of
the solvents.

Another advantage of carrying out experiments in solu-
tion is that it has been found that it is relatively easy to
electrochemically add up to six electrons to Cg.>* Therefore,
one can perform FWM and, perhaps, other nonlinear experi-
ments on a series of JT active ions using the same solvent
and making very little change to the fullerene ion apart from
the oxidation state. This will minimize cross-solvent interfer-
ence and allow easy comparison of the dynamics in a wide
range of fullerene ions. Yet another advantage is that it is
relatively easy to perform experiments in solution at thermo-
statically controlled temperatures. The rate of pseudorotation
should be strongly temperature dependent because higher
temperatures will lead to population of excited vibronic
states wherein pseudorotation is inherently faster. The addi-
tional information arising from a series of experiments at
different temperatures may, therefore, be useful in extracting
information on the quadratic vibronic coupling in these ions.

V. SUMMARY AND CONCLUSIONS

In this work, we have derived analytical expressions for
pseudorotation rates in the 7,,®h, JT system. We have
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shown that the dynamics is relatively simple when there are
minima of Ds,; symmetry in the APES, but rather more com-
plicated when the minima are of D3; symmetry. This is due
to the more complicated tunneling splittings between the
symmetry-adapted states that correctly describe tunneling
between equivalent minima. One consequence of this is that
observation of interwell dynamics in a real T, ® h, system,
such as in the Cy, ion, would allow unequivocal determina-
tion of the nature of the minima in the APES.

The method as presented here does not include the effect
of excited vibronic states. However, the theory could be ex-
tended in this manner to permit the effect of temperature
variation on the rate of pseudorotation to be accounted for.
This in turn may be used to investigate high order vibronic
coupling effects in real systems.

Ultrafast optical experiments have already been used to
observe pseudorotation in some simple E®e systems. For
the fullerene ions, no such data is available. We have out-
lined experiments that should be capable of measuring pseu-
dorotation in these ions using transient grating techniques. To
date, we are unsure of the exact nature of the pseudorota-
tional signatures that might be forthcoming. However, what
can be expected is that if pseudorotation in these ions can be
identified and measured, then new information concerning
vibronic interactions in these fullerenes would be forthcom-
ing.
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