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A harmonic single electron quantum dot in a spatially periodic magnetic field is investigated. The energy
spectrum, magnetization, probability, and current density are studied for varying parameters (i.e., amplitude,
wavelength, and phase) of the periodic magnetic field. For wavelengths comparable to the oscillator length of
the dot, we observe a rich spectral behavior. For higher field amplitudes and depending on the phase of the
field, avoided and exact level crossings dominate the spectrum and quasidegenerate low lying states occur
systematically. We employ a simple model for the interpretation of the quasidegeneracies and their impact on
the probability and current densities. The latter are very sensitive with respect to the phase of the magnetic
field. For wavelengths being small compared to the oscillator length, the impact of the field is very minor, thus
the obtained spectrum is approximately that of a pure harmonic oscillator. For large values of k the eigenfunc-
tions take up a spatially varying phase and the magnitude of the probability current decreases slowly with
increasing k. Different from the dot in a homogeneous magnetic field, the magnetization, as a function of the

field amplitude, has a minimum, depending on the phase and wavelength of the field.
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I. INTRODUCTION

Artificial semiconductor nanostructures especially their
electronic properties have been investigated intensively dur-
ing the last decades. Conduction band electrons of a semi-
conductor can be confined to a so-called quantum well by
sandwiching a thin flat layer of a certain semiconductor be-
tween two layers of another semiconductor, which possesses
a higher conduction band energy. The electrons bound inside
the quantum well consisting of only a few crystalline mono-
layers form a so-called two-dimensional electron gas
(2DEG). Their motion is restricted to the plane perpendicular
to the quantum well and the excitations in the direction
of the well are strongly quantized and energetically
well-separated.!?> These quasi-two-dimensional systems ex-
hibit unusual properties and have nowadays many applica-
tions in electronics and/or optoelectronics. By etching struc-
tures on the basis of a quantum well or applying additional
electrostatic potentials, the motion of the electrons can be
constrained further to one or zero dimensions. Respective
objects are the so-called quantum wires® and quantum dots.
Because of the fact that the shape of the dot, i.e., the confin-
ing potential, and the number of confined electrons can be
controlled very well in the experiment, quantum dots provide
a realization of few body quantum problems. On the other
hand it can be expected that the theoretical modeling of
quantum dots will reveal general properties of nanostructures
being of interest for the design of microelectronic devices.
The energy spectra of quantum dots can, for example, be
measured by single-electron transport spectroscopy.*> Many
properties of the obtained spectra can be explained theoreti-
cally if the confining potential of the quantum dot is approxi-
mated by a parabolic well. General overviews on the elec-
tronic properties of quantum dots are given in the book of
Hawrylack et al.® and the reviews of Kouwenhoven et al.*
and Reimann et al.,” for example.
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The combination of microstructures and external mag-
netic fields has provided rich new physics. The integer quan-
tum Hall effect® and the fractional quantum Hall effect® are
effects of a homogeneous magnetic field on a 2DEG. Physics
of 2DEGs are in general well understood, see, e.g., the re-
view of Beenakker!? and references therein. The influence of
a homogeneous field upon a quantum dot has been investi-
gated in detail in the past. The solutions of the Schrédinger
equation for a single charged particle inside an isotropic
parabolic potential and a magnetic field are the Fock-Darwin
states.'!> For an anisotropic charged harmonic oscillator
(HO) inside a magnetic field there still exist analytic solu-
tions of the Schrodinger equation.'® Further on analytical
solutions are known for two electrons inside an isotropic
harmonic confinement and a homogeneous magnetic field,
for particular configurations.'*!> For more than one electron
and an anisotropic confinement, the Schrodinger equation in
general cannot be solved analytically. Numerical studies pre-
dict an influence of the dot’s shape on the spectrum and
thermodynamic properties like magnetization, see, for ex-
ample, Refs. 16—18 and references therein. The effective
Landé g-factor in a 2DEG can be tuned by applying a gate
voltage perpendicular to the 2DEG.' In particular for a
Al Ga,_,As quantum well with gradually varying Al concen-
tration along the z-direction a zero g-factor can be
achieved.?”

In addition to the scenario of homogeneous fields, a wide
range of investigations with respect to spatially varying mag-
netic fields have been performed. In this respect 2DEGs have
been exposed to magnetic steps, barriers, and wells.>!-??
Their electronic structure reveals bound states which lead to
wave-vector dependent tunneling.?® Alternatively, a magnetic
field gradient imposed on a 2DEG can lead to unique mag-
netic edge states on the magnetic domain boundaries.”*?
The effects of these states have also been identified in mag-
netotransport investigations through quantum wires, in which
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the gradient is applied in the transversal direction.?®-?% Ex-
perimentally, rapid progress in microstructuring techniques
has made possible the preparation of hybrid semiconductor/
ferromagnetic nanostructures in which the electronic motion
sustains a spatially dependent inhomogeneous magnetic en-
vironment on the mesoscopic scale. Local magnetic field gra-
dients have been applied experimentally on 2DEGs>*3° giv-
ing rise to unique magnetotransport properties.

In a similar fashion spatially periodic magnetic fields can
be experimentally prepared, if we depose, for example, an
array of ferromagnetic gratings above a 2DEG. Particular
interesting magnetotransport properties arise as a result of
the commensurability between the electronic cyclotron ra-
dius and the period of the magnetic modulation. Hence, mag-
netic commensurability oscillations, the so-called Weiss o0s-
cillations, or giant magnetoresistances have been identified
experimentally®'~3 in 1D magnetic superlattices created by
arrays of ferromagnetic stripes. These results have been pre-
dicted by quasiclassical®® and quantum mechanical®’-%° cal-
culations. The role of electron-electron interactions in the
resistivity of 2DEGs has also been investigated, both
experimentally*'~#3 and theoretically.** Two-dimensional pe-
riodic magnetic modulation can be formed as well, if we
depose, e.g., ferromagnetic dots above 2DEGs.* Classically,
the magnetic field modulation introduces a controlled transi-
tion from regular to mixed phase space*® and ballistic high
velocity modes of electrons*’ explain the observed peaks in
the magnetoresistivity of an array of magnetic antidots.*$4°
Additionally to the above-mentioned investigations in
2DEGs, calculations of quantum transport through quantum
wires under periodic magnetic fields have shown the forma-
tion of dips and minigaps in the magnetoconductance.>*!

These results in general naturally raise the question what
happens if an electron confined in all spatial dimensions is
exposed to a spatially periodic magnetic field. Yet there have
not been studies of electrons in quantum dots, for which the
wavelength is of the same order of magnitude as the length
scale of the dot. This is mainly due to the reason that strong
static magnetic fields with wavelengths below 1 um are dif-
ficult to prepare experimentally. However, modern tech-
niques of microstructuring and the possibility to prepare rela-
tively large quantum dots, i.e., with diameter ~1 um, by
electrostatic confinement make experiments with dots in the
presence of periodic magnetic fields possible.

In this article we investigate the eigenenergies and eigen-
states of a single, spin-less charged particle, confined in a
two-dimensional isotropic dot exposed to a sinusoidally
varying magnetic field. In Sec. II we derive the model for our
quantum dot, and formulate our Hamiltonian as well. The
method for the numerical solution of the corresponding
Schrodinger equation is discussed in Sec. III. Complemen-
tary to this section, we discuss some details of our numerical
procedure in two appendices for the interested reader. In Sec.
IV we present and interpret the electronic structure of the
dot. We further relate it to some experimentally measurable
quantities such as the electrochemical potentials and the
magnetization. Finally, probability and current densities
complete our discussion. Section V contains the conclusions.
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FIG. 1. Setup of the dot and magnetic field. (a) Section along
the xz-plane. The grating is assumed to be translationally symmetric
in the y-direction. (b) Vector-plot of the field in the xz-plane result-
ing from the example setup with magnetization directed along the
Z-axis.

II. MODEL OF THE QUANTUM DOT

A. Inhomogeneous magnetic fields on the nanometer scale

Inhomogeneous magnetic field configurations inside a
semiconductor can be prepared as follows: A thin layer of
ferromagnetic material is deposed on the surface of the semi-
conductor, using chemical vapor deposition or molecular
beam epitaxy. Afterwards parts of the ferromagnetic layer are
removed by etching. Exposing the remaining structure to an
external homogeneous magnetic field will magnetize the fer-
romagnetic material, the resulting magnetic field varies on
the length scale of the ferromagnetic structures. This tech-
nique has commonly been used in experiments with two-
dimensional electron gases.’!~333%3341.43 We now provide a

calculation of the magnetic field B(x,y,z) generated by a
grating of ferromagnetic bars with constant magnetization g.
The setup is shown in Fig. 1. The bars shall be infinitely long
in the y-direction and the y-component w, of the magnetiza-
tion is assumed to be zero due to the preparation of the
system. It has experimentally been shown that a magnetiza-
tion of thin ferromagnetic films in the out-of-plane direction
can be achieved using a proper combination of, e.g., Fe and
Ni layers on a GaAs substrate.>? Therefore the y-component
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of the magnetic field is also zero: By(x,y,z)=0. Here it is
assumed that the semiconductor is not magnetizable. In this
case, the field of a single bar extended from x=-d to x=d

and z=-h to z=0 is given by
37 (r 3w
r/3 :

fnr= 5[ [ [
(1)

Using the linearity with respect to @& yields for the compo-
nents:

B.(x,2) = ﬁ[MxBi(x,z) + B (x.2)], 2)

B.(x.2) = ﬁ[ﬂxB;(x,z) + wBx.2)], (3)

with the dimensionless functions

7=z

Zr x'=x+d
B(x,z) = — B{(x,z) =2 arctan (—,> , (4
X x'=x—d| ;1=
7/=z+h
B;()C,Z) — B;(X,Z) — log (x12 2 |x'=x+d 7'=z (5)

The lengths can be scaled to be dimensionless because the
resulting field depends only on the ratios of the geometric
parameters.

The field of the grating is then given by E(x,z)

DI wB(x+ng z), where g is the separation of the centers
of two neighboring bars. We have evaluated this sum nu-
merically for a finite number of bars. To be specific we have
chosen a grating consisting of 21 bars with the geometric
parameters d=0.5, h=0.5, and g=2. When setting up the
Hamiltonian, we will see that for our investigations exclu-
sively the z-component of the field at the location of the
quantum dot is of interest, i.e., B,(x,z) for small values of |x|
and constant z.

In Fig. 2 B,(x,z=0.5) is shown. Increasing the number of
bars does not significantly change the field near x=0. For the
chosen distance from the grating plane, a sinusoidally modu-
lated field is a very good approximation to the calculated
field modulation. If the distance z from the grating is much
smaller, the magnetic field deviates severely from the sinu-
soidal shape. For a distance z= £ from the grating plane, the
z-component of the magnetic ﬁeld can approx1mate1y be de-
scribed by B.(x)=B cos(kx+¢), where k= ? In this respect
for an experimental setup with g=400 nm, the distance of
the dot from the grating plane should be about 100 nm and
its diameter has to be of the order of g, to obtain several
oscillations of the field within the dot. The phase of the mag-
netic field can be changed by altering the direction of the
bars’ magnetization.

B. Hamiltonian and symmetries

In the following we present the model Hamiltonian for
our system. For the dot confinement we choose a rotationally
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FIG. 2. z-component of the magnetic field generated by a grat-

ing, consisting of 21 bars with magnetization M:i—:. The dimen-

sions are d=0.5, h=0.5, and g=2 in arbitrary units. The solid line is

the field strength for magnetization in the x-direction and the dash-

dotted line for magnetization in the z-direction. The distance from
the plane of the grating is z=0.5.

symmetric parabolic potential V(x,y)=" (x +y?) within the
plane of the dot. An additional z- dependent potential V(z) is
assumed providing a significantly stronger confinement, such
that only the ground state in the z-direction will be occupied
and a projection of the Hamiltonian is possible, thereby pro-
viding a 2D working Hamiltonian. Setting up the Hamil-
tonian for the general magnetic field derived in the previous
section, it turns out that the x- and y-components of the mag-
netic field contribute to the Hamiltonian only via the corre-
sponding spin-terms and via terms containing the factors z or
z2. Due to the strong confinement, the terms proportional to z
or 7% can be neglected. We focus here on the kinetic effects
imposed by the periodic magnetic field and neglect the spin
contribution which is motivated by the fact that the g-factor
can be adjusted experimentally.?’ The expected effects of the
spin are shortly discussed at the end of Sec. IV B. Only the
z-component of the magnetic field then contributes to the
kinetic terms within the full Schrédinger equation. The mag-
netic field reads B=[0,0,B,+B cos(kx+ ¢)]. For reasons of
generality and for the later on calculation of the magnetiza-
tion of the dot in the presence of a periodic magnetic field we
have taken into account a homogeneous magnetic field com-
ponent B),. Hence the Hamiltonian takes on the appearance

*)2+ V(x,y). For the vector potential we use the

gauge g:(—y[B,ﬁB cos(kx+¢)],0,0), yielding the 2D
working Hamiltonian

1
H= 5 *{pf +p3 +2e[B), + B cos(kx + @) yp,
m )

+ ihekB sin(kx + @)y + €’[B), + B cos(kx + ) ]*y*}

*® 02
mw

(2 +y?2). (6)

In the following we discuss the symmetries of H. First we
employ a canonical transformation to introduce natural units
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FIG. 3. Intersection of the potential V(x, y:O):Z—Z, the HO
eigenfunctions @y, D), D,y each one shifted by its eigenenergy
and the functions cos(0.5x), cos(x), and cos(4x). The effect of the
periodic magnetic field is most pronounced when only about a half
wavelength of the field fits inside the quantum dot.

for the quantum dot. For y+# 0, the Hamiltonian fulfills the
following scaling relation:

H(ywy, yB,, YBN Yk@:x,y) = YH(wo, B, Bk, 3\ yx,\ ).
(7)

The right-hand side of this equation corresponds to a canoni-
cal transformation with the scaling factor \vy. Employing
natural units (i=m"=—e=1), measuring the energy in units
of fiwy, and choosing y= wal, we introduce the HO-length as
a length scale leading to the following working Hamiltonian:

H= %({px = Y[By+ B cos(kx + @)1}* + p}) + 4]_1(’“2 +5).

(8)

The reader should note that the above includes a rescaling of
the field strength. For a typical quantum dot in GaAs with
fiwy=3 meV and m"=0.067m,, for example, where m, is the
bare electron mass, B=1 corresponds to a field strength of
1.736 T and one unit of length equals 19.4 nm. Whenever
giving values in SI units, in the following, we will use these
specific values of fiw, and m". Figure 3 illustrates the para-
bolic potential and its first few eigenstates in comparison
with the periodic field for typical values of the wave number
k. For ¢=0, the magnetic field has a maximum at x=0. For a
positive phase ¢, the position of this maximum is shifted
from the origin towards negative x-values. For ¢=7, the
magnetic field is zero at x=0.
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The rotational symmetry of the quantum dot in a pure
homogeneous field is broken by the presence of the spatially
modulated field. Apart from the scaling relation, there are no
continuous symmetries in this case. For B;,=0, the Hamil-
tonian possesses the following discrete symmetries:

H(B,k,¢;x,y) = H(- B,k,¢;x,— y) = H(B,k, ¢ + m;x,— )
= H(B,k,— ¢;—x,—y) = HB,k, ™~ ¢;— x,y).
)

For special values of ¢ this implies that the parity or the
x-parity are conserved. Obviously if ¢ is equal to zero or 7
then parity is a conserved quantity. If we vary only a single
parameter then we encounter exclusively avoided crossings
between levels, belonging to the same parity, whereas eigen-
states with different parity can become degenerate.’® For ¢
=+7, the x-parity is conserved. Again exact level crossings
occur only for states with different x-parity. For other values
of ¢ and B # 0, there is no conserved quantity. In these cases,
e.g., the charge density within the quantum dot can be of
arbitrary geometry.

II1. BASIS SET AND COMPUTATIONAL METHOD

We use a basis set expansion method for the numerical
solution of the time-independent Schrodinger equation.
Given our complete orthonormal set of functions {®,|n

e N}, the solutions can be expanded as ‘f’,-=2,°f=lcfj)d)n.
Within our variational approach a finite number of basis
functions is chosen, limiting the numerical approximation of
the exact eigenstates to a finite subspace: \I’,-:Efqulcff)q)n.
The linear variational principle is equivalent to solving an
eigenvalue problem He®=E,c® with c(i)=(c(1i), ,cg\i,)) and
H=(H,;) where H,,=(®|H|®,). Since the calculated eigen-

values E; are upper bounds for the true eigenvalues Ei, con-
vergence can be checked by increasing the number of basis
functions.

The choice of the basis functions is crucial for the effec-
tive and accurate solution of the problem. According to ex-
perience, it is useful to choose a basis, for which at least a
part of the Hamilton matrix is diagonal. In our case this
could be the Hamiltonian of the quantum dot with zero mag-
netic field (pure HO). However, it turns out that such a HO
basis leads to very poor convergence properties in the case of
large wave numbers k, i.e., small periods of the field. This
can be repaired by simply introducing a corresponding scal-
ing factor R in the direction of the periodic field only (see
relevant discussion in Appendix A). Moreover, to include the
case of the presence of an additional homogeneous magnetic
field B, a complex phase, borrowed from the exact eigen-
functions of the dot in the homogeneous field [Eq. (8) for
B=0] is taken into account. Our basis therefore reads

~
®,,,,(6,) = AyH,(VeRx)H,,(Vey)

R22 2
Xexp(— < 2x - %)exp(iaxy), (10)

where H, are the Hermite polynomials and A,,, the corre-
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sponding normalization constants. The solutions in the case
of a pure homogeneous magnetic field (B=0 but B, # 0) are

finite linear combinations of the above functions, if the scal-

. . 2+B7, B,
ing factor is chosen R=1."> Note that c==5— and a=73".

Our basis functions are eigenfunctions of H,
=exp(iaxy)Hyo exp(—iaxy), where Hyy,, is the Hamiltonian
for the anisotropic HO. This yields

2 2 2 40 n2
. B, +R(B,+2
H0=&+I—)1+—h (Bi )x2
22 8
1+B, , B,
Y = S Op ). (11

7
The eigenvalues of H, are E° —%[Rz(n+%)+(m+%)].

nm=—

Now we rewrite the total Hamiltonian H=H,+ H; where

BX(1+R?) B, ., B,
S T4ty 4 E(xpy — P

H—l<l—R2 +
=
4 4

1
+ 5{[2B,1B cos(kx + @) + B? cos*(kx + @) |y?

— ikB sin(kx + @)y — 2B cos(kx + @)yp,}. (12)

For the evaluation of the corresponding matrix elements of
H,, we refer the reader to Appendix B.

IV. RESULTS AND DISCUSSION

Our model system possesses three parameters: the ampli-
tude B, the wave number k, and the phase ¢ of the magnetic
field. First we will discuss the energy spectra depending on
the field amplitude B and compare them with the spectrum of
the quantum dot in a homogeneous field. Subsequently we
will present spectra as a function of k showing different char-
acteristics, depending on whether the wavelength is much
larger, comparable to, or much smaller than the HO length of
the quantum dot. Additionally, being close to experiment, we
estimate electrochemical potentials with the constant interac-
tion model. The magnetization of the system for zero tem-
perature will also be investigated. Finally, we present prob-
ability and current densities for the ground state in some
particular configurations. This provides us with a qualitative
understanding of the evolution of the ground state with vary-
ing parameters.

A. Spectra with varying field amplitude

Before we discuss the behavior and properties in the pres-
ence of the periodic magnetic field, let us, for reasons of
comparison, briefly summarize some basic facts for the case
of a homogeneous field of strength B,. The eigenenergies
are given by Enl,nzzﬁwl(nﬁ%)+hw2(n2+%) where the
frequencies in natural units are given by w;,
=%\/1 +B;+(B,+2B;)". For B,>0, w, is a monotonically
increasing and w, is a monotonically decreasing function
of B,. The difference of both is the cyclotron frequency

leBy|
w;—w,=|B;|2

written as

——=:w,. Therefore the energies can be re-
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FIG. 4. The lowest 55 energies of the isotropic HO in a homo-
geneous magnetic field plotted as functions of B;,. Natural units are
used.

1
Enl,n2=ﬁ wz(n1+n2+1)+wc<nl+5>} (13)

In Fig. 4 the lowest 55 energy levels are plotted as a function
of Bj,. Without magnetic field, states with equal n=n;+n, are
degenerate; the degree of degeneracy is n+1. When a weak
magnetic field B, is switched on, this degeneracy is lifted
and the energy levels are split into groups. The group belong-
ing to n has the total width nfiw.. The higher the excitation,
the larger the width of the level group at a given field
strength. Therefore, for a given field strength, groups with
sufficiently large n have to overlap. Since the magnetic quan-
tum number is conserved, only exact level crossings occur.
With increasing field strength, level degeneracies are en-
countered for the ratio w;: w, being a rational number. Pro-
nounced energy gaps between degenerate groups of levels
occur, if w;: w, is close to the ratio of small natural numbers,
e.g., w: w,=2 corresponding to B;,=0.5. For very large field
strengths B;, we have w.> w,. States with equal n; then
belong to the same Landau band: the separation Zw, of the
Landau bands is large and in between are accordingly many
energy levels separated by fiw,.

Let us now discuss the spectra of the quantum dot in a
periodic magnetic field possessing the wave number k=1 as
a function of the field amplitude. We begin with the case ¢
=0 shown in Fig. 5(a). With increasing B the degenerate HO
energy levels for B=0 split increasingly thereby forming
groups. For small amplitudes, this splitting is proportional to
B, and can be obtained by first order degenerate perturbation
theory. In contrast to the case of the homogeneous field, the
energy levels within one group are not equidistantly spaced
and the total energetical width of one group is smaller for
equal amplitudes. This smaller splitting can be understood
qualitatively by the fact that the unperturbed wave function
sees a smaller spatial magnetic field average in case of a
periodic field. With increasing amplitude there are many
avoided and exact level crossings. States being degenerate
for B=0 possess the same parity. They can become exactly
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FIG. 5. Spectra with varying field amplitude for k=1 and the
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degenerate with levels belonging to energetically neighbor-
ing groups, and will have avoided crossings with levels
originating either from the same or from the next but one
group. The grouping of exact degeneracies and resulting se-
ries of energy gaps, which occur for certain values of B, in
the homogeneous field case, cannot be observed in the pres-
ence of a periodic field. There are, however, individual en-
ergy gaps in the spectrum for certain values of B. To see this
more clearly, we calculate the value A,(n)=E,—E,_;, where
E, is the energy of the nth excited state. Figure 6 illustrates
A, for k=1, =0 for the amplitudes B=0.2, 0.9, and 1.2. For
B=0.2 the positions of the peaks are the same as for the HO
without field: n=2,6,12,20,30,(42),.... The height of the
peaks decreases with increasing n because the total splitting
of one group is larger for higher n. This is equivalent to the
statement that the level groups have to overlap for suffi-
ciently high energies. For B=0.9 the peaks are at the posi-
tions n=4, 8, 12, 20, and 34 and for B=1.2 peaks are at n
=4, 12, 24, and 34. Generally the height of the peaks de-
creases with increasing field strength. If the level dynamics is
dominated by avoided crossings, the peak positions of A, can
change rapidly with the system’s parameters, thereby provid-
ing a coming and going of individual energy gaps. For large
values of B we do not observe a structure in the spectrum

FIG. 6. A, for k=1 and ¢=0 for the three field amplitudes B
=0.2, B=0.9, and B=1.2.

comparable to the Landau bands. The energy of the ground
state is increasing with increasing field amplitude. However,
in contrast to the homogeneous field case the derivative Z—g is
not monotonic. For B>3 the ground state and the first ex-
cited state become nearly degenerate and for B>4.5 the sec-
ond and third excited state are approximately degenerate as
well, i.e., the corresponding levels group in pairs. We remark
that an exact degeneracy of excited states, possessing differ-
ent symmetry, is possible for ¢=0. An intuitive explanation
of this effect will be given in Sec. IV B after reconsidering
the energy spectra as a function of the wave number. A mani-
festation of this effect on the probability density of the
ground state will also be provided in Sec. IV E.

Let us now discuss the spectrum for ¢=7 [Fig. 5(b)]. In
this configuration we have only avoided level crossings. In
the regime of field amplitudes considered here, the ground
state does not become degenerate with the first excited state,
but the second and third excited states have approximately
the same energy for B>4.5. The increase of the ground state
energy with increasing B is weaker compared to the case ¢
=0 but, at B=5 the energies of the first, second, and third
excited states are higher in the case ¢=7 compared to the
ones of the case ¢=0. Comparing the exact energies with
perturbation theory shows again a good agreement, if the
field amplitude is sufficiently small. The total energy split-
ting of a level group is in first order perturbation theory
proportional to B cos(¢). Therefore the field-dependence of
the splitting is weaker for the case ¢=7 compared to the
case ¢=0. This can clearly be observed in the spectra of
Fig. 5.

B. Spectra with varying period of the magnetic field

Here we discuss the dependence of the spectra on the
wave number k for several values of B and ¢. Due to the
dimensionless scaling we introduced in Sec. II B, the value
of k can be altered if we vary, e.g., wy. Experimentally this
can be done if we change the gate voltage as, e.g., done in
Ref. 4.

A general feature for all investigated configurations (B, ¢)
is the diminishing influence of the magnetic field with in-
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creasing value of k: For k— oo, the energetically low-lying
part of the spectrum approaches the spectrum of the pure
HO. The reason for this limiting behavior becomes clear if

we use another gauge for the vector potential namely A’
=[0,% sin(kx) ,0]. In this gauge the Hamiltonian reads

H’—l 2+< +1E in(k ))2 +1(2+ 2)
= 5| Pt \py+ o sinlke Jy
1 1 B B?
= E(pi +p)2,) + A—L(x2 +y) + Zz sin(kx)p,, + 2 sin?(kx).
(14)

The last two terms provide only a small perturbation, if the
value of % is sufficiently small. In the limit k — o, the Hamil-
tonian H' becomes that of the pure HO. With increasing k,
the calculated eigenenergies and probability densities con-
verge quickly to those of the HO while the magnitude of the
probability current decreases not that fast. A physical inter-
pretation of this convergence behavior, making use of analo-
gies to a multiwell potential, will be provided below after
investigating all relevant effects.

1. Low field amplitude

In Fig. 7 we illustrate the spectra of the quantum dot as a
function of k in the range 0<<k=<2 for the field-amplitude
B=0.11 and the three cases (a) ¢=0, (b) ¢=7, and (c) ¢
=§. With respect to our example setup (fwy=3 meV and
m"=0.067m,) this equals the range 61 nm<\ << where \ is
the corresponding wavelength of the periodic field and B
=0.194 T in SI units. For all values of k and this field am-
plitude the level splitting is small compared to #wy, therefore
there are only few crossings for the levels we display. At k
=0 the energies are those of the HO in a homogeneous field
of strength B cos(¢). With increasing k, the splitting of the
levels decreases monotonically. States which are quasidegen-
erate for large k are in the following said to belong to the
same group. The nth group consists of n states. For moderate
wave numbers (k= 1), these groups are clearly distinguish-
able for the manifold of excited states shown in Fig. 7.

In the case ¢=0 [Fig. 7(a)], there are systematic nearly
degenerate excited states at k=0 (homogeneous field). The
reason for this is that the two frequencies w;, have a ratio
close to 7:6. Accordingly the first levels having nearly the
same energy are Eq and E ;. For ¢=7 [Fig. 7(b)], the pic-
ture is very similar. For the considered energies, the level
splitting is so small that the neighboring level groups do not
overlap. In the case ¢=7 [Fig. 7(c)], the magnetic field van-
ishes for k=0, thus the levels are exactly the HO levels. For
k>0 the level splitting is much less than for the other values
of the phase, because in this case the leading terms for the
energy splitting are proportional to B.

2. Strong field amplitudes

In Figs. 8(a)-8(c) the energy spectra as a function of the
wave vector are shown for different phases and in particular
for a large field amplitude B=1. For k<2 there occur both
crossings and avoided crossings of energy levels. Generally,
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FIG. 7. Spectra as a function of the wave number k for B
=0.11 and (a) ¢=0, (b) =7, and (c) ¢=7.

in this region of k, the level spacings are small, but there are
values of k where the spectrum exhibits individual energy
gaps.

The difference among the three cases ¢=0 [Fig. 8(a)], ¢
=7 [Fig. 8(b)], and ¢=7 [Fig. 8(c)], due to different sym-
metry properties, can be seen clearly comparing the three
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FIG. 8. Spectra as function of the wave number k for different values of the magnetic field amplitude B and the phase ¢. The values of
B are the same in each row: (a),(b),(c) B=1, (d),(e),(f) B=3, and (g),(h),(i) B=5 while the value of ¢ increases from left to right (a),(d),(g)

¢=0, (b).(e).(h) ¢=7, and (c),(£),() ¢=7.

figures. For ¢=0, there are exact degeneracies and we have
more and larger gaps in the spectrum than for ¢=7. Without
parity conservation (go= f), all energy levels repel each other.
For the phase ¢=7, the levels tend to occur in pairs and
there are again more gaps in the spectrum. This is because of
the conserved x-parity, yielding no repulsion between two
levels with different symmetry. For k>2 the level groups
can be clearly distinguished. We observe that the mean en-
ergy spacing between two neighboring energy levels belong-
ing to the same group of levels (that are degenerate for B
=0) increases with increasing B and is roughly independent
of the degree of excitation. However, the number of levels
per group increases with increasing degree of excitation.
Therefore the total width of the groups is larger for higher
energy.

In Figs. 8(d)-8(f) the spectra for B=3 are illustrated.
Three different regimes can be distinguished: Very small val-
ues, intermediate values, and large values of k. For very
small k, the magnetic field is approximately homogeneous
and at least for the lower part of the excitation spectrum the
levels are approximately those of a homogeneous field case
with an averaged magnetic field strength. For ¢=0 [Fig.
8(d)], the energies of the lowest 12 levels decrease with in-

creasing k. In contrast to this, for ¢=7 [Fig. 8(e)] the energy
decreases for small values of k only for the lowest four lev-
els. This has to be compared with the spectrum in a homo-
geneous field: In general, an infinitesimal increase of k
equals to a lowering of the average field strength. In Fig. 4
we can see that for B, =3, the energy of the lowest ten states
decreases with slightly decreasing B;,. At B;,=3 Cos(f) ~2.1,
the energy of the lowest six states decreases if Bj, is de-
creased slightly. For ¢=7, we have the zero-field oscillator
levels for k=0, which are split with increasing k. In contrast
to the case of the presence of a homogeneous field, this split-
ting is not equidistant at all. For intermediate values of k, the
spectrum has, similar to the case B=1, many avoided and
exact level crossings. For ¢=0 and k=1, the ground state
and the first excited state become nearly degenerate, which
we observed already for the spectrum with varying field am-
plitude. Here we see that this feature occurs only for a small
range of k-values, i.e., the levels split again for larger values
of k. For other values of ¢, this near-degeneracy does not
occur. Again we can see the tendency of levels evolving in
pairs for ¢=7 [Fig. 8(f)]. Another feature of the spectra are
“traces” of avoided crossings, which form patterns within the
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main bodies of the spectra. These patterns are even more
apparent for B=5.

Figures 8(g)-8(i) show the spectra for B=5. We observe
also here that for sufficiently large values of k the calculated
energy levels form nearly degenerate groups of levels. Com-
parison of the spectra for B=1, 3, and 5 at a fixed value of ¢
in the regime of sufficiently large k yields a splitting that
increases with increasing field amplitude. In the case B=5
and ¢=0 [Fig. 8(g)], the ground state and the first excited
state are quasidegenerate for 0.5<<k<2. Furthermore the
second and the third excited states are nearly degenerate for
0.5<k<1.5. For ¢=7 [Fig. 8(h)] and ¢=7 [Fig. 8(i)] there
are avoided crossings, but no quasidegeneracies of this kind.
This can be understood qualitatively in the following way: It
is energetically more favorable to shift the probability den-
sity towards regions with a small field strength. This state-
ment is additionally validated by the evolution of the ground
state probability density, presented in Sec. IV E. The expul-
sion of the electron from regions of large magnetic field

strengths is expected to increase with increasing magnitude
. dB(x) . .
of the field gradient | dxx |=|Bk sin(kx+¢)|. It is therefore

suggestive to compare our dot in the periodic field with the
dot in the presence of a periodic potential of comparable
size. The amplitude of this periodic potential has to increase
with increasing B and the wavelength of this potential must
decrease with increasing k. This results in an effective total
potential, given by the periodic potential superimposed on
the harmonic confinement of the dot, the features of which
depend on B, k, and ¢. For a fixed value of k and sufficiently
small B, the total potential deviates only slightly from the
harmonic confinement resulting in only one minimum of the
total potential. If the value of B is large enough, the total
potential will have several local minima, i.e., we encounter a
multiwell potential. Only for the case ¢=0, there are two
global minima, with positions symmetric to the origin.
Quasidegeneracies depend on the width and the depth of the
wells. If the energy of the localized ground state in a single
well is small compared to the energetical height of the barrier
between the wells, the ground state becomes quasidegenerate
with the first excited state. Depending on the barrier’s height,
we may also have quasidegenerate excited states. Our model
allows us to explain the quasidegeneracies, observed in the
spectra for varying B (Fig. 5). For k=1 and ¢=0, the ground
state is quasidegenerate for B>3 and the second and third
excited states are quasidegenerate for B>4.5. For <p=f the
minima of the periodic potential are not anymore located
symmetric to the origin and there are no quasidegeneracies.
For a fixed, sufficiently large value of B, our total effective
potential has the following dependence on k: If k is very
small, the periodic potential changes slowly compared to the
harmonic potential, thus the total potential has again only
one minimum, i.e., we observe a nondegenerate ground state.
When £ is increased, the total potential develops several lo-
cal minima. In the case ¢=0, we obtain a quasidegenerate
ground state. For B=5 [Fig. 8(g)] this happens at k=0.5 and
we also have degenerate excited states in this case. The
ground state energy is generally higher when the wells are
narrower. Increasing k further makes the wells narrower. The
energy of the quasidegenerate excited states increases com-
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pared to the barrier’s height, resulting in a gradual lifting of
the quasidegeneracies in the spectrum. At k=1.5 the degen-
eracy of the second and third excited states is lifted again and
accordingly for k=2 the degeneracy of the ground and first
excited states is also lifted. For ¢=7 [Fig. 8(i)] the minima
of the absolute field strength are again located symmetrically
around the origin, but the field is zero at x=0. Having
worked out the similarities of a dot in a periodic magnetic
field and a periodic potential one should keep in mind an
important difference: In the first case, the ground state en-
ergy increases with increasing k, for large values of k,
whereas in our system, the energy decreases with increasing
k for sufficiently large values of k.

Finally let us comment on the relevance of the spin de-
grees of freedom in the case of a nonvanishing g-factor. The
spin contribution to the Hamiltonian reads

SHB =

HspinzTB(x)&’ (15)

where o; are the Pauli matrices, g is the effective Landé

g-factor, and up the Bohr magneton. In the case I§(x)
=¢.B cos(kx+¢), there is no coupling between spin-up and
spin-down states and the spin term is equivalent to an addi-
tional periodic potential V.(x)= igzﬂB cos(xk+¢) for
spin-up and spin-down states, respectively. Preliminary re-
sults for the spectrum including spin show that for a fixed
value of the wave number and ¢=0 spin-up states are lifted
and spin-down states are lowered in energy compared to the
spinless case. It is remarkable that the energetic splitting of
the spin eigenstates depends on the degree of excitation and
is not linearly increasing with increasing amplitude of the
field. The reason for this is that the energy of the electron can
be minimized by changing the probability density. A spin-up
electron is pushed towards the maxima of the field strength
and a spin-down electron is pushed towards the minima of
the field strength, assuming g <0. For ¢=7 there is no en-
ergy splitting of the spin eigenstates at all. In order to simu-
late a realistic situation, we have to take into account that the
periodic magnetic field generated by magnetic stripes has

two nonzero components, i.e., B(x)=é.B cos(kx+¢)
+¢é,B sin(kx+¢). In this case there is a coupling between
spin-up and spin-down states and we obtain avoided cross-

ings whereas in the B?()c)lléZ case we observe crossings of
energy levels belonging to different spin. Several qualitative
features of the spectra obtained without spin are not changed
if the spin is taken into account. Those are among others the
degeneracies for large values of k, the twofold degeneracies
of the energetically lowest states for k=1, and large values of
the field amplitude and the asymmetric splitting of energy
levels for small field amplitudes. A complete discussion of
the influence of the spin is, however, beyond the scope of
this investigation.

C. Electrochemical potentials

For direct comparison with experimental results, we
present the electrochemical potentials calculated in the
simple constant interaction model. With this model, some
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features of the spectra of few electron quantum dots in ho-
mogeneous magnetic fields have successfully been
described.* The electrochemical potential for the n-electron
quantum dot is given by A(n+1)=En+n%, where E, is the
energy of the nth excited single electron state and C is the
capacitance of the dot. Neglecting the spin dependent contri-
butions in the Hamiltonian, each of the above calculated
single electron states is twofold degenerate. This yields

A(2n)-A(2n+1)="1 which is the constant charglng energy.

According to Ref. 4, we have chosen Ezzi =~ —hwo In Fig.
9(a), the electrochemical potentials for k=1 and ¢=0 are
provided as a function of B. The features of the spectrum
[Fig. 5(a)] are reobtained. Avoided or exact level crossings
give minima in the difference A(n+1)—A(n). The (quasi-)
degenerate groups of levels can be observed as groups of
equidistantly spaced values of A. For example, for high val-
ues of B, the lowest four energy levels are quasidegenerate
and the larger spacing between A(4) and A(5) is eye-
catching. In Fig. 9(b), we show A(n) as a function of k for
B=5 and ¢=0. Again we can observe the different grouping
of levels for different values of k. In Fig. 9(c), the electro-
chemical potentials as a function of the phase ¢ for B=5 and
k=1 are provided. The quasidegeneracy of the ground and
the first excited state, as well as that of the second and third
excited state, respectively, occurring for ¢=0, are lifted if the
value of ¢ is increased. For ¢ = 0.4 there is an avoided cross-
ing of the first and the second excited states, therefore, we
observe a kink in the corresponding electrochemical poten-
tials. For ¢~ 7 we reobtain the aV01ded crossing of the sec-
ond and thlrd excited state. For ¢=7, the spacing of the
electrochemical potentials corresponding to the ground, the
first excited, and the second exited states is relatively large.

D. Magnetization

Let us investigate the magnetization of our quantum dot
for zero temperature. The magnetization M is given by M
=—;Ti (Ref. 54) where E is the ground state energy. First we
remark that the magnetization is zero for ¢=7. This can be
seen by using the Hellmann-Feynman theorem

dE, OH
"= . (16)
dB,, (?Bh
The derivative of the Hamiltonian for B,=0 is
oH
— =—2yp, +2By?* cos(kx + ). (17)
9By | g0

As discussed above, in the case <p:72—7, the Hamiltonian pos-
sesses an x-parity symmetry. Therefore the wave function W
is either an even or an odd function of x. Integrating

oH

v —y

=—V2yp W — W 2By?*sin(kx) ¥,
B,

e=/2
(18)

being an odd function of x, yields therefore zero.
Figure 10 shows in the upper panel contour plots of
the magnetization as a function of B and k for the phases

PHYSICAL REVIEW B 73, 235346 (2006)

| 0] S——————ESSHEE—

a) B

< -~ e
——
TR e
%
% > 4 6
b) k
10t

0 0.5 1 15
c) 0

FIG. 9. Electrochemical potentials (a) for k=1 and ¢=0 as a
function of B, (b) for B=5 and ¢=0 as a function of k, and (c) for
B=5 and k=1 as a function of ¢.

(a) =0, (b) 7, and (c) 5. For a homogeneous field (k=0)
with strength B —B cos(<p) the ground state possesses the

\2+B
energy E00=T Therefore the magnetization is given by

B,

M=-—"——=.
2\2+B;

(19)

The magnetization of the single electron quantum dot in a
homogeneous magnetic field is zero for B;,=0 and decreases
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FIG. 10. Upper row: Contour plot of the magnetization as a function of B and k, for the three cases (a) ¢=0, (b) ¢=7%, and (c) ¢=7.
Lower row: Magnetization as a function of k and ¢. The field amplitude from left to right is (d) B=1, (¢) B=3, and (f) B=5.

with increasing B). For B,— %, the magnetization goes to
—%. Turning on a finite wave vector k let us follow the mag-
netization, e.g., along the line k=1. The magnetization is
zero for B=0 and for small values of B decreases with in-
creasing field strength. Subsequently M reaches a minimum
and increases again for further increasing values of B. If we
consider the magnetization for a larger value of k%, the posi-
tion of the minimum moves to larger values of B while the
minimal value of M increases. For large values of k, the
magnetization is very close to zero.

In the lower panel of Fig. 10 the dependence of the mag-
netization on k and ¢ is shown for the values B=1, 3, and 5.
For B=1, the magnetization is minimal for k=0 (homoge-
neous field) and rises monotonically towards zero with in-
creasing k. For larger amplitudes B, the magnetization devel-
ops a second minimum with varying k. The position of this
local minimum moves to larger values of k with increasing B
and the corresponding well-depth decreases. In all cases M
goes to zero for k— oo,

E. Probability densities and probability current densities

To understand the evolution of the wave functions in a
periodic magnetic field, let us study the corresponding prob-
ability densities and probability currents in the quantum dot.
Instead of illustrating the density ¥*¥ we show the square
root |W| of it, making it easier to see details in the case of a
small density. The probability current density is defined by

- 1 % * T
j=;(‘1’ VU -wVVY¥)+ AV V. (20)
1

Figure 11 shows the densities and current densities for
different field amplitudes B=1, 3, and 5 for k=1 and ¢=0
for the ground state. With increasing field amplitude the
charge is gradually shifted towards the regions where the
magnitude of the magnetic field is small, while the region
around x=0, being the position of the maximum of the field,
is depleted. For B=5 [Fig. 11(c)], the charge density is split
into two well-separated parts. The density for the first excited
state possesses nearly the same distribution. We remind the
reader that for these field parameters this effect is accompa-
nied by an approximate energetical degeneracy of the ground
and first excited state. The splitting of the probability density
of the ground state is extremely sensitive to the phase ¢ of
the magnetic field. Even very small deviations of ¢ from
zero move the absolute field minima and lead to a ground
state having almost all its probability shifted towards the
nodal line of the field which is closer to the origin. The
density of the first excited state is then localized at the op-
posite direction. This is in agreement with our comparative
explanation of the spectra via a double well potential (see the
corresponding discussion in Sec. IV B). If one well is
slightly deeper, the ground state is localized in this deeper
well and the first excited state in the second well. In all
considered configurations the circulation of the current is
counterclockwise, if the magnetic field is directed in the
positive z-direction and clockwise for the magnetic field be-
ing directed in the negative z-direction. For ¢=0 and as long
as the ground state is not split, the current circulates around
the origin, similar to the case of the presence of a homoge-
neous field. For B=5, there are two separate islands of cur-
rents: one on top of each half of the probability distribution.
The current is smaller, compared to B=3, since the magnetic
field seen by the electron is smaller.
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FIG. 11. Probability density VW W and probability current den-
sities of the ground state in the periodic field for k=1 and ¢=0. The
amplitude of the field is (a) B=1, (b) B=3, and (c) B=5. The
splitting of the ground state is accompanied by the quasidegeneracy
of the ground and the first excited states. Current density in arbi-
trary units.

Figure 12 shows a sequence of probability densities and
currents for different values of k with B=5 and ¢= 21—7, respec-
tively. First we consider the case of a homogeneous field,
i.e., k=0 [Fig. 12(a)]. This field causes a compression of the
charge density towards the origin and a counterclockwise
flow of the current. The magnitude of the current is much
larger compared to that in a periodic magnetic field. The
following series of graphs is for the cases k=1, 2, 2.5, 3, and
4, respectively. The field strength possesses for general k a
nodal line at x=7;. For k=1 [Fig. 12(b)] the width of the
charge distribution is smaller in the x- than in the y-direction.
The ground state wave function is shifted towards this abso-
lute field minimum. Comparing a region with a positive
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magnetic field component to a region with a negative one,
the circulation of the current changes from counterclockwise
to clockwise. For k=2 [Fig. 12(c)], the situation is similar.
For k=2, the ground state energy reaches a local maximum
and decreases subsequently with increasing k. For k=2.5
[Fig. 12(d)] we observe the charge density to move away
from the area near the absolute magnetic field minimum. For
k=3 [Fig. 12(e)] the current still maps the spatial dependence
of the magnetic field. The density is already very close to
that of the quantum dot without magnetic field, it appears not
to be shifted towards the absolute field minimum. To mea-
sure this shift of the probability density, we calculate the
center of density, i.e., the expectation value (/)= W Wrd’r.
In Fig. 13(a) we show the x-coordinate of the center of den-
sity for B=5 and ¢=7 depending on k. The solid curve
indicates the x-position of the nodal line of the field being
closest to the origin. For 1 <k<2 the center of density is
close to the zero of the field. When k becomes larger than 2,
the center of density is much closer to the origin than the
nodal line of the field. This is in agreement with our multi-
well potential picture, where the wells become steeper with
increasing value of k. For k=4 [Fig. 12(f)] the situation is
very similar. The probability density is nearly the same as in
the pure HO, but the wave function is not. It has a spatially
varying complex phase exp(if), which gives together with

the vector potential X:[—yB cos(kx+¢),0,0] rise to the
probability current density, which is smaller than for k=3
and changes its direction of circulation with each change of
sign in the magnetic field. In terms of the phase 6, the current

[Eq. (20)] reads f:‘l’*\lf(g +V#). It turns out that for large
values of k, 6 is approximately given by 6= % sin(kx). The

x-components of both contributions, fi and V6, oscillate with
cos(kx) and have a finite amplitude yB. However, the gradi-
ent of the phase and the vector potential cancel each other
approximately. The y-component of the current density is,
for our gauge, solely determined by the phase, yielding j,
~ % sin(kx). Therefore we conclude that for large values of k

the magnitude of the current decreases proportional to i In
Fig. 13(b) we have plotted the integral of the probability
current density [ ﬂdxdy in arbitrary units for B=5 and ¢
=0 as a function of k. The solid curve is proportional to %
and fitted to the data point for k=12. The magnetization of
the dot converges faster towards zero with increasing k than
the magnitude of the current. The reason for this is several
current loops with clockwise and counterclockwise directed
flows, whose contributions to the magnetization cancel ap-
proximately. Comparing the currents for different amplitudes
of the field and ¢=0 (Fig. 11), we can explain the local
minimum and the increase of the magnetization with increas-
ing field strength (see Sec. IV D). As long as the maximum
of the charge density is located near the origin, the wave
function will react on the strong magnetic field: similar to the
case of a homogeneous field, the magnetization decreases
with increasing field strength. When the probability distribu-
tion begins to split and “move” towards the zeroes of the
magnetic field, the electron sees an effectively smaller mag-
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FIG. 12. Probability and current densities of the ground state in a magnetic field with amplitude B=5 and phase ¢= g . The wave number

is (a) k=0, (b) k=1, (c) k=2, (d) k=2.5, (e) k=3, and (f) k=4.

netic field, thereby decreasing the current and accordingly
the absolute value of the magnetization.

V. SUMMARY

We have investigated the electronic structure of a single
electron quantum dot exposed to a spatially periodic mag-
netic field. Our model quantum dot is described by a two-
dimensional isotropic harmonic potential. Despite the sim-
plicity of our model the spectrum of the quantum dot in a
periodic field shows a rich dependence on the parameters of
the field. It turns out that a periodic magnetic field possessing
a wavelength significantly smaller than the characteristic
length of the confining oscillator potential has almost no im-
pact on the eigenvalues: In this case the lowest eigenenergies
are approximately the same as in the pure HO. In the oppo-
site case k— 0 we encounter, of course, the well-known
spectrum of the dot in a homogeneous magnetic field. For a
sufficiently large field amplitude and in the intermediate re-
gime of k-values, where the wavelength of the field is ap-
proximately the same as the HO length, the spectrum shows
both avoided and, for special values of the phase of the field,
exact level crossings.

The ground state of the quantum dot has been investigated
in detail. In particular the magnetization for zero temperature
and finite k shows a nonmonotonic behavior possessing a
minimum with increasing B, in contrast to the case of a ho-
mogeneous field. We have further analyzed the probability
and current densities as well, which lead us to an intuitive
comprehension of the behavior of the dot. Many of the ef-
fects can be understood qualitatively via the picture of a
periodic multiwell potential superimposed on the harmonic
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FIG. 13. (a) (x) as a function of k (diamonds) for B=5 and ¢
:ff. The solid curve shows the x-position of the first nodal line of
the magnetic field: x= ﬁ. (b) Integral of the magnitude of the prob-
ability density current [|j|dxdy as function of k, for B=5 and ¢

=0 (diamonds). The solid curve is proportional to i, fitted to the
data point at k=12. Arbitrary units for the current are chosen.
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FIG. 14. Calculated ground state energy as a function of the
wave number k for different numbers of basis functions ®,,, with
R=1 and a=0. The basis is given by the relations n <20, 40, 60,
and 80, respectively, and m <50.

potential of the dot. If the wave number of the field is com-
parable to the oscillator length the probability density is
pushed towards the nodal line of the field lying closest to the
minimum of the confining potential. This behavior is highly
sensitive to the phase ¢. For large values of k the region with
weak magnetic field becomes very narrow and pinning the
electronic density is not anymore energetically favorable.
Then the density of the ground state is almost the same as in
the absence of the magnetic field. However, the imprinted
current vanishes very slowly with increasing k. The direction
of the probability current is thereby determined by the sign
of the magnetic field. This explains why the magnetization of
the dot is approximately zero for large k. The diverse profile
of the probability density with respect to the parameters of
the external field makes this system interesting for studies of
electronic transport. Inclusion of the effects due to spin
and/or investigating multielectron dots will be the subject of
future investigations.

APPENDIX A: BASIS SETS WITH VARYING SCALING
PARAMETER

Here we briefly discuss the importance of the scaling fac-
tor R> 1, regarding the convergence of our numerical re-
sults. The pure HO basis set for B,=0 and R=1 shows the
following anomalous convergence behavior. For large values
of the wave number k, there is a threshold behavior for the
convergence with respect to the number of basis functions.
Beginning with a small basis, the obtained eigenvalues are
significantly higher than the correct eigenvalues. Increasing
the size of the basis does not change the eigenvalues of the
truncated Hamiltonian matrix until the number of basis func-
tions reaches a critical value. Beyond this threshold the en-
ergy decreases rapidly with increasing number of basis func-
tions until the lowest eigenvalues are converged. This is not
what one could usually expect: doubling the number of basis
functions might not change the eigenvalues and the calcula-
tion could be misinterpreted as being converged. In Fig. 14
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FIG. 15. S, o(B) for n=1, 5, 12, 25, 100, and 149. The numbers
beneath the maxima are the corresponding values of 7.

we show the calculated ground state energy as a function of
the wave number k for different sizes of the basis set given in
Eq. (10) with R=1 and a=0. Here we have chosen 0<m
<50 and 0=n<20, 40, 60, and 80 referring to the number
of basis functions in the two Cartesian directions. Hence we
have 1000, 2000, 3000, and 4000 basis functions, respec-
tively. In all four cases the eigenvalue decreases with in-
creasing k. Above some value of k, which depends on the
basis size, the eigenvalue increases again, reaching a plateau.
This increase is obviously nonphysical but, e.g., for k=10 the
lowest eigenvalue remains the same for 1000 and 2000 basis
functions. This unusual convergence behavior is due to the

properties of the integrals S,,,i(i) occurring in the matrix

elements due to the periodic ﬁgfd (see Appendix B). They
possess strongly localized peaks for large values of the di-
mensionless parameter S= é, if the difference of the indices
n—i is large. Figure 15 shows the graphs of S, o(8) for sev-
eral values of n. The position of the extrema is B= \2n and
the height is approximately proportional to n~"4. The larger
the value of n is, the larger is the value of B8, where S, o(8)
reaches its extremum. The extremum of the integral de-
creases relatively slowly with increasing n. Therefore, far
off-diagonal matrix elements become important if the value
of B is large and very large basis sets, such that all relevant
matrix elements are part of the truncated Hamilton matrix,
have to be used. Using a value of R>1 we can achieve that
the value of B at the position of the extremum becomes
smaller. On the other hand the HO eigenfunctions are ap-
proximated badly by the basis, if R is too large. Hence for a
given k and size of the basis the calculated eigenenergies
show a minimum with respect to R. By exploiting this varia-
tional property for the considered eigenvalues, we can
choose a proper R for our investigations.

APPENDIX B: MATRIX ELEMENTS OF THE
HAMILTONIAN

Here we present the matrix elements of the Hamiltonian
in Eq. (7) with respect to the basis functions given in Eq.
(10). Calculating the action of the operators x, y, d,, and 4,
on the basis functions is straightforward, using the recursion
relations for the Hermite polynomials. For the calculation of
the matrix elements of the periodic magnetic field, the inte-
grals
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(D,,,,|cos(kx)| D) = = 'f H (a)H (a)cos(Ba)da

0 for odd n +j
i Bl
S;n(B) = (= 1)Uz 2”‘1 B"”L’ ”('i ) B else (BI)
. 1 e .
<q)nm|51n(kx)|q)jl> = ﬁf e™“ H,(a)H (a)sin(Ba)da
N2 e
0 for even n+j
= 2 B2
S;a(B) = (= 1)U=n=02§ [on=i— H‘”L""(i ) B else (B2)

are needed Here we imposed the dimensionless parameter
Bi= E L/™" are associated Laguerre polynomials. This for-
mula deﬁnes the §;, only for j=n. Because of the obvious
symmetry of the integrals with respect to the indices j and n,
we define S;,:=S, ; for j<n. To calculate S, ;, we use the

following recursion relations

So0(B) = e_Bzm, (B3)
SulB)= (- 1y Ls, (B4)
\2n
_ 2
Sp1(B) = <\"” - 2'8\_@)5”—1,0’ (BS)
BZ
j+ n—-1-— /7
N(n=1)(j-1)
S,(B) = T—jsn-l,j-l - TSn-z,,i—z-

(B6)

With these formulas the calculation of the matrix elements is
straightforward:

1
(D, |cos*(kx + @)y?|D; ) = (CI),,,,,,|§[1 + cos(2kx

+20)1y*|P; )

1 cos(2¢) foreven n+j

= 5nj + Sn j(zﬂ) . . X ((21
4e\ ™ ’ —sin(2¢) for odd n + j

+ ])(Sm,l + \‘”m(m - 1)5m,l+2 + Vl(l - 1)5m,l—2)s (B7)

1
<cbn,m|cos(kx + QD)y2|q)j,l> = _Sn,j(ﬁ)
2c

cos(¢) foreven n+j
) T x (2418,
—sin(¢) for odd n + j '

+\Nm(m —=1)8,, 12+ NI =1)6,,2), (B8)

. 1 !’_
(@, ,[sin(kx + @)y|®; ) =~ —,Tcu%m,m +18,,2)S,./(B)
\r

><{sin(cp) for even n +j} (B9)

cos(¢) for odd n +j

(D, ulcos(kx + @)y, | P; ) = Sn B
{cos(<p) for even n + j

—sin(¢) for odd n + j }[(Zl +1Day

R
(= 1) 8,102+ 10 = 18,121+ Z(jS,.j-1(B

—sin(¢) for even n +j}

-\j+18S,;
v "’J”(ﬁ)){cos(go) for odd n + j

X (\/25m,l—1 + Vl + 15m)l+1). (BIO)
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