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The origin of the multiexponential photoluminescence �PL� decay of Si quantum dots �QDs� has been
debated for a long time. We present studies combining time-resolved PL experiments and tight binding calcu-
lations of phonon-assisted optical transitions showing that the distribution of lifetimes and its wavelength
dependence are quantitatively predictable and can be interpreted as intrinsic properties of the QDs due to the
indirect nature of the Si bandgap. This result can be generalized to QD ensembles of any indirect gap
semiconductor.

DOI: 10.1103/PhysRevB.73.235318 PACS number�s�: 73.22.�f, 78.67.Bf

Semiconductor nanocrystals and quantum dots �QDs�
have unique optical properties which are strongly size depen-
dent due to quantum confinement of the excitons. One re-
markable property of these systems is that their photolumi-
nescence �PL� usually exhibits multiexponential decay,1 the
number of experimental studies reporting mono-exponential
decay2–4 being very limited. Nonexponential decay is ob-
served not only in ensembles of QDs5–8 but also from single
colloidal QDs.1,9 The origin of this complex dynamics is not
yet well understood. In III–V and II–VI colloidal QDs, re-
cent studies suggest that it could be due to fluctuations of the
nonradiative decay channels9 or to variations of the electro-
static environment surrounding the QDs.1,10 Multiexponen-
tial decay is also observed in ensembles of Si QDs.7,8,11–13 In
porous Si, it is often explained by the hopping of the photo-
excited carriers between neighboring localized states in the
silicon skeleton.14,15 However, this interpretation remains a
highly controversial subject.16 Therefore, in all of these sys-
tems, the multiexponential decay is attributed to external fac-
tors which are not well defined. Even if there are numerical
simulations showing that a nonexponential decay could be
induced by variations in the local environment,17,18 there are
presently no microscopic models and theoretical calculations
capable to predict quantitatively the lifetime distribution.

The aim of this paper is to show that, in the case of
noninteracting silicon QDs, the decay dynamics can be quan-
titatively explained by an intrinsic mechanism which arises
from the indirect nature of the semiconductor bandgap. We
also show that there is no need to invoke extrinsic factors as
in the case of III–V and II–VI QDs and we explain why this
intrinsic mechanism is likely to occur in all indirect gap
semiconductor QDs. Our conclusions are based on combined
experimental and theoretical studies and on a careful com-
parison of their results. On the experimental side, time-

resolved PL measurements are performed on size-selected
silicon QDs taking care to avoid interactions between the
QDs. The PL decay is analyzed as a function of the emission
energy and the lifetime distributions are derived using nu-
merical treatment of the data. On the theoretical side, the
radiative recombination lifetime is calculated including
phonon-assisted processes which are known to be dominant
in indirect gap semiconductor QDs,19,20 at least in a wide
range of sizes. We show that theory and experiment agree on
all the important aspects characterizing the PL decay: The
value of the average lifetime, its variation with emission en-
ergy, the amplitude and the asymmetry of the distribution of
lifetimes with respect to its average value.

The silicon QDs studied in this work are synthesized by
laser pyrolysis of silane in a gas flow reactor. The fabrication
technique and the experimental PL setup have been de-
scribed in detail earlier.21,22 The approach allows to produce
high-quality silicon QDs which are extracted from the reac-
tion zone to form a molecular beam of noninteracting nano-
particles. As the velocity of the nanoparticles in the beam is
mass-dependent, size-selection can be achieved with a chop-
per properly synchronized to the pulsed pyrolysis laser.23 Us-
ing time-of-flight mass spectrometry, the size distribution of
the nanoparticles can be determined in situ. The QDs are
deposited on fused quartz substrates. After sample prepara-
tion, the QDs are passivated in air so that they are finally
covered by a shell of SiO2 whose thickness is about 1 /10 of
the total particle diameter. The fourth harmonic �266 nm� of
a pulsed Nd:YAG laser was used to excite the QDs. All mea-
surements were carried out at low laser fluence to avoid satu-
ration effects.24

In our recent study,7 it was shown that the PL properties
are independent of the density of the QDs on the substrate. In
particular, the decay remains nonexponential even if the
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nanoparticles are completely isolated from each other. This
suggests that the complex decay dynamics is an intrinsic
property of the silicon QDs. In order to obtain further infor-
mation on the origin of this behavior, we present here new
PL measurements that have been performed on the sample
described as sample D in our previous report.7 This sample is
a deposit of 3-nm-diam silicon QDs on a quartz substrate
with a density of 3.8�1012 particles/cm2. With a laser spot
size of 0.3 mm,7 we excite and observe the PL of approxi-
mately 2.7�109 particles. The oxidation in air is not uniform
among the nanoparticles giving rise to an inhomogeneous
broadening of the PL spectrum �the full width at half maxi-
mum �FWHM� is 325 meV�. Thus we have measured the PL
response at different emission energies allowing to address
groups of nanoparticles with similar core structure. Com-
pared to the earlier study,7 we have used a more sensitive
photon-counting technique and we have measured the PL
decay curves on a much longer time scale, namely up to
3 ms. While, in the earlier study, the measured decay curves
were fitted by stretched exponentials, here we are using an
approach which is physically more meaningful.

The PL decay curves measured at different emission
wavelengths are shown in Fig. 1. For each wavelength, the
curves exhibit a strong multiexponential behavior. From
these data, we have extracted the lifetime distributions using
a fitting procedure based on the maximum entropy method of
data analysis.25 Defining G��� as the probability of encoun-
tering a QD with lifetime �, the total PL intensity, I�t�, is
given by

I�t� = const � �
0

�

�−1G���exp�− t/��d� . �1�

Here we assume that the absorption cross section is the same
for all QDs. Based on Eq. �1�, the decay curves are fitted by
a sum of simple exponentials with time constant � j. More
explicitly, we replace the integral �1� by the sum I�t�
=� j� j

−1Aj exp�−t /� j� and determine the amplitudes Aj for a
set of 100 time constants � j. Because the lifetimes are dis-

tributed over several orders of magnitude we chose the grid
points � j such that they are equally spaced between ln��i� and
ln�� f� where �i=1 �s and � f =2 ms, respectively. The life-
time distributions determined in this way for the six emission
energies are displayed in Fig. 2.

As is seen in Fig. 1, the fits yield very good agreement
with the experiment. In order to interpret these results, we
use a fully microscopic approach to calculate the radiative
recombination rates including electron-phonon coupling.20,26

We compute the electronic structure of the QDs using a tight
binding technique and we determine the phonon modes using
a valence force field model. Then, for each mode of vibra-
tion, we calculate the matrix elements of the electron-phonon
coupling and of the optical transitions in the dipolar approxi-
mation. Details on the method are given in Ref. 20. But, with
respect to this previous work, we had to take into account the
dielectric environment around the QDs which are covered by
a SiO2 shell and are deposited on a quartz surface. Thus we
introduce in the recombination rate a so-called local field
factor26 which simulates this complex situation, writing the
ratio Ein /Eout between the electric field inside and outside the
QD as 3�out / �2�out+�in� where �in is the size-dependent di-
electric constant of the silicon core26 and �out=2 describes
the dielectric constant in the surrounding medium.

We have performed the calculations in a wide range of
QD sizes and we have also considered two QD shapes,
spherical or slightly ellipsoidal �211�, to see its influence on
the results. For each dot, we have calculated the total radia-
tive recombination rate k=�−1 as the sum of all �varying�
radiative recombination rates corresponding to zero-phonon
and phonon-assisted processes.27 Figure 3 presents the values
of k plotted versus the zero-phonon emission energy. Com-
pared to the results presented in Ref. 20, we obtain here
lower rates due to the influence of the local field factor. The
results for the two shapes are very similar when we plot the
recombination rates versus the photon energy. Thus, taking
into account that experimentally the shape of the QDs is
always very close to a sphere, we can compare these results
with the experiment. The calculated recombination rates are
scattered over several orders of magnitude for reasons dis-

FIG. 1. �Color online� PL decay curves of Si QDs measured at
different wavelengths �dots� and plotted together with calculated
curves that were fitted to the data points using a set of 100 time
constants.

FIG. 2. Normalized lifetime distributions derived from the ex-
perimental PL decay curves shown in Fig. 1. The dashed lines in-
dicate the median values of the corresponding distributions �see
text�.
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cussed in the following, but the average value �defined here-
after by 1/ �̄� has a clear evolution with the energy E. A fit of
the average value in the range between 1.5 and 2.5 eV is
given by 1/ �̄�E�=A exp�E /E0� with A=20.55 s−1 and E0

=0.31 eV. To account for the large dispersion of the recom-
bination rates, we took the average of their logarithm.

The comparison between theory and experiment requires
some care, in particular to define the dispersion of lifetimes.
Since the calculated lifetimes are scattered over several or-
ders of magnitude, the average of the distribution is not a
meaningful quantity. Thus we prefer to define the median
lifetime �med as follows. We calculate the integral of G���
and, after renormalization, we obtain the function N��� giv-
ing the percentage of recombination channels characterized
by a lifetime smaller than �. The median lifetime is given by
N��med�=50%. We plot in Fig. 4 the normalized lifetime dis-
tribution with respect to � /�med which allows to compare
directly the curves obtained at different wavelengths. In fact,
we plot �G��� versus the logarithmic time scale, since
G���d�=�G���d�ln ��.12 The dispersion of the lifetimes with
respect to the median value is almost independent on the
emission energy. We also see that the dispersion is asymmet-
ric, with a much longer tail towards the smaller lifetimes.

We compare the theoretical and experimental recombina-
tion rates in Fig. 3. The experimental values are shown as
vertical bars indicating 50% of the distribution around the
median value, i.e., corresponding to the range going from
N���=25% to N���=75%. Even if the theoretical values are
slightly lower than the experimental ones, the agreement is
excellent. The absolute value is well reproduced, and the
overall evolution of the recombination rates with emission
energy is in very good correspondence. We immediately see
that the amplitude of the dispersion is also in excellent agree-
ment, since 50% of the theoretical points must lie within the
experimental bars. To check this important point in detail, we
plot in Fig. 4 the dispersion of the theoretical lifetimes. Since
it is not possible to define such a distribution at a given gap

energy �the number of points being too small�, we consider
all the points in the energy range 1.5–2.5 eV and we calcu-
late the dispersion of the lifetimes � with respect to the av-
erage value �̄�E� defined previously. Such a procedure is jus-
tified since the experimental distribution of lifetimes does
not depend on the energy. Figure 4 shows that the agreement
between theory and experiment is once again very good. In
particular, the width of the curve, its asymmetry and its
longer tail towards smaller lifetimes are well reproduced.

Now we can discuss the physics behind these results. Sili-
con is an indirect gap semiconductor and, in the bulk, the
direct radiative recombination of electron-hole pairs is for-
bidden. The recombination is only possible with the assis-
tance of phonons with wave-vectors joining the minimum of
the conduction band in the Brillouin zone with the maximum
of the valence band at k=0. In QDs, direct no-phonon tran-
sitions become slightly allowed due to the fact that a con-
finement in real space leads to a spread of the wave functions
in k-space.19,20,26 Thus each optical matrix element is a func-
tion of the overlap in k-space between the electron and hole
wave functions and this overlap contains strongly oscillating
factors with respect to the system size. These oscillations are
still present when phonon-assisted transitions are more effi-
cient than no-phonon ones,19,20,26 which is the case in the
energy range considered here. The quantum confinement also
breaks the selection rules for phonon-assisted transitions:
Many phonon modes are involved in the transitions since the
wave-vector is no longer a good quantum number. The dis-
tribution of radiative lifetimes reveals in a subtle manner the
dispersion of the momentum according to the uncertainty
principle. Another source of dispersion comes from interval-
ley splittings: Electron states arising from degenerate valleys
of the conduction band are coupled and their couplings are
oscillatory functions of the QD size.27 All these processes are
consequences of the indirect gap of silicon. Therefore, the
observation of multiexponential PL decay in nanostructures
of indirect gap semiconductors must be considered as a gen-
eral rule. It is important to note that, in the absence of exter-
nal fluctuations, the PL decay of a single QD of an indirect
gap semiconductor remains a single exponential since all the

FIG. 4. Lifetime distributions �G���. Lines: Experiment. At each
emission wavelength �, the distribution is plotted versus logarith-
mic time scale normalized with respect to the median lifetime �med

�solid line: �=600 nm, �med=38.4 �s; dotted line: �=700 nm,
�med=90.5 �s; dashed line: �=800 nm, �med=175.5 �s�. Bars:
Theory. We plot here the distribution of the calculated values with
respect to their average value �̄�E� in the 1.5–2.5 eV energy range.

FIG. 3. Calculated recombination rates for spherical �+� and
ellipsoidal ��� silicon QDs as a function of the emission energy E.
The rates include the sum over all phonon-assisted processes at
room temperature. The vertical bars indicate the dispersion of the
experimental values around their median. The solid line represents a
fit to the theoretical data yielding the average rate 1 / �̄.
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channels �phonon-assisted or not� are accessible at any time
for the recombination of the electron-hole pair and the cor-
responding recombination rate is just the sum over all the
possible channels. It is only because the decay rate strongly
varies between QDs which emit at the same energy that the
PL decay of an ensemble of QDs becomes multiexponential.

The excellent agreement between theory and experiment
also reveals the nature of the exciton recombination in our
silicon QDs. It suggests that Si-SiO2 interface defects28–31

have a small influence on the radiative recombination in our
samples, at least in the energy range considered here, con-
firming our previous conclusions.23 It also tells us that the
measured lifetimes can be reduced to their radiative contri-
bution. Therefore, the observation of a PL yield of 9% re-
ported before7 has to be understood in the framework of a
model originally proposed to explain the PL in porous
silicon:16,32 The ensemble of silicon QDs must be divided in
two groups: �1� those which contain a nonradiative center
and which are not luminescent; �2� those—9% in our case—
which are well passivated and which emit light. The great

similarity between the PL of porous silicon and of isolated
QDs7 also supports this model.

In conclusion, we have shown that the PL decay in an
ensemble of indirect gap semiconductor QDs must be multi-
exponential. This behavior is an intrinsic property of the par-
ticles whereas in III–V and II–VI �direct gap� QDs it can be
only explained by fluctuations in the local environment. In
the case of silicon QDs, even if the influence of these exter-
nal factors cannot be totally excluded and could be involved
in the blinking of the PL from single QDs,33 we have shown
that they are not necessary to interpret the observed distribu-
tions of lifetimes as they can be predicted quantitatively by
theoretical calculations of the radiative lifetimes for phonon-
assisted processes.
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