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We seek to model the shock wave induced structural changes in silicate glass at the atomic scale. We use
both direct shock propagation with nonequilibrium molecular dynamics �NEMD� and bulk simulations in the
Hugoniot ensemble to characterize the structure and topology of the shocked glass. Despite the lack of
long-range interactions in our model, the close agreement between our structures and those obtained by
experimental and simulation studies alike underlines the importance of the role played by first neighbor
interactions on the structure of silicate glass. The results obtained from this study show that, in agreement with
experimental work, the structure and topology of the shock-induced densified phase is unique in its structure as
can be revealed by medium-range order measurements. The modifications include a reduction of the average
tetrahedra size and an increase in the proportion of 3–4 and 8–10 membered Si-rings. Application of a
Hugoniostat method based on constraint dynamics shows near-perfect agreement with the NEMD results.
Besides validating the former method, this opens the prospect of studying shock-induced effects at a fraction
of the cost required to run large scale shock simulations while using much more complicated potentials and
setups.
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I. INTRODUCTION

High power lasers are used to achieve extreme tempera-
ture and pressure conditions. During such experiments, dete-
rioration of the optics due to the passage of the laser has been
observed in the form of small craters at the back of the
lenses.1,2 It is believed that these craters originate from the
absorption of the laser by defects which create a dense ab-
sorbing plasma. The induced temperature rise in turn triggers
the propagation of a mechanical shock wave creating regions
of permanently densified glass.3

Experimental work on shock compression shows the cre-
ation of a densified phase upon propagation of a shock wave
through silica glass.4 Kubota et al.5,6 have used molecular
dynamics to propagate shock waves with up to 2.0 Km/s
piston velocity through slabs of up to 240�103 atoms. The
authors show drastic shock induced modifications in the
structure and topology of the SiO2 network. It has also been
shown that the structure of the resulting densified phase is
unique as can be revealed by medium-range order measure-
ments such as the ring size distribution.7–9

Despite the major increase in the available computer
power which allows simulation of several hundred million
atoms, nonequilibrium molecular dynamics �NEMD� simula-
tions of shocked materials still represent a computationally
major undertaking. This is mainly due to the large system
sizes needed to achieve a steady shock front; additionally a
non-negligible part of the total simulation time is spent cal-
culating the trajectories of particles in the unshocked region.
Another NEMD method has been used in Ref. 10 where the
simulation box consists of a moving window which follows
the shock front. The method achieves an accurate description

of the shock induced effects provided steady shock waves
are obtained. Alternatively, to address the system size prob-
lem, several groups have attempted to construct a method
where equilibrium simulations are performed on bulk sys-
tems in the Hugoniot ensemble. Such a method allows usage
of much smaller systems to achieve results equivalent
to those obtained with NEMD. The first such method
�GNVHug� was proposed by Soulard11 and uses the Gauss
principle of least constraints to integrate the equations of
motions and constrain the system on the Hugoniot. This
method presents the double advantage of reaching equilib-
rium very rapidly �O�10−13�s� and guaranteeing that the sys-
tem obeys the Hugoniot relations at all times. The method
was applied to the simulation of shocked liquid argon and
nitromethane11,12 and has shown good agreement with
NEMD simulations. An alternative approach was proposed
by Maillet et al.13 which uses a Nosé-Hoover-like method to
couple the system, instantaneously, uniaxially, and homoge-
neously compressed to the shock density, with a thermostat
to achieve the final Hugoniot state. Applied to the shock
deformation of Lennard-Jones crystals along the �100� direc-
tion, the method has shown to reproduce both the Hugoniot
curve and the shock induced defect structure. This method
was later extended to ab initio molecular dynamics to obtain
the shock Hugoniot of tin up to 200 GPa.14 Answering the
criticism that the instantaneous compression of the system
can lead to unrealistically large temperatures and stresses,
Ravelo et al.15 improved the uniaxial Hugoniostat by adding
a strain-rate dynamical variable which acts as a piston. The
method allows gradual compression of the system to the
shock density and therefore a more natural evolution of both
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the temperature and stress. Applied to the calculations of the
Hugoniot of Lennard-Jones crystals equivalent to those per-
formed in Ref. 13, the method improves the agreement with
NEMD, especially for large compressions.

In this paper, we seek to model the shock induced struc-
tural changes in silicon dioxide at the atomic scale. To this
end, after validating that our model achieves an accurate de-
scription of the glassy state of silicon dioxide, we use NEMD
simulations to characterize precisely the structure induced by
a mechanical shock wave. We then apply the GNVHug
method and show this gives very good agreement with the
NEMD results. The remainder of this paper is organized as
follows. In Sec. II we present the potential used to describe
the interatomic interactions in silicon dioxide. In Sec. III, we
describe the methods and results obtained to create and ana-
lyze a bulk system of silicon dioxide in the glass phase in
order to check our potential leads to an appropriate structure
before shocking it. In Sec. IV, we turn on to the study of the
structural changes induced by the propagation of a mechani-
cal shock wave using NEMD simulations, while Sec. V con-
centrates on obtaining similar results with the Hugoniostat.
Section VI concludes this work with a discussion of the re-
sults drawn from this work and proposes some directions for
future developments.

II. THE INTERMOLECULAR POTENTIAL

Accurate description of silicate glass is not in principle an
easy task. Ideally the interatomic potential should include
Coulombic interactions, and an appropriate method to take
the long-range forces into account �e.g., Ewald summation�
and also include dynamic charges. Several intermolecular
potentials that successfully describe the behavior of silicon
dioxide in the glass phase have been built over the years.16

Among the most widely used, is the so-called BKS potential
developed by van Beest et al.17 and the three body potential
of Vashishta et al.18 which we will refer to as the VKRE
potential hereforth. We choose to use the BKS potential, as it
allows for faster simulation than the more complicated three-
body form of the VKRE potential while leading to similar
results; the three body information necessary to create the
tetrahedra network in silicon dioxide is not lost with the BKS
potential, but is implicitly present by the choice of the po-
tential parameters derived from the cluster model of van
Beest et al.17

The BKS potential is a two-body potential based on the
Buckingham potential with an added Coulombic term. The
potential describes the interaction between two atoms i and
j= �Si,O� separated by rij =rijr̂ij, the interatomic vector as
follows:

VBKS =
A0qiqj

rij
+ Aije

−Bijrij −
Cij

rij
6 , �1�

with A0=1/ �4��0�=2.307�10−28 J /m. Values for the
Aij ,Bij, and Cij parameters are taken from Ref. 17 and re-
called here in Table I.

Buckingham-like potentials have the unphysical property
of diverging to minus infinity at small interatomic distances

which can be disastrous at high temperatures where atoms
have the kinetic energy to overcome the potential barrier and
fuse together. Several methods have been employed to cor-
rect for this behavior. Vollamyr et al.19 replaces the BKS
potential with a harmonic form for rSiO

0 �1.1936 Å and rOO
0

�1.439 Å. Another method is that of Guissani and Guillot20

or Coluzzi and Verrocchio21 where 18–6 and 24–6 Lennard-
Jones potentials are, respectively, added to the BKS form.
Here we choose to follow the former method and replace the
BKS potential with a second order polynomial p�r� for
r�r0.

We also make the assumption that the structure of SiO2 is
essentially controlled by the interactions within the shell of
first neighbors and as a result we cut and shift the potential
for r�rc. This assumption comes from the argument that
since silicate glass is essentially a random continuous net-
work of SiO2 tetrahedra, controlling the shape of an indi-
vidual tetrahedra and its relative position with respect to its
first neighbors is sufficient to recover medium and long-
range order.

It should be noted that the effects on the structural and
dynamic properties of cutting the Coulombic part of the po-
tential are different than those described by Jund et al.22 Here
we simply cut and shift the potential for r�rc but keep all
contributions to the potential, including the Coulombic term,
below the cutoff distance which is 3.6 times greater than the
average Si-O distance. Jund et al., on the other hand, studied
the effect of gradually removing the Coulombic part of the
potential at all distances. A quantitative study on the effects
of the long range forces on the structure of silicate glasses is
under way and will be the subject of a future publication.23

In the light of the preliminary results obtained �not shown
here�, we are, however, confident that the long-range forces
effect is negligible in the structural properties of silicate
glass.

Preliminary results �not shown here� however, seem to
confirm our approximation for the structural properties.

The final form of the potential used here is expressed as
follows:

V = 	p�r� = aijr
2 + bijr + cij rij � rij

0

Vc
BKS rij

0 � rij � rc

0 rij � rc,

�2�

with

Vc
BKS = VBKS�r� − VBKS�rc� − �r − rc�

dVBKS�rc�
dr

,

the cut and shifted version of the potential. We set rc=6 Å,
rSiO

0 =1.5 Å, and rOO
0 =2.0 Å. The coefficients of p�r� are cal-

TABLE I. Numerical values of the BKS potential parameters as
given by van Beest et al. �Ref. 17�.

Aij �J� Bij �m−1� Cij �Jm6�

O-O 2.225�10−16 2.760�1010 2.804�10−77

Si-O 2.884�10−15 4.873�1010 2.139�10−77

Si-Si 0.0 0.0 0.0
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culated so that the zero, first, and second order derivatives of
Vc

BKS and p�r� are equal. The values used for the polynomial
coefficients are given in Table II. A graphical representation
of this potential is given in Fig. 1.

III. BULK BEHAVIOR OF SiO2

A. Sample preparation method

The structure of pure silica in the glass phase is that of a
disordered network of corner sharing tetrahedra where each
silicon is surrounded by four oxygens. The structure of vit-
reous silica is well known from experimental work.24–27 The
general method for creating a sample of glassy SiO2 for use
in molecular simulation involves gradual cooling of a liquid
phase past the liquid to glass transition point.18,28 The cool-
ing rate is an important parameter as it has been shown that
the resulting glass structure is heavily dependent on its cre-
ation history.19 Still, even the slowest cooling rates achiev-
able with today’s computers are several orders of magnitude
greater than the fastest cooled experimental glasses; as a re-
sult much higher glass transition temperatures are
expected.19,21,29 In this study, we have used a method analog
to that of Ref. 18 to create a system in the glass phase. The
method starts from a �-cristobalite crystal30 whose density is
set to 	=2.2 g/cm3, the typical density of glassy SiO2 �Ref.
31�. The initial system used here consists of N=1536 atoms
organized in 4�4�4 crystal cells along the x ,y, and z
directions. This initial configuration is melted at high tem-
perature �T=6�103 K� until all memory from the crystal
structure is lost. The fluid phase is then cooled down to T
=300 K using a series of 13 simulations grouped in sets of
three for thermalization, equilibration, and production. Each
simulation was 25 ps in length using a time step 
t=0.5

�10−15 s. During the equilibration and production simula-
tions, the temperature was kept constant while during the
thermalization simulation, the system was subjected to a
temperature gradient where the temperature of the heat bath
was decreased every hundred time steps.

B. Analysis

The structure of the glass thus created was assessed by
calculating short, medium, and long range structural proper-
ties. The long range structure of the glass is obtained through
calculation of the pair correlation function as shown in Fig.
2. Short to medium range order is obtained using bond-angle
distribution �BAD� �Fig. 3� and ring size analysis �Fig. 4�.
While we have calculated all six BADs, we restrict ourselves
to discussing only the OSiO, SiOSi, and SiSiSi angles distri-
bution �which we will refer to as �OSiO,�SiOSi, and �SiSiSi� as
these carry the most information about the structure of the
network but also because only �OSiO and �SiOSi are available
with experimental techniques. Comparison of the results ob-
tained here with those from both experimental and other
simulation studies shows good agreement.

Measurements of the g�r� first peak and the location of
the bond-length distribution main peak �not shown here�
shows that for the O-O, Si-O, and Si-Si pairs we obtain,
respectively, rOO=2.639 Å, rSiO=1.640 Å, and rSiSi
=3.067 Å. This compares well with the experimental values

TABLE II. Numerical values used for the coefficient of the
polynomial functions.

aij �J /m2� bij �J/m� cij �J�

O-O 1.510�102 −7.925�10−8 1.100�10−17

Si-O 3.413�102 −9.361�10−8 3.925�10−18

Si-Si 0.0 0.0 0.0

FIG. 1. Graphical representation of the inter-atomic potential.
The dashed lines represent the unphysical behavior at short inter-
atomic separations of the original BKS potential.

FIG. 2. Representation of the pair correlation functions for the
Si-Si�top�, Si-O�middle�, and O-O�bottom� pairs in the glass phase
at T=300 K.

FIG. 3. Bond angle distribution obtained for the Si-O-Si���,
O-Si-O���, and Si-Si-Si�•� angles from simulation of the bulk sys-
tem at both high �left� and low �right� temperatures.
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rOO=2.63 Å and rSiO=1.61 Å �Refs. 24 and 26� but also
with simulation data.18,29 Using the BKS potential, Yuan and
Cormack29 found rOO=2.621 Å, rSiO=1.615 Å, and rSiSi
=3.129 Å while Vashishta et al.18 obtained rOO=2.65 Å,
rSiO=1.62 Å, and rSiSi=3.05 Å using their three-body poten-
tial.

The structure of the tetrahedra is measured by the �OSiO
distribution. For a network of perfect tetrahedra, the ideal
�SiOSi is 109.47° close to the experimental value of 109.7°.32

Simulation data usually reproduce this property well with a
value of 108.6°.22,29 Similarly we obtain 108.9°.

Measurement of the �SiOSi distribution gives information
of the structure beyond the basic tetrahedral configuration.
While variations exist, experimental data24,33–35 suggest a
value of 144° for the �SiOSi distribution peak. Our value of
152° clearly overestimates this, but this seems to be a feature
intrinsic to the BKS potential, as the value of 152° and

150° were reported by other simulation studies.22,36,37 Ac-
cording to Ref. 36, this can be explained by the lack of
Si-O-Si interactions in the cluster model used to derive the
BKS potential. In Table III, we present a summary of the
above comparisons.

An alternative method to analyze medium range order is
the calculation of the n-sized rings distributions. This mea-
sures the topology of the SiO2 network over distances that
extend to several Si-O bond distances. Ring size statistics are
considered as the generally accepted measure of medium
range order in a random-continuous network such as those
formed by silicate glasses.38–41 This allows the identification
of topologically different structures. For instance, the ring
size distribution is similar for � and � cristobalite or � and �

quartz. The distributions however, differ between the two
crystal structures, quartz, and cristobalite showing, respec-
tively, single peaks at sizes 6 and 8.

In silicon dioxide glass, rings are closed paths where the
vertices and edges are, respectively, the Si atoms and the
Si-O-Si bonds. Measurement of the ring size distribution is
performed using the shortest path analysis42 which involves
identification of the shortest path linking each triplet of first
neighbors Si atoms. The number of triplets to consider is
related to the Si atom coordination; a four-coordinated Si
atom for instance belongs to six different rings. The diffi-
culty of the ring size analysis lies in defining a unique crite-
ria able to identify the primitive rings, i.e., those rings which
are not formed by the combination of smaller rings. It has
been shown that simply counting all rings up to a given size
leads to meaningless results.38,39,41 The number of rings in-
creasing monotonously with ring size as small rings are
counted several times as part of bigger rings. A correct ring
analysis must therefore identify exclusively primitive rings.

In this study we choose to use the criteria based on those
proposed by Franzblau43 and Marians and Hobbs44 for the
definition of a primitive ring.

The first step is to build the network connectivity. The
common approach to this is to count as a bond all distances
shorter than a given threshold. As we plan to study highly
densified shocked phases, this method can however, lead to
an unrealistically large number of bonds and therefore we
have chosen an alternative method.

A neighbor list is built for each atom to identify all Sii–Oj
bonds. Care must be taken that this method is reversible, i.e.,
the path Si1–O2–Si2 must exist both in the Si1 and Si2 neigh-
bor lists. A successful method to build those lists is to loop
over all Oi and find Sii,1 and Sii,2, the two closest Si neigh-
bors. Oi then registers itself in the neighbor list of Sii,1 and
Sii,2. Although this method assumes that each oxygen has a
twofold coordination, it can be shown that the connectivity
obtained with this method is consistent with the network
topology and allows to recover an accurate Si coordination.

The next step is to identify all candidate rings. This is
done by triple looping over all Sii atoms and all their first Si1
and Si2 neighbors. For each �Sii ,Si1� pair, we build a tree of
all successive neighbors of Si1 down to the eleventh level
and identify the position of Si2. The candidate rings are the
Sii-Si1-¯ -Si2 closed paths in the tree.

Each candidate ring is then tested against our shortest-
path criteria. This criteria follows the definition given by
Franzblau.43 A n-member ring is considered as primitive if

FIG. 4. Ring size distribution measured from the bulk simula-
tions at high �a� and low �b� temperatures. The points ��� represent
the results obtained by Rino and Ebbsjö �Ref. 45� at T=2500 K and
T=310 K using the VKRE potential.

TABLE III. Comparison of the structural properties of the sili-
cate glass obtained with this study and published simulation �Refs.
18, 29, and 36� and experimental �Refs. 24, 26, and 32� results.

rOO�Å� rSiO�Å� rSiSi�Å� �OSiO �SiOSi

This study 2.639 1.640 3.067 108.9° 152°

24 and 26 2.63 1.61 144°

32 109.47°

29 and 36 2.621 1.615 3.129 108.6° 152°

18 2.65 1.62 3.05
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by following the Si0 ,Si1 , . . . ,Sii , . . . ,Sin atoms which form
the ring, the Si0–Sii distance sequence is unimodal. This
criteria allows one to remove all rings whose shape is not
convex such as eight-shaped or tennis racket-shaped rings.
The shortest ring isolated as such is counted in the statistics.

The method has been tested against both � and
�-cristobalite crystals and leads to a distribution with only
six-membered rings. Figure 4 shows the ring size distribution
obtained from the bulk simulations at both high and low
temperatures along with a comparison with the results ob-
tained by Rino and Ebbsjö45 using the VKRE model. Unfor-
tunately they did not provide any details regarding the
shortest-path criteria used in their study. Save for a discrep-
ancy for eight-membered rings at high temperature, Fig. 4
shows good agreement between the two studies.

IV. SiO2 UNDER SHOCK CONDITIONS

A. Method

The analysis of shock-induced structural changes have
been investigated using a nonequilibrium molecular dynam-
ics method. The initial system of size N=30�103 atoms
consisted of 50�5�5 �-cristobalite cells along the x ,y, and
z directions. Periodic-boundary conditions were applied
along the y and z axes while free surfaces were used along x.
The method described in the previous section was applied to
this initial configuration to obtain a glass phase. All shock
simulation started from a well equilibrated glass system at
T=300 K.

At t= t0, the system was hit by two pistons represented by
�y ,z� planes of infinite mass on the left- and right-hand sur-
faces. The left piston has a velocity u�0 along positive x
while the piston on the right-hand side had a zero velocity.
Displacement of the left-hand side piston induced the propa-
gation of a mechanical shock wave through the sample
whose velocity D is a function of u and of the equation of
state of the system. The shock wave divides the system in
two parts: the nonshocked region, which is located down-
stream of the shock wave, is referred by the subscript 0 while
the shocked region, located upstream of the shock wave, is
referred by the subscript 1. The aim here is to analyze the
shock-induced structural changes in the shocked region.

B. Analysis

Analysis of the shocked region is performed using a mov-
ing analysis window whose size and position changes with
time so as to match that of region 1. The dimensions of this
window are calculated using the profile of particle velocity
along x, the shock propagation direction. The shock front is
located using the point of maximum inflexion on the profile.
The shocked and nonshocked regions are located, respec-
tively, up and downstream of this point and separated by a
transition region where the system undergoes the near-
instantaneous transition from unshocked to shocked states.
This transition region is identified using a numerical algo-
rithm that analyzes local variations in the profile and ex-
cluded from the analysis window. The thermodynamic, struc-

tural, and topological properties are then computed
independently in each region.

Measurement of the shock front position as a function of
time and for each piston velocity allows one to measure D�u�
as shown on Fig. 5. In the plastic regime, the curve obtained
here is very similar to that of Ref. 6. For D�1 Km/s the
system undergoes a transformation from an elastic to plastic
regime where u is a linear function of D. In the latter regime,
we observe shock-induced structural changes and a perma-
nent densification of the system. Additionally, our curve
compares well with the experimental data obtained by Sug-
iura et al.46 using a flier plate experiment.

We, however, note a difference between our data and
those of Ref. 6 in the elastic regime. This is a consequence of
our analysis algorithm which uses the velocity profile to lo-
cate the shock front position. In the elastic regime, the small
changes induced to the velocity profile lead to a very noisy
measurement of the shock front position as a function of
time; hence the difference in the shock velocity. This behav-
ior disappeared however, as the plastic regime, which is of
interest here, is entered.

Figure 6 shows the shock-induced modifications of the
bond-angle distributions. Upon increasing the shock velocity,
the distributions gradually change from that of an unshocked
material to that of a heavily shocked material. For the �OSiO
distribution, this involves displacement of the main peak to
lower angles, indicating a reduction of the average tetrahedra
size which is compatible with the shock-induced densifica-
tion. The stronger the shock, the more dense the phase and
therefore the smaller the average tetrahedra. This is consis-
tent with experimental observation of the variation of �OSiO
under pressure.47,48

Variations of the �SiOSi distribution obeys the same rule,
stronger shock waves induce smaller angles which corre-
sponds to a denser phase. We however, note the creation of a
local maxima at �SiOSi=105.30° for intermediate shock
strengths. Again, the same phenomenon has been observed
experimentally.49,50 The �SiSiSi distributions of the unshocked
material shows two peaks at �SiSiSi

1 =60.30° and �SiSiSi
2

=103.50° with a much higher probability for �SiSiSi
2

��SiSiSi
2 /�SiSiSi

1 =12.03�. In the shocked materials, while the
positions of the peaks shift only slightly to lower and greater
angles for, respectively, �SiSiSi

1 and �SiSiSi
2 , their ratios near

FIG. 5. Evolution of the shock velocity �D� as a function of
piston velocity �u� as obtained from the nonequilibrium shock
simulations. The dotted line represents the linear fit of the simula-
tion data. Experimental data are taken from Ref. 46.
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one for the fastest shock velocities used here. The shift of the
�SiSiSi

1 peak to lower angles is understandable from the den-
sification of the materials, which induces the intertetrahedra
angle to decrease. The shift of the �SiSiSi

2 peak to higher
angles is however, counterintuitive as this corresponds to an
opening of the intertetrahedra angle, which is not a priori
compatible with the phase densification. In terms of the sys-
tem’s topology, the shifts to lower angles of the �SiOSi

1 and
�SiSiSi

1 distribution peaks suggests an increase of small ring
while the shift of �SiSiSi

2 to higher angles also suggests an
increase in the proportion of large rings.

The inserts of Fig. 6 compare the distributions obtained
for the fastest shock velocity used here with those obtained
from bulk simulations at a temperature equal to that found in

the shocked region. This shows that the structure of the
shocked state is much different than that of a high tempera-
ture system. The modifications observed here are therefore
induced by the propagation of the shock wave and not
merely the consequence of the associated temperature in-
crease. The �OSiO distribution suggests a reduction of the
average tetrahedra size whereas the modifications of the
�SiOSi and �SiSiSi distributions suggest an increase in the pro-
portion of both small and large rings.

In order to further assess the medium-range structure
modification induced by the shock wave, we compare the
ring size histograms in the shocked and unshocked regions.
In agreement with the results of Ref. 5, Fig. 7�a� confirms the
results suggested by the bond-angle distributions. As the
shock velocity increases, the ring size distribution in the
shocked regions flattens out suggesting a structural reorgani-
zation which translates into an increase of both small �3–4�
and large �7–10� rings. Observation of the ratio of the rings
size proportion in the shocked region to that in the un-
shocked region shows that the relative increase is similar for
both sizes. While the increase in the proportion of small
rings is easily understandable considering the shock induced
densification of the material, the increase of the large ring is
less so. One would assume that reducing the average ring
size and the average �SiOSi would favor small rings only. The
increase in the proportion of large ring can be related to the
�SiSiSi distribution. This indicates that the system favors two
configurations with an intertetrahedra angle of about 60° and
100°. The low angle peak accounts for the small rings while

FIG. 6. Shock-induced modifications of the �OSiO �a�, �SiOSi�b�,
and �SiSiSi �c� bond angle distributions. In the main graphs the
dashed curves represent the distributions of the unshocked materials
and the bold line the distributions for the highest shock velocities
�vp=4.5 Km/s�. The solid lines represent the distributions for vp

=1,2 ,3.5,4 ,4.5 Km/s. The insert shows a comparison between the
high shock velocity distribution �bold line� and those obtained from
an unshocked bulk system with similar temperature �T=2000 K�.

FIG. 7. Ring size distribution in the shocked materials. Subfig-
ure �a� compares the distribution in the unshocked region with those
in the shocked region with slow and fast piston velocity. Subfigure
�b� represents the ring size proportion in the shocked region for
different u divided by the proportion in the unshocked region.
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the high angle peak accounts for large rings. Experimentally,
it has been shown that the presence of three and four mem-
bered Si rings in silicate glass can be associated to the so-
called D2 and D1 peaks respectively, in Raman spectra.51 The
shock induced intensity increase of the D2 and D1 peaks in
the Raman spectra of Okuno et al.50 thus confirms our simu-
lation data. Unfortunately, a similar connection cannot be
made for large rings as they cannot be precisely isolated
experimentally.

V. MODELING SiO2 USING THE HUGONIOSTAT

A. Method

As an alternative method to nonequilibrium molecular dy-
namics which involves the simulation of large systems, we
seek here to simulate the shock induced structural changes
using bulk simulations in the Hugoniot ensemble. The ad-
vantage of using such a method is that it requires fewer at-
oms �O�103�� which allows one to run much longer simula-
tions and achieve better statistics in shorter simulation times.
Here we use the GNVHug Hugoniostat of Soulard11 as it
allows to reach equilibrium very quickly and obeys the
Hugoniot relations at all times. The method has been applied
successfully to the computation of the Hugoniot in the solid
and liquid phases; the behavior of the method in the glassy
state remains unknown, however. According to its original
phase, a material uses very different thermodynamic paths in
the near-instantaneous transition to the shocked state and
therefore successful application of the GNVHug method in
one phase does not translate to another. We therefore also
aim to clarify the issue of the applicability of the GNVHug
method to glassy phases.

The GNVHug has been described in detail in previous
publications.11,12 We recall here the general idea.

A cubic system whose size L and volume V are allowed to
vary with time is considered with three-dimensional periodic
boundary conditions applied. The system consists of N atoms
i with individual masses mi, and Ep, and Ek the total potential
and kinetic energies. Using the Gauss principle,52–54 the time
evolution of the system is such that

1

2�
i=1

N �mi
 f i

mi
−

d2ri

dt2 �2� �3�

with f i=−�Ep /�ri, is minimum at all times.
Given a volume V, the system is constrained on the ther-

modynamic hypersurface H�E , P� which corresponds to a
Hugoniot state at thermodynamic equilibrium:

H = E −
1

2
P�V0 − V� = E0 +

1

2
P0�V0 − V� �4�

with P0, E0, and V0 the initial pressure, energy, and volume
and P and E the pressure and the energy behind the shock.
The pressure is defined using the virial expression:

P =
NkBT

V
+




3V
, �5�

where 
 is the virial and kB the Boltzmann constant.

Since V is taken to be constant �i.e., dV
dt =0� we get:

dE

dt
−

1

2

dP

dt
�V0 − V� = 0. �6�

Combining Eqs. �3� and �6� via a Lagrange multiplier �,
the following equation of motions is obtained:

d2ri

dt2 =
f i

mi
− �

dri

dt
, �7�

� =
V − V0

4V − V0

1
2

d


dt
+ �i

N
f i

dri

dt

2Ek
. �8�

The first stage of the Hugoniot calculation involves the
determination of P0 and E0 by means of standard molecular
dynamics simulations in the canonical ensemble. The GN-
VHug algorithm is then started by scaling the system to a
chosen volume V. The initial positions of atoms are deduced
from the initial structure and the appropriate scale factor
�V /V0��1/3�. Knowing the virial and the potential energy, the
relevant kinetic energy is calculated so as to satisfy Eq. �4�.
If a negative value is obtained, the system is relaxed for a
few hundred time steps until the kinetic energy becomes
positive.

B. Results

In order to test the GNVHug method, a glass system was
prepared using the method described in Sec. III. The initial
configuration was a �-cristobalite crystal of N=1536 atoms
�4�4�4 crystal cells� with three-dimensional periodic

FIG. 8. Comparisons of the thermodynamic properties obtained
with the NEMD ��� and Hugoniostat �•� methods.
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boundary conditions applied. All simulations in the Hugoniot
ensemble started from the same, well equilibrated glass sys-
tem. The pole parameters �E0 , P0 ,V0� which are required as
input parameters for the simulations were averaged over the
last production simulation of the glass preparation procedure.
Shock densities in the range 	1� �3:5�g/cm3 were used.

The first comparison between the NEMD and GNVHug
methods involves the calculation of the shock wave velocity
as a function of piston velocity �D�u�� and the calculation of
the Hugoniot equation of state �P1�	1��. Direct comparison
between the two methods is, however, not possible as some
parameters of one method �e.g., D� are not directly acces-
sible in the second. We therefore make use of the Hugoniot
relations to be able to compare the results obtained from the
two methods. From the fundamental Hugoniot relations55

one can derive:

	1 = �	0D�/�D − u� , �9�

P1 = 	0Du + P0, �10�

D = 	0
−1��P1 − P0�/�	0

−1 − 	1
−1� , �11�

u = ��P1 − P0��	0
−1 − 	1

−1� . �12�

Using Eqs. �9�–�12�, Fig. 8 shows the comparison of D�u�
and P1�	1� obtained using the two methods. This shows that
the thermodynamic quantities are in very close agreement in
the plastic regime. The elastic regime is in principle also
available to the Hugoniot method as it obeys the Hugoniot
relations. However, for small density increments, the shock-
induced effects are reversible and the shocked state differs
little from the unshocked state; hence H
0. Constraining
the system to �H

�t =0 is therefore a numerically challenging
task which explains why the method fails to match the
NEMD results in the elastic regime. This does not question
the efficiency of the method, but is merely a numerical flaw
of the glassy systems used. Additionally, as an amorphous
glassy phase is studied here, it is assumed that anisotropic
effects are negligible and therefore we have only computed
the pressure and not the shear stress as the approximation of
isostatic should hold.

Figures 9 and 10 show the comparison of the structural
properties between the NEMD and Hugoniot methods. Using

FIG. 9. Comparison of the bond angle distributions measured using the NEMD and the Hugoniostat method for several equivalent
densities and shock velocities in the plastic regime. The points represent the Hugoniostat results while the lines and histograms show the
shock data.
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the results of Fig. 8, the following parameters are taken to
lead to equivalent conditions:

�A�:	 = 3.6 g/cm3 ↔ vp = 2 Km/s,

�B�:	 = 4.1 g/cm3 ↔ vp = 3 Km/s,

�C�:	 = 4.6 g/cm3 ↔ vp = 4 Km/s,

�D�:	 = 4.8 g/cm3 ↔ vp = 5 Km/s.

Computation of both the bond-angle distributions and the
ring-size distributions show very close agreement in the
structures obtained with the equilibrium and nonequilibrium
simulations. For simulation equivalents to piston velocities
greater than 3 Km/s, the two sets of results become virtually
indistinguishable. This shows that past the plastic regime
limit, the shock-induced structural properties are available
using the equilibrium method.

The main advantage of using the GNVHug method here
lies in the speed with which the results were obtained. Start-
ing from a �-cristobalite crystal, the creation of the �large�
glass sample and the shock simulations required more than a
month of computation using parallel simulations with six

processors. Using the same resources and single processor
calculations, the Hugoniostat method required a mere week
of simulation to recover the same results. Besides the clear
financial advantage of using short simulations, this opens up
the prospect of using more realistic methods and potentials.
The small system sizes and three-dimensional periodicity as-
sociated with the GNVHug method make usage of long-
range Coulombic interactions with dynamic charges and
many-body potentials a standard exercise. Application of a
similar method with direct shock propagation, while pos-
sible, is much more complicated. The system size and com-
plicated boundaries require more complicated techniques for
treatment of the long-range forces �i.e., fast multipole
method� in addition to large computational overheads.

VI. CONCLUSION

In this paper we have used atomistic simulations to model
the shock-induced structural changes in silicate glass. Our
model is a modified version of the BKS potential where the
long-range part of the interaction is cut and shifted, based on
the assumption that the glass structure is mainly dictated
through interactions within the first neighbor shell. We show
that the glass produced with this potential is structurally

FIG. 10. Comparison of the ring-size distributions measured using the NEMD and the Hugoniostat method for several equivalent
densities and shock velocities in the plastic regime. The points represent the Hugoniostat results while the lines and histograms show the
shock data.
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equivalent to those generated using the BKS potential with
long range interaction and the three-body VKRE potential. In
addition, our structural parameters are consistent with those
found in experimental studies. This therefore suggests the
validity of the assumption made here. The short range inter-
actions are responsible for the average tetrahedra size and
shape as well as their relative positions. The glass being a
continuous random network of connected tetrahedra, the
long range order is controlled by the cumulative effects of
setting the individual tetrahedra structure and their relative
positions with respect to their immediate neighbors.

We have subsequently used nonequilibrium molecular dy-
namics to propagate mechanical shock waves through our
glassy system. Comparison of the structures measured in the
shocked and unshocked regions reveal that, above the plastic
regime limit, the shock wave induces profound and irrevers-
ible structural changes. These are manifested by the reduc-
tion in the average tetrahedra size associated with the mate-
rial densification. The relative positions of the tetrahedra is
distributed with equal probabilities among two configura-
tions where the angle made by connected tetrahedra equals
60° or 103°. Analysis of the ring size distributions shows that
this is connected with an increase in the proportion of both
3–4 and 7–10 membered rings. Thus, in addition to the ma-
terial densification manifested by smaller tetrahedra and nar-
row intertetrahedra angles, the shock wave also stabilizes the

formation of large rings in the network created by wide in-
tertetrahedra angles.

We have then applied the GNVHug Hugoniostat method
to perform equilibrium bulk simulations of the shock-
induced structural changes. The method is shown to repro-
duce well the D�u� and P1�	1� curves in the plastic regime.
Analysis of the structures shows very good agreement with
those obtained using NEMD simulations; the correspondence
improving with increased shock wave velocities. As the
Hugoniostat method allows use of much smaller systems,
these results open up the prospect of achieving modeling of
the shock wave induced effects using complicated potentials
at a fraction of the cost required to run large scale shock
simulations.

This will form the basis of future work where the Hugo-
niostat method will be used to explore more complicated
potentials including long-range forces and dynamics charges
but also more complicated setups in an attempt to obtain a
more realistic model of the mechanisms underlying damage
of the optics by high-power lasers. Additionally, the results
obtained from the bulk simulation will be completed by a
more refined study to quantify the influence of long-range
forces on the structural properties of the glass comparing the
glass structure obtained with and without treatment of the
long range forces.
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