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The collective and single-particle dynamics in the intermetallic compound Fe3Si with the DO3 structure have
been investigated using first-principles density-functional calculations in combination with statistical mechan-
ics in the grand-canonical ensemble. The dispersion relations and the density of states of phonons have been
calculated using a direct force-constant approach based on analytic Hellmann-Feynman forces. The defect
formation parameters ��D and �VD describing the change in energy and volume on removing an atom from the
system �D=vacancy� or on substituting an atom by another atomic species �D=antistructure defect� have been
determined by total-energy calculations on large supercells. With this information, the grand-canonical poten-
tial is calculated as a function of the defect concentrations. Minimization of this potential with respect to the
defect concentrations, together with the Gibbs-Duhem relation and the condition of particle-number conserva-
tion at fixed composition, determines the effective defect formation enthalpies and volumes. Defect migration
enthalpies have been derived from transition states determined using the nudged-elastic-band method. All
calculations are based on large 128-atom supercells, as required by the long-range nature of interatomic forces
in intermetallic compounds. Phonon dispersion relations and defect formation enthalpies are in good agreement
with the available experimental data. The analysis of the defect formation and migration enthalpies explains the
pronounced asymmetry between Fe and Si diffusion characteristic of Fe3Si and leads to a convincing atomistic
scenario for the diffusion events.
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I. INTRODUCTION

The interest in iron-rich intermetallic compounds is based
on a wide range of potential applications including high-
temperature structural materials, functional materials for
magnetic applications, diffusion barriers, contacts, and inter-
connections in microelectronics.1 Fe aluminides and Fe sili-
cides are considered for structural applications because they
unite high strength with excellent corrosion resistance in oxi-
dizing and sulfiding environments.2,3 The Fe-rich compounds
Fe3Al and Fe3Si possess a very high magnetic susceptibility
which makes them useful as soft magnetic materials.
Fe3Si/Fe-Si multilayers have been investigated in
relation to possible applications in the field of giant
magnetoresistance.4,5 Very recently, there has been a strong
interest in Fe3Si films epitaxially grown on semiconducting
substrates �Si, GaAs� due to their potential application in
magnetoelectronic and spintronic devices—e.g., for spin in-
jection into semiconductors.6–8

Both Fe3Al and Fe3Si crystallize over a wide composition
range in the DO3 structure �BiF3-type, Pearson symbol
cF16�.9–11 Fe3Al is formed on cooling by ordering reactions
from a disordered body-centred cubic solid solution �A2
phase�, first into a phase with the B2 �CsCl-type� structure
and then below 550 °C into the DO3 structure illustrated in
Fig. 1. Fe atoms occupy the � and � sublattices, Al atoms the
� sublattice. Stoichiometric Fe3Si exhibits DO3 order up to
its incongruent melting point at 1220 °C. The phase field of
DO3-type Fe1−xSix alloys extends over the composition range
0.15�x�0.25. Alloys with x�0.23 undergo a DO3-B2
transformation at elevated temperatures; the transition tem-
perature decreases from about 1200 °C for the nearly sto-
ichiometric alloys to 800 °C at x=0.15. The remarkable dif-
ference in the transition temperatures for the order-disorder

transition indicates a much stronger bonding between unlike
atoms in Fe3Si than in Fe3Al. Both compounds order ferro-
magnetically at low temperatures; the Curie temperature de-
creases with decreasing Fe content, reaching a value of Tc
�450 K at the stoichiometric composition.9–11

The formation of the ordered DO3 phases and their physi-
cal properties at elevated temperatures depend very crucially
on the formation of thermal vacancies and their mobility.12–16

For this reason vacancy formation17,18 and in particular
diffusion19–33 in the DO3-type compounds Fe3Si, Fe3Al, and
Ni3Sb have been studied extensively using different experi-
mental techniques. In an attempt to explain the outstanding
diffusion behavior of these materials in terms of a “phonon-
enhanced diffusion” suggested by Petry et al.34 for the bcc
metals, phonon dispersion relations have been measured for
Fe3Si �Refs. 35 and 36�, Fe3Al �Ref. 37�, and Ni3Sb �Ref.
38�. The results of the experimental studies of diffusion dem-
onstrate a rather exceptional scenario for diffusion in
DO3-type Fe3Si: �i� Fe diffusion is a very fast process in the
intermetallic compounds with the DO3 structure; Fe self-

FIG. 1. The DO3 structure: �a� 16-atom cubic cell, �b� 4-atom
primitive cell.
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diffusion increases strongly in the sequence �-Fe-Fe3Al-
Fe3Si. Thermal vacancy concentrations increase in the same
sequence, as demonstrated by positron annihilation17,39 and
differential dilatometry experiments.40 �ii� In Fe3Si the diffu-
sion of the majority component �Fe� is orders of magnitude
faster than that of the minority component �Si�. This stands
in marked contrast to Fe3Al where the diffusion rates of both
components are comparable. �iii� Fe diffusion in Fe3Si is
strongly composition dependent; diffusion is fastest in the
nearly stoichiometric alloy. �iv� The diffusion asymmetry in
Fe3Si is considerably reduced above the DO3-B2 transition
temperature, whereas Fe diffusion in Fe3Al is only slightly
affected by the DO3-B2-A2 transitions. �v� There is a re-
markable difference between Fe diffusion in DO3-type Fe3Si
and in FeSi with the B20 structure: Fe diffusion is very fast
in Fe3Si and very slow in FeSi. �vi� No correlation between
the fast diffusion and soft phonon modes could be
detected,35,36 ruling out “phonon enhancement” as the driv-
ing mechanism of the fast diffusion. Migration enthalpies
estimated from the phonon densities of states �according to a
model proposed by Schober et al.41� are higher at each com-
position in the Fe-Si system than in the Fe-Al system. As the
activation enthalpy for diffusion is the sum of the vacancy
formation enthalpy and the migration enthalpy, the much
faster diffusion of Fe in Fe3Si than in Fe3Al can be under-
stood only in terms of a much lower vacancy formation en-
thalpy.

The straightforward interpretation of these results is that
fast Fe diffusion occurs via nearest-neighbor jumps mediated
by thermal vacancies which are present in high concentra-
tions on the Fe sublattice. However, little is known about the
diffusion of Si atoms. Given the DO3 structure, the slow Si
diffusion could be explained either by postulating that only
order-conserving jumps within the Si sublattice �i.e., over
larger than nearest-neighbor distances� occur or by diffusion
via antisite defects requiring a rather high formation energy.

A notable attempt to determine the effective formation
energies of vacancies and antistructure atoms in Fe3Si was
made by Fähnle and Schimmele42 using ab initio density-
functional calculations in combination with statistical me-
chanics, following earlier work on DO3-type Fe3Al and
Ni3Sb by the same group,43,44 and a similar investigation of
B2-FeAl �Ref. 45�, and B2-NiAl �Ref. 46�. The calculations
have been performed on supercells of rather modest size, but
in combination, these results still shed a very interesting light
on the order-disorder transitions and the diffusion properties
of the DO3-type compounds: �i� In Ni3Sb, the enthalpies of
formation for vacancies on the metal sublattices �� and ��
and for Ni-antisite defects on the � sublattice are very low
�0.2 to 0.4 eV�, but one order of magnitude higher for va-
cancies on Sb sites and for Sb-antisite atoms on � and �
sites. �ii� For Fe3Al, vacancy formation enthalpies are 1.25,
2.27, and 1.39 eV on the �, � and � sublattices. Fe-antisite
atoms on the � sublattice and Al-antisite defects on the �
sublattice have almost zero formation enthalpies, whereas
Al-antisite atoms on the � site require a high formation en-
thalpy of 1.82 eV. �iii� In Fe3Si vacancy formation enthalp-
ies are 1.14 and 1.52 eV on the Fe sublattice and 2.82 eV on
the Si sublattice, respectively. The formation of antisite-
defects requires a modest formation energy of 0.45 eV on the

Fe sublattices, but a large enthalpy of 2.85 eV on the Si
sublattice. These results rationalize many of the experimental
observations: �i� The dominant structural defects in these
compounds are Ni vacancies in Ni3Sb, but antisite defects in
both Fe3Al and Fe3Si. �ii� The vacancy concentration is
higher on the � than on the � sublattice and very low in
Ni3Sb and Fe3Si �but not in Fe3Al�. For both Fe3Si and Fe3Al
these results contradict the assumptions made in the interpre-
tation of quasielastic21 and static47 Mössbauer experiments,
postulating the absence of � vacancies in Fe3Si �Ref. 21� and
the presence of � vacancies in Fe3Al �Ref. 47�. The interpre-
tation of the diffusion data requires the further assumption
that the activation energies for diffusion are dominated by
the defect formation energies, while there are only smaller
differences in the migration energies for the various jump
processes. While the difference in the vacancy formation en-
thalpies is certainly large enough to explain the drastically
reduced diffusivity of the minority component in Ni3Sb and
in Fe3Si, it is much more difficult to decide on the relative
importance of �→� and �→� nearest-neighbor jumps and
of correlated diffusion events—this definitely requires an
analysis of the migration enthalpies as well.

This is precisely the aim of the present work, where we
report first-principles investigations of the collective and
single-particle dynamics in Fe3Si. We have performed a de-
tailed calculation of the phonon spectrum and of the defect
formation and migration enthalpies using advanced density-
functional methods. Due to the rather long-range nature of
the interatomic forces in intermetallic compounds, this is a
rather demanding task. The calculations of phonons, defects,
and diffusion energies have been performed on large 128-
atom supercells. Our paper is organized as follows: In Sec. II
we describe our computational method and we review results
on the structural, cohesive, electronic, and magnetic proper-
ties of Fe3Si in comparison to previous calculations and ex-
periments. Section III presents our results on the phonon
dispersion relations and density of states and an estimate of
the average migration energy derived from the vibrational
spectrum. Section IV summarizes our results on the defect
formation enthalpies; activation energies for various atomis-
tic diffusion processes are given in Sec. V. Our conclusions
are presented in Sec. VI.

II. COMPUTATIONAL DETAILS

Our calculations were carried out within the density func-
tional framework �DFT� using the Vienna ab initio simula-
tion package48,49 �VASP� implementing the projector-
augmented wave �PAW� method.50,51 The plane-wave basis
set contained components with energies up to 300 eV while
the Brillouin zone was sampled using Monkhorst-Pack
meshes of k points52 adapted to the size of the computational
cell as detailed below. The geometric relaxation was per-
formed with a quasi-Newton algorithm using the exact
Hellmann-Feynman forces, with a criterion for stopping the
structural optimization of 0.05 eV/Å. To speed up conver-
gence, we employed a Methfessel-Paxton smearing with a
width of 0.1 eV. Magnetism was fully taken into account
through a spin-polarized DFT approach. The spin interpola-
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tion formula of Vosko, Wilk, and Nusair, which is known to
give reasonable results, was used.53 Local magnetic moments
were calculated by integrating the magnetization densities
within atom-centered spheres with radii of 1.302 and
1.312 Å for Fe and Si, respectively. All these parameters
were carefully checked to give reasonably accurate results.

The influence of nonlocal corrections in the exchange-
correlation functional has been already largely investigated
in the literature. In particular, an earlier extensive study54 by
Moroni et al. using the same DFT code �but using ultrasoft
pseudopotentials instead of PAW’s� has demonstrated that
the use of the generalized gradient approximation �GGA� is
mandatory to describe correctly the stability of the bulk
phases, the lattice parameters, the cohesive energies, and the
magnetic properties of Fe-Si compounds. Here, the GGA
functional proposed by Perdew, Burke, and Ernzerhof55

�PBE� was employed. Using a sufficiently dense Monkhorst-
Pack grid of 12�12�12 for the primitive cubic cell of bulk
DO3 Fe3Si, the obtained lattice constant a=2.802 Å agrees
very well with the experimental value11 a=2.825 Å and is
similar to the value determined by Moroni et al. with the
GGA functional of Perdew and Wang56 �PW91�, aW
=2.815 Å. On the other hand, a too small lattice constant of
2.745 Å is found within the local density approximation
�LDA�. The magnetic moments obtained within the GGA,
�Fe�

=1.33�B, �Fe�
=2.56�B, and �Si�

=−0.11�B, are also in
good agreement with experimental estimations57 �Fe�

=1.35�B, �Fe�
=2.2�B–2.4�B, and �Si�

=−0.07�B. The dif-
ferent values of the magnetic moments on the Fe sites corre-
late with the local coordination: Fe atoms on � sites with a
larger magnetic moment have eight Fe nearest neighbors
�NN� and six Si as next-nearest neighbors �NNN�. Fe atoms
on � sites with a lower magnetic moment have a NN shell
with four Fe and four Si atoms. Hence the formation of a
high magnetic moment �which is even slightly increased
relative to pure Fe� is correlated to a high number of Fe
neighbors. The nonmagnetic solution is less stable by
0.26 eV/atom and exhibits a smaller lattice constant of
2.775 Å. For the magnetic properties we note again a good
agreement with the results of Moroni et al.54 and with the
linear-muffin-tin-orbital calculation of Kulikov et al.58 and
Kudrnovsky et al.59 Kulikov et al. also showed that the large
magnetic energy of the DO3 phase is essential for stabilizing
the ordered DO3 phase relative to the disordered B2 phase. In
the following, the results fully take magnetism into account.

The relaxed defect structures have been determined via a
conjugate-gradient algorithm,60 using analytic Hellmann-
Feynman forces on the atoms and stresses on the supercell.
Equilibrium is reached if the force on the atoms becomes
less than 0.05 eV/Å in each of the Cartesian directions. Dif-
fusion barriers are determined using the nudged-elastic-band
�NEB� method.61,62 In the NEB method a reaction coordinate
relating initial and final states is defined and a set of inter-
mediate states �images� is distributed along the reaction path.
The “images” are coupled by elastic forces to ensure conti-
nuity of the reaction path. Each intermediate state is fully
relaxed in the hyperspace perpendicular to the reaction coor-
dinate. The specific computational setup that we used to
compute the phonon dispersion curves and the effective de-

fect formation energies are discussed in the following corre-
sponding sections.

III. PHONON SPECTRUM

The phonon dispersion relation of DO3 Fe3Si alloy was
calculated using a direct ab initio approach.63 In this method,
the force constant matrix is derived in the harmonic approxi-
mation from the exact forces calculated via the Hellmann-
Feynman theorem in a reduced set of total-energy calcula-
tions where each of the inequivalent atoms is successively
displaced along each direction. Then the phonon dispersion
curve can be computed through the diagonalization of the
dynamical matrix for arbitrary k vector. Note that for k vec-
tors compatible with the periodic boundary conditions ap-
plied to the supercell, the phonon frequencies calculated via
this direct ab initio approach are identical with the results of
an exact frozen-phonon calculation. Compared to other
methods based on the linear response,64 the advantage of this
technique is that only a very small set of static calculations is
sufficient to determine the dynamical matrix for arbitrary k,
whereas the response calculation has to be repeated for every
new wave vector.

Due to the long range of the interaction, the force-
constant approach requires very large supercells. Our phonon
calculations are based on ab initio calculations using a large
128-atom cubic supercell constructed by repeating the cell of
Fig. 1�a� twice in the three directions. The resulting supercell
has a side of about 11.2 Å. A fine Monkhorst-Pack grid of
4�4�4 was employed to ensure high-precision total-energy
calculations. These parameters were checked to lead to well-
converged phonon dispersion curves.

As illustrated in Fig. 2, the obtained phonon frequencies
are in very good agreement with earlier results from inelastic
neutron scattering experiments35 at 20 °C. The accuracy of
the ab initio calculations is comparable to that of a 16-
parameter Born–von Karman fit used to analyze the experi-
mental data—this confirms the accuracy of the calculated
Hellmann-Feynman forces and lends credibility to the calcu-
lation of the defect formation and migration enthalpies. A
particular motivation of the experimental investigation of
phonon dispersion relations was to check whether the fast
diffusion in Fe3Si could eventually be explained by a
“phonon-enhanced” diffusion mechanism. The lowest pho-
non branches are the transverse acoustic �TA� branches,
reaching frequencies of about 4 THz at the Brillouin-zone
boundary. These frequencies are comparable to those of the
TA branches in crystalline Si. The dispersion relations of the
TA branches are essentially monotonous, except for a certain
flattening on approaching the X point, again similar as in Si.
The TA frequencies are relatively modest, indicating low-
potential-energy barriers for nearest-neighbor jumps, but
there is no indication for soft phonons eventually causing a
phonon enhancement of the diffusion rates like in the bcc
high-temperature phases of transition metals.

In a second step, the phonon density of states Z�	� was
determined from the dispersion curves shown in Fig. 2 by
integration over the Brillouin zone, using a fine 30�30
�30 grid. The result, shown in Fig. 2, shows that the phonon
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DOS has only a small weight at low frequencies. Compared
to the DOS derived from the Born–van Karman fit to the
inelastic neutron data, our ab initio calculations show a
slightly less pronounced peak at the zone-boundary frequen-
cies of the lowest acoustic modes, but the Debye temperature
we determined from the 	2 dependence of Z�	� at low fre-
quency, 	D=377 K, remains of the same order as the value
stemming from the experiments, 	D

expt=444 K.
The elastic constants C11, C12, and C44 can be derived

from the slopes of the phonon acoustic branches.65 For a
cubic structure we have seven equations to determine the
three independent elastic constants. We have checked that the
calculated elastic constants �Table I� are self-consistent, the
differences never exceeding 0.01 Mbar. For comparison we
have also calculated the elastic constants from the linear

stress-strain relations, using the least-squares extraction
method proposed by Le Page and Saxe �Ref. 66; see also
Jahnátek et al.67�. The accuracy of our calculations may be
further checked by comparing the bulk modulus Bphon
=2.18 Mbar derived from the slope of the dispersion rela-
tions of the acoustic phonons or from the stress-strain rela-
tion Bstress=2.24 Mbar with that derived from a homoge-
neous deformation �i.e., the second derivative of the total
energy as a function of volume�, Bdef =2.20 Mbar. Table I
compares our results with the available experimental data.
The comparison with experiment is not easy, since there are
significant differences between the different sets of experi-
mental values, in particular for the bulk modulus. The values
reported by Kötter et al. have been used by Randl et al. in
the Born–von Karman fit to the inelastic neutron data. Even

FIG. 2. �Color online� Phonon dispersion and phonon density of states �DOS� in DO3 Fe3Si alloy as obtained from our ab initio
calculations �solid lines� and from inelastic neutron scattering experiments �Ref. 35� at 20 °C �dots�. The fit in the DOS shows its 	2

dependence at low frequency.

TABLE I. Experimental and calculated elastic constants C and bulk modulus B of the Fe3Si DO3 crystal
�in Mbar�. B, C�, and CL are calculated according B= �C11+2C12� /3, C�= �C11−C12� /2, and CL= �C11+C12

+2C44� /2.

Results C11 C12 C44 B C� CL

From phononsa 3.08 1.73 1.32 2.18 0.68 3.73

From stress/straina 3.00 1.87 1.48 2.24 0.57 3.92

Kötter et al.b 2.19 1.43 1.37 1.68 0.38 3.18

Rausch et al.c 2.43 1.59 1.40 1.87 0.42 3.41

Drickamer et al.d 2.50

aPresent work.
bReference 68.
cReference 69.
dReference 70.
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if the agreement between theory and experiment might ap-
pear to be quite modest from a first look at the tabulated
elastic constants, the comparison of the full set of acoustic
dispersion relations shows that the agreement is still quite
reasonable.

From the phonon density of states �DOS� Z�	� the migra-
tion enthalpy HM can be estimated according the method
proposed by Schober et al.:41

HM
phon = 4
2a2��� Z�	�d	

M	2 �−1

, �1�

where a is the bcc lattice parameter, � is a structure-
dependent constant ��=0.0130 for bcc structure�, and M is
the atomic mass. This ansatz starts from the idea that
low-energy phonons contain information on the diffusion
mechanism: they determine the directions along which the
interatomic restoring forces are low. The model assumes that
the diffusion jump—i.e., the most anharmonic motion
imaginable—occurs in the direction of the weakest harmonic
restoring forces. In the bcc alkali metals, a low migration
energy has been shown to be associated with a low value of
the shear modulus C� and a low-lying acoustic branch in the
�110� direction. Strictly speaking, this formula is valid for
monoatomic structure only, but Randl et al. have argued that
this is a reasonable first approximation for DO3 alloys, be-
cause the acoustic low-frequency modes giving the largest
contribution to HM involve mostly displacements of the
heavy metal atoms.35 A generalization of the model to binary
intermetallics has been proposed by Kentzinger and
Schober72 for L12-ordered compounds; we will return to the
most important points later. The Schober model is based on
earlier ideas by Flynn71 who related the migration barrier to
the elastic constants,

HM
elast = �2C�0, �2�

where C is an average elastic constant for migration given by

15

2C
=

3

C11
+

1

C�
+

1

C44
. �3�

Here � is a dimensionless constant measuring the cutoff at
which the harmonic potential is evaluated, �2=0.067 for all
bcc metals.71 Following these expressions and taking for M
the average mass of the four atoms of the Fe3Si cell, we find
from the calculated phonon density of states an estimated
migration energy of HM

phon=0.50 eV which is very close to
that derived by Rand et al. from a Born–von Karman fit of
their inelastic neutron scattering experiments at 20 °C,
HM

phon=0.59 eV. Via the elastic constant approach, we calcu-
lated even slightly higher migration energies of HM

elast

=0.73 eV using the elastic constants measured by Kötter
et al. and an even higher value of HM

elast=1.08 eV using the
set of elastic constants derived from the ab initio–calculated
phonons. The migration enthalpies derived from the elastic
constant are consistently larger than those deduced from the
phonon spectra because this approach neglects the dispersion
of the harmonic modes. Not unexpectedly, the migration en-
ergies calculated for Fe3Si are of the same magnitude as
those calculated for bcc Fe �for which Flynn reports a value

of HM
elast=0.70 eV�. Kentzinger et al.37 and Randl et al.36

have compared the migration enthalpies derived from the
phonon spectra for pure Fe, FexAl1−x, and FexSi1−x. The con-
clusion was that the variation of HM is far too small to ex-
plain the observed increase in the self-diffusion rate in the
sequence Fe-Fe3Al-Fe3Si. Our results support the conclusion
that the fast Fe diffusion in Fe3Si cannot be attributed to the
collective dynamics of the crystal lattice.

IV. ATOMIC DEFECTS

The formation of atomic defects in DO3 Fe3Si alloy close
to the stoichiometry was studied within a mixed
formalism46,73 combining ab initio theory and statistical me-
chanics. We consider in this study only single atomic va-
cancy and antistructure defects D on the various sublattices
and do not take into account defect complexes. In the fol-
lowing, the notation V	 stands for a vacancy on the 	 sub-
lattice �	=�, �, or ��. Fe� represents a Fe antistructure atom
on the � sublattice, and Si	 corresponds to a Si antistructure
atom on the 	 sublattice �	=� or ��. The theoretical formal-
ism is first briefly described in Sec. IV A; then our results are
presented in Sec. IV B.

A. Statistical mechanics: Grand canonical formalism

Since most experiments involve conservation of matter
within the system under investigation, the defect formation
parameters �energy ED

f , volume �D
f , and entropy SD

f � related
to a defect D are generally defined for constant particle num-
ber. For example, in monoatomic crystals the formation en-
ergy of a vacancy, EV

f , can be easily defined as the sum of �i�
the energy cost ��V to remove an atom from an inner site
and bring it to infinite distance from the sample and �ii� the
energy gained by adding an atom to the system, which is
statistically equal to the cohesive energy �0 of the ideal sys-
tem. Similarly, the vacancy formation volume can be deter-
mined as �V

f =�VV+�0, where �VV is the volume change
induced by the relaxation of the crystal lattice around the
vacancy V and �0 the atomic volume in the ideal crystal.

In binary compounds such as FexSi1−x the situation is
much more complicated since different types of defects of
both atomic species have to be created simultaneously to
ensure a constant composition and coexist at concentrations
of the same order. Therefore, for binary systems it is not
meaningful to deal with the formation parameters related to
one given type of defect only, but instead one has to define a

set of effective defect parameters �hereafter noted ẼD, �̃D,

S̃D� depending on the concentration and of the formation
energy, volume and entropy parameters ��D, �VD, and sD of
all involved defects D.

For systems with small defect concentrations cD, Fähnle
and co-workers46,73 have developed a grand-canonical for-
malism for the calculation of the effective defect formation
parameters, in particular close to the stoichiometric compo-
sition. This approach is based on the minimization of the
grand-canonical potential with respect to the defect concen-
trations cD, while the conservation of particle numbers is
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ensured through the introduction of chemical potentials �Fe
and �Si.

As a result of the minimization of the grand potential,
complex expressions for cD as functions of temperature T,
pressure p, and alloy composition x are obtained. However,
if the T and p dependences of the chemical potentials,
�Fe�T , p ,x� and �Si�T , p ,x�, can be linearized, writing, for
instance, �Fe�T , p ,x�=�Fe

0 �x�+T�Fe
T �x�+ p�Fe

p �x� �a situation
which is generally the case under experimental conditions—
i.e., at low T and p�, one finds that the defect concentrations
cD can be approximated to high accuracy by

cD  eS̃De−�ẼD+p�̃D�/kBT, �4�

where the effective defect formation parameters ẼD and �̃D
are given by

ẼV�
= ��V�

+ �Fe
0 ,

ẼV�
= ��V�

+ �Fe
0 ,

ẼV�
= ��V�

+ �Si
0 ,

ẼSi�
= ��Si�

+ �Fe
0 − �Si

0 ,

ẼSi�
= ��Si�

+ �Fe
0 − �Si

0 ,

ẼFe�
= ��Fe�

+ �Si
0 − �Fe

0 ,

�̃V�
= �VV�

+ �Fe
p ,

�̃V�
= �VV�

+ �Fe
p ,

�̃V�
= �VV�

+ �Si
p ,

�̃Si�
= �VSi�

+ �Fe
p − �Si

p ,

�̃Si�
= �VSi�

+ �Fe
p − �Si

p ,

�̃Fe�
= �VFe�

+ �Si
p − �Fe

p . �5�

Similar relations hold for the defect formation entropy S̃D.
However, in the cases considered below where an analytical
resolution is possible, the equations to be solved are linear in
the chemical potentials and in the defect formation param-
eters ��D, �VD, and sD. Therefore, the effective formation

energies, volumes, and entropies ẼD, �̃D, and S̃D contain
only the defect energy, volume, and entropy parameters, re-
spectively. As a consequence, in this study we will neglect all
entropy effects �otherwise very costly to calculate in an ab
initio framework� since they affect only the prefactor of the
concentrations cD and, in the general case, only to a very
limited extent the effective formation energies and

volumes.74 Note that of course absolute values of cD cannot
be determined when using this approximation.

The energy and volume formation parameters ��D and
�VD are assumed to be temperature and pressure indepen-
dent. They are calculated at T=0 and p=0 within our ab
initio framework as the changes in the total energy and vol-
ume of a large supercell, induced by removing an atom from
the system �in the case of a vacancy� or by substituting an
atom in its own sublattice by an atom of the other species �in
the case of an antistructure defect�. Note that the atoms are
completely removed from the system and are not subse-
quently inserted at any lattice site. The ��D thus represent
grand-canonical defect excitation energies.

The contributions coming from the chemical potentials

�Fe and �Si entering the expressions of ẼD and �̃D in Eqs.
�5� are determined by two remaining conditions: the first one
is the Gibbs-Duhem equation which at low defect concentra-
tions simply states that

4��0 + p�0 − Ts0� = 3�Fe�T,p,x� + �Si�T,p,x� , �6�

where �0, �0, and s0 are respectively defined as the cohesive
energy per atom, the atomic volume, and the entropy per
atom in the perfect crystal. In the limit T=0, p=0 this yields

4�0 = 3�Fe
0 �x� + �Si

0 �x� ,

4�0 = 3�Fe
p �x� + �Si

p �x� . �7�

Further, one imposes the condition that the numbers of Fe
and Si atoms are conserved—i.e., that the composition of the
FexSi1−x alloy remains unchanged:

x

1 − x
=

x − cV�
− cV�

− cSi�
− cSi�

+ cFe�

1 − x − cV�
− cFe�

+ cSi�
+ cSi�

. �8�

The solution of this coupled set of equations can be per-
formed either numerically for any �T , p ,x� conditions or ana-
lytically by introducing some simplifying assumption—for
instance, that some types of defects occur at much higher
concentrations than others. For example, if one assumes that
the dominant structural defects in the stoichiometric Fe3Si
alloy are �as we will confirm in the next section� the Fe-
antistructure defect on the � sublattice and the Si-
antistructure defect on the � sublattice, one can neglect in
Eq. �8� the concentrations of the other defects and simply
rewrite it as cFe�

=cSi�
. Using Eqs. �5� and �7� this leads to

the following simple analytical expressions for the effective
formation energies and volumes:

ẼSi�
= ẼFe�

= 1/2���Si�
+ ��Fe�

� ,

ẼSi�
= ��Si�

+ 1/2���Fe�
− ��Si�

� ,

ẼV�
= �0 + ��V�

+ 1/8���Fe�
− ��Si�

� ,

ẼV�
= �0 + ��V�

+ 1/8���Fe�
− ��Si�

� ,

ẼV�
= �0 + ��V�

+ 3/8���Si�
− ��Fe�

� ,
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�̃Si�
= �̃Fe�

= 1/2��VSi�
+ �VFe�

� ,

�̃Si�
= �VSi�

+ 1/2��VFe�
− �VSi�

� ,

�̃V�
= �0 + �VV�

+ 1/8��VFe�
− �VSi�

� ,

�̃V�
= �0 + �VV�

+ 1/8��VFe�
− �VSi�

� ,

�̃V�
= �0 + �VV�

+ 3/8��VSi�
− �VFe�

� . �9�

Obviously these expressions show that in contrast to mono-
atomic systems, here the effective formation parameters de-
pend on the properties of all possible defects. They allow one
to understand the influence of the condition of a fixed com-
position and of the basic assumptions on the nature of the
dominant defect species on the effective formation energies
and volumes of the other defects. For instance, the condition

ẼSi�
= ẼFe�

states that Si�- and Fe�-antistructure defects must
be simultaneously generated in order to keep the composi-
tion constant. As a consequence, to calculate the effective
formation energy of a Si�-antistructure defect at fixed sto-
ichiometry, one must add to ��Si�

half of the difference in
the formation energies of Fe�- and Si�-antistructure defects,
because the formation of a Si�-antisite atom requires either
the simultaneous formation of a Fe�-antistructure defect or
the transformation of a Si� into a Si� defect. The remaining
relations in Eqs. �9� can be interpreted in the same way.

We have performed also a full numerical solution of the
equations determining the effective defects formation param-
eters. The comparison of these results with those obtained
from the analytic expressions shows excellent agreement up
to the melting temperature.

Analytical expressions can also be derived for small de-
viations from stoichiometry if one assumes the existence of a
dominant structural defect—i.e., a defect that exists also at
low T—while the concentrations of all other, thermal, defects
become negligible. For example, for FexSi1−x with x�0.75,
one can assume �as confirmed by the results of our ab initio
calculations described in the following section� that the
dominant structural defect is the Si-antistructure defect on
the � sublattice, due to its low formation energy in the sto-
ichiometric compound. Under this assumption Eq. �8� is sig-
nificantly simplified since we neglect all defect concentra-
tions but cSi�

. The same derivation as above then leads to the
following effective formation energies and volumes:

ẼSi�
= 0,

ẼFe�
= ��Fe�

+ ��Si�
,

ẼSi�
= ��Si�

− ��Si�
,

ẼV�
= �0 + ��V�

− 1/4��Si�
,

ẼV�
= �0 + ��V�

− 1/4��Si�
,

ẼV�
= �0 + ��V�

+ 3/4��Si�
,

�̃Si�
= 0,

�̃Fe�
= �VFe�

+ �VSi�
,

�̃Si�
= �VSi�

− �VSi�
,

�̃V�
= �0 + �VV�

− 1/4�VSi�
,

�̃V�
= �0 + �VV�

− 1/4�VSi�
,

�̃V�
= �0 + �VV�

+ 3/4�VSi�
. �10�

Similar expressions can be obtained for slightly Fe-rich al-
loys with x�0.75 using the same approach and the assump-
tion that the dominant structural defect is now the Fe-
antistructure defect on the � sublattice, as we show below.

B. Effective defect formation energies and volumes

To determine the defect formation energies and volumes
��D and �VD, we have performed calculations on large 128-
atom and small 32-atom supercells, performing a simulta-
neous relaxation of the volume of the supercell and of the
internal coordinates. These parameters determine the effec-

tive defect formation volumes and energies �̃D and ẼD at
fixed compositions. The influence of the relaxation on the
calculated effective defect formation energies in the stoichio-
metric compound is illustrated in Table II. The strongest ef-
fect comes from a relaxation of the internal coordinates at
fixed cell volume. For all vacancy formation energies, coor-
dinate relaxation results in a reduction by �0.3–0.4 eV. A
reduction by an even larger amount is predicted for the for-
mation of a Si-antisite defect on the � sublattice, while for a
Si-antisite defect on the � sublattice, the effect of atomic
relaxation around the defect is relatively modest. The defect
formation energy is lowest for an Fe-antisite defect on the �
sublattice and the Si-antisite defect on the � sublattice. In
this case, relaxation reduces the formation energy from
0.53 eV to 0.42 eV. In comparison, the effect of an addi-
tional relaxation of the supercell volume is rather modest; it
never exceeds 0.04 eV. This demonstrates that our supercells
are large enough so that the strain field has decayed at the
supercell boundary.

For the ideal stoichiometric compound we have calculated
the effective defect formation energies either under the as-
sumption that Fe-antistructure defects on the � sublattice and
Si-antistructure defects on the � sublattice dominate �i.e.,

ẼSi�
= ẼFe�

� ẼD for all other types of defects� or by allowing
all other defects to appear at concentrations determined by
the equilibrium conditions. Up to the highest temperatures of
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interest, both results are essentially indistinguishable. For the

Fe-enriched alloy, the constraint is ẼFe�
=0; for the Fe-

deficient alloy, ẼSi�
=0. The results for the effective defect

formation energies are compiled in Table III; the results for
the formation volumes are listed in Table IV. For all vacan-
cies, on both the Fe and Si sublattices, the effective forma-
tion volume is nearly equal to the average volume per atom.
Our result is in very good agreement with the experimental
estimate of Broska et al.75 who estimated a vacancy forma-
tion volume of 0.9�0 from the Doppler broadening of the
positron annihilation under pressure. However, our results
differ significantly from the calculations of Fähnle and
Schimmele42 who derived values of 0.8, 0.44, and 0.36 �in
units of �0� for vacancies on the �, �, and � sublattices from
their calculations on 32-atom supercells. We have repeated
our calculations for the smaller 32-atom cells, deriving effec-
tive formation volumes of 0.69, 0.63, and 0.68 in the same
units. This confirms that larger supercells are required to
achieve accurate results for the vacancy formation volumes.

Significant differences also exist for the effective vacancy
formation energies where our results for large supercells are
about 0.2–0.25 eV smaller than the earlier results of Fähnle
and Schimmele.42 Smaller differences of 0.05 eV exist for
the formation energies of antistructure defects. To elucidate
the reasons for these discrepancies we have repeated our cal-

culations for 32-atom supercells. While for antisite defects
we note almost perfect agreement between both sets of 32-
atom calculations, for vacancies our formation energies are
consistently lower by about 0.1 eV. The calculations of
Fähnle and Schimmele have been performed using the full-
potential-linearized augmented-plane-wave �FLAPW�
method and the same GGA functional and should, in prin-
ciple, lead to complete agreement with the present PAW cal-
culations. However, as no information on the computational
setup �cutoff energies, k-space grids, etc.� is given, the rea-
sons for the subsisting small differences are very difficult to
assess.

Comparison of the 128- and 32-atom calculations shows
that the larger supercells lead to consistently lower defect
formation energies. For the formation of Fe-antistructure de-
fects on the � sublattice and Si-antistructure defects on the �
sublattice the energy is reduced from 0.48 eV to 0.40 eV.
This leads to an even stronger dominance of antisite defects
in the stoichiometric compound, justifying the basic assump-
tion leading to the analytic solution of the statistical-
mechanical equations. The effective formation energies for
vacancies decrease with decreasing concentration of the spe-

cies: ẼV�
and ẼV�

decrease with decreasing Fe content, while

ẼV�
increases in the Fe-deficient alloy. For stoichiometric

Fe3Si Kümmerle et al.17 and Kerl et al.40 found effective

TABLE III. Defect formation energies ��D from the ab initio DFT calculations and effective defect

formation energies ẼD derived using the grand-canonical approach �all in eV� in FexSi1−x for vacancies on the
�, �, and � sublattices, for the Fe-antistructure atom on the � sublattice and for Si-antistructure atoms on the
� and � sublattices. Relaxation around the defects is fully taken into account. Results are given for 128- and
32-atom supercells �see text� with �0=−7.91 eV. For the sake of comparison, previous results from Fähnle et
al. obtained with a 32-atom supercell �Ref. 42� are also presented �in italics�.

Fe concentration xFe xFe�0.75 xFe=0.75 xFe�0.75

��D ẼD with ẼSi�
=0 ẼD with ẼSi�

= ẼFe�
ẼD with ẼFe�

=0

128 at. 32 at. 128 at. 32 at. Ref. 42 128 at. 32 at. Ref. 42 128 at. 32 at. Ref. 42

Si vacancy on � 9.05 9.13 2.82 3.04 2.52 2.68 2.22 2.32

Si antistructure on � 3.74 3.95 1.51 1.52 1.90 1.99 2.30 2.47

Fe vacancy on � 9.65 9.82 1.18 1.30 1.41 1.28 1.42 1.52 1.38 1.54 1.68

Fe vacancy on � 9.30 9.47 0.83 0.95 1.03 0.93 1.07 1.14 1.03 1.19 1.25

Si antistructure on � 2.24 2.43 0.00 0.00 0.00 0.40 0.48 0.45 0.80 0.95 0.90

Fe antistructure on � −1.44 −1.48 0.80 0.95 0.90 0.40 0.48 0.45 0.00 0.00 0.00

TABLE II. Influence of relaxation on the effective defect formation energies �in eV� in stoichiometric
Fe3Si for vacancies on the �, �, and � sublattices, for the Fe-antistructure atom on the � sublattice and for
Si-antistructure atoms on the � and � sublattices, as calculated with 128-atom supercells.

Relaxation None Fixed volume Full

Si vacancy on � 2.88 2.55 2.52

Si antistructure on � 2.36 1.89 1.90

Fe vacancy on � 1.72 1.30 1.28

Fe vacancy on � 1.26 0.97 0.93

Si antistructure on � 0.53 0.42 0.40

Fe antistructure on � 0.53 0.42 0.40
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vacancy formation energies of 1.05 eV and 0.74 eV from
positron annihilation Doppler broadening and lifetime ex-
periments. For slightly Fe-enriched samples formation ener-
gies ranging between 0.96 eV and 1.22 eV were derived
from absolute vacancy concentrations determined from si-
multaneous measurements of the relative changes of the
macroscopic dimensions of the sample and of the lattice
parameters40 and from positron annihilation.17 Both the ab-
solute values and the concentration dependence are in good
agreement with our results. The formation energy for Si va-
cancies on the � sublattice can only be estimated from tracer-
diffusion experiments on Ge serving as a substitute for Si.
Gude and Mehrer24 report very large activation energies of
3.25–3.6 eV for slightly Fe-enriched samples. Assuming that
the vacancy formation energy makes a major contribution to
the activation energy, this is in very good agreement with our
results.

Our calculations confirm that in Fe3Si vacancies are
formed predominantly on the Fe sublattices, with a some-
what lower vacancy concentration on the � than on the �
sublattice. However, the differences in the formation ener-
gies are not large enough to exclude the presence of thermal
vacancies on both metallic sublattices. The formation ener-
gies for antisite defects are substantially lower than the va-
cancy formation energies �with the exception of a Si anti-
structure atom on the � sublattice�. In stoichiometric Fe3Si,
the energy of formation for a Si antistructure atom is 0.4 eV
on the � site; the same energy is required for the formation
of an Fe�-antistructure atom. However, this result must be
considered in conjunction with the very high formation en-
ergy of a vacancy on the � sublattice.

With increasing Fe content the effective formation ener-
gies for vacancies on the � and � sublattices increase, ac-
companied by an increase of the effective formation energies
for Si-antistructure defects on � sites. The formation energies
for Si vacancies and Si�-antisite defects decrease, but remain
much higher than the formation energies for Fe vacancies.
For pure �-Fe, Domain and Becquart76 calculated �also using
VASP� an effective vacancy formation energy of 1.95 eV, to
compare with experimental values of 2.0 eV,77 1.9 eV,78 and
1.53 eV.79 Domain and Becquart derived an effective va-
cancy formation volume of 0.90�0, in good agreement with
an experimental value80 of 0.95�0.

V. DIFFUSION

To develop an atomistic scenario for diffusion, it is nec-
essary to determine the activation energies for the most im-
portant hopping processes. We first present the results of our
nudged-elastic-band calculations for the migration of iso-
lated vacancies in the stoichiometric compound. Both in the
stoichiometric and in the slightly Fe-or Si-enriched com-
pounds, antisite atoms are the dominant defect species.
Hence we must in addition consider vacancy diffusion pro-
cesses in the vicinity of antistructure defects.

A. Migration of isolated vacancies

Figure 3 shows a schematic energy profile for the diffu-
sion of a vacancy initially located on the � sublattice along
the �100� direction into a next-nearest-neighbor position or
along the �111� direction into a nearest-neighbor site. The
activation energies are the saddle-point energies determined
using the NEB method with a full structural relaxation of the
environment of the diffusing atom. For diffusion of the va-

TABLE IV. Defect formation volumes �VD from the ab initio DFT calculations and effective defect formation volumes �̃D derived using
the grand-canonical approach for FexSi1−x �in units of the atomic volume �0=11.00 Å3 in the perfect crystal�.

Fe concentration xFe xFe�0.75 xFe=0.75 xFe�0.75

�VD �̃D with �̃Si�
=0 �̃D with �̃Si�

=�̃Fe�
�̃D with �̃Fe�

=0

128 at. 32 at. 128 at. 32 at. Ref. 42 128 at. 32 at. Ref. 42 128 at. 32 at. Ref. 42

Si vacancy on � 0.15 −0.16 1.04 0.67 0.36 0.88 0.63 0.36 0.72 0.58 0.36

Si antistructure on � 0.22 0.03 0.36 0.25 0.58 0.31 0.79 0.37

Fe vacancy on � −0.08 −0.39 0.95 0.67 0.44 1.01 0.68 0.44 1.06 0.70 0.44

Fe vacancy on � −0.10 −0.38 0.93 0.68 0.8 0.99 0.69 0.8 1.04 0.71 0.8

Si antistructure on � −0.14 −0.22 0.00 0.00 0.22 0.06 0.43 0.12

Fe antistructure on � 0.57 0.34 0.43 0.12 0.22 0.06 0.00 0.00

FIG. 3. Diffusion of a Fe vacancy on the � sublattice in the ideal
stoichiometric alloy, along the two possible �100� �left� and �111�
�right� directions.
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cancy along the �111� direction the final location of the va-
cancy is on the � sublattice; i.e., this process is endothermic
with a heat of reaction of 0.35 eV, equal to the difference in
the effective vacancy formation energies on the two sublat-
tices �see Table III�. The activation energy for this process is
0.59 eV; for the inverse process it is only 0.24 eV. If the
vacancy jumps along the �100� direction, it remains on the �
sublattice. However, our calculations show that this process
is suppressed by a very high activation barrier of 2.42 eV.

If the vacancy is initially located on the � sublattice, a
jump along the �111� direction corresponds �see Fig. 4� just
to the inverse of the process described above; the process is
exothermic with an energy gain of 0.35 eV and has a very
low activation energy of 0.24 eV. If the vacancy moves
along the �100� direction, a Si vacancy on the � sublattice
and a Si-antisite defect on the � sublattice are created. This
process is strongly endothermic, with a heat of reaction of
formation of 1.64 eV, equal to the difference in the effective

formation energies of the isolated defects, ẼV�
+ ẼSi�

− ẼV�
=1.64 eV. This means that the interaction between vacancy
and antistructure defect is negligible even at these short dis-
tances. Even more important is the very high activation en-
ergy of 2.98 eV for this process. The conclusion is that dif-
fusion can occur only by nearest-neighbor jumps along the
�111� direction; next-nearest neighbor jumps along the �100�
directions are forbidden because of very high activation en-
ergies �although the jump distances differ only by 15%�.

Figure 5 shows the energy profile for a sequence of va-
cancy jumps along �111�. The activation energy for the first
move from the � to the � sublattice has an activation energy
of 0.59 eV; the second move to a crystallographically
equivalent � site is exothermic and has an even lower barrier
of only 0.24 eV. But the next vacancy jump along the same
direction would lead to the formation of a Si vacancy on the
� sublattice and a Si-antistructure defect on the � sublattice.
From the effective formation energies of the isolated defects

we estimate a heat of reaction of ẼV�
+ ẼSi�

− ẼV�
=3.49 eV.

Optimization of the structure of the vacancy-antistructure de-
fect pair leads to a slightly lower energy of 3.34 eV �see Fig.
5�. However, we find this defect complex to be highly un-
stable; there is no energy barrier preventing the Si atom from
jumping back to the � site.

Hence we find that in stoichiometric Fe3Si diffusion pro-
ceeds by the migration of vacancies on the Fe sublattices, the
formation of vacancies being disfavored by a very large va-
cancy formation energy. The dominant diffusion mechanism
is a nearest-neighbor jump along the �111� directions, with
very low migration energies: 0.24 eV for the jump of a va-
cancy from a � to an � site and 0.59 eV for a migration in
the opposite direction. Jumps along the �100� directions are
prohibited because they require very high activation ener-
gies. Jump processes leading to the formation of Si-
antistructure defects are blocked, because the simultaneous
formation of a vacancy on the Si sublattice leads to an un-
stable situation which requires a high activation energy.

Comparison of the vacancy migration energies derived
from the saddle-point energies with estimates based on the
phonon spectrum is complicated by the fact that the energies
of the lattice before and after the vacancy jump differ by a

bias �= ẼV�
− ẼV�

=0.35 eV. The generalization of the

FIG. 4. Diffusion of a Fe vacancy on the � sublattice in the ideal
stoichiometric alloy, along the two possible �100� �left� and �111�
�right� directions.

FIG. 5. Diffusion of a vacancy along the �111�
direction in the ideal stoichiometric alloy. The
dashed line indicates the pseudobarrier �3.34 eV�
defined as the energy difference between the re-
laxed structure with an � vacancy and the nonre-
laxed one with a � vacancy.
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Schober model to a binary intermetallic compound and to
jumps involving a change of the sublattice has been dis-
cussed by Kentzinger and Schober72 for L12-type com-
pounds. The present case is even simpler, because the jump
does not lead to the formation of an antistructure defect.
Furthermore, the path of minimal energy is straight by sym-
metry; the bias � is caused only by the different chemical
environment of an Fe atom on � and � sites. In this the
migration energy derived from the phonon approach �ne-
glecting the difference in the partial phonon DOS of Fe at-
oms on both sublattices� yields not the migration enthalpy
HM, but an activation energy Ea=HM − �

2 measured relative
to the average energy of the lattice with a vacancy on an �
and on a � site, which is the same for jumps in both direc-
tions. In our case, Ea=0.415 eV. This activation energy is
distinctly lower than the estimate from the phonon spectrum
or on the elastic properties. A low migration energy for
nearest-neighbor jumps along �111� would require, if
phonon-assisted, a soft acoustic mode in that direction which
does not exist in Fe3Si.

Our value for the migration energy can be compared with
the value of HM =0.65 eV for vacancy migration along �111�
in �-Fe from the ab initio calculations of Domain and
Becquart.76 In this case the barrier derived from supercell
�54-atom� calculations is in surprisingly good agreement
with the estimates derived from the elastic constants of the
phonon spectrum. Previous ab initio calculations of migra-
tion energies are very scarce. The comparison shows that the
faster diffusion of Fe in Fe3Si than in �-Fe is primarily due
to a reduction of the vacancy formation energy and further to
a lower vacancy migration energy.

B. Vacancy migration in the vicinity of an Fe-antisite defect

Figure 6 shows the potential-energy profile for the migra-
tion of a vacancy initially located on the � sublattice in the
presence of an Fe�-antistructure defect. Vacancy jumps on
the � sublattice, along the �100� direction, lead to a slight
reduction of the total energy �via a reduction of the repulsive

defect interactions�, but they are prohibited by a high activa-
tion energy of 2.2 eV �which is only slightly lower than for
the same process in the absence of the antistructure defect�.

By jumps along the �111� direction, the vacancy can
change sites either with the Fe-antisite atom �leading to the
formation of a vacancy on the � sublattice while all sites on
the metallic sublattices are now occupied� or with the neigh-
boring Fe� atom �resulting in the formation of a vacancy of
the � sublattice�. For the former process the energy change
estimated from the effective defect formation energies is
1.19 eV; here, we find that due to the reduction of the repul-
sive defect interaction in the final state, the reaction energy
for this process is reduced to 0.93 eV, with a substantial
barrier of 1.41 eV. For the second process, without the inter-
action between the defects, the reaction energy would be just
equal to the difference in the effective formation energies of
Fe vacancies on the � and � sublattices—i.e., 0.35 eV.
Again, the reduction of the repulsive defect interaction ener-
gies reduces the endothermicity to 0.05 eV and also lowers
the barrier for the V�→V� jump from 0.59 eV for an iso-
lated vacancy to 0.48 eV. On the other hand, this also means
that the barrier for the reverse process V�→V� is increased
from 0.26 eV to 0.43 eV if the vacancy approaches an Fe-
antistructure defect. Hence in the vicinity of an Fe-antisite
defect the chemical bias for vacancy jumps between the �
and � sublattices disappears almost completely.

C. Vacancy migration in the vicinity of a Si-antisite defect

Figure 7 shows the potential-energy profile for the migra-
tion of a vacancy initially located on the � sublattice and
with a Si�-antistructure defect in a nearest-neighbor position.
The presence of the Si-antisite defect lowers the activation
energy for vacancy migration on the � sublattice along the
�100� direction, as long as the vacancy remains at a nearest-
neighbor distance from the antisite defect. However, the ac-
tivation energy for this process remains very high, 1.84 eV.
Processes bringing the vacancy into larger distances from the
antisite defect are hardly affected.

FIG. 6. Diffusion of a Fe vacancy on the �
sublattice in vicinity to an Fe-antistructure atom
on the � sublattice �indicated by a letter A�, along
the two possible �100� and �111� directions. Thin
solid lines and values in italics correspond to the
barriers calculated for the ideal stoichiometric al-
loy �cf. Fig. 3�.
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Migration along the �111� direction transforms the V�

+Si� defect pair into a V�+Si� pair. From the effect defect
formation energies of isolated vacancies, the reaction energy
for this process is 1.86 eV. For the interacting defect com-
plex, this energy is lowered to 1.48 eV. This process has a
very late transition state with an activation energy of
1.54 eV. Altogether we find that the presence of a Si-
antistructure defect very efficiently blocks the migration of
vacancies in its immediate neighborhood.

VI. CONCLUSIONS AND OUTLOOK

We have presented a comprehensive investigation of de-
fect formation and of single-particle and collective dynamics
in the intermetallic compound Fe3Si, using ab initio DFT and
statistical mechanics in the grand-canonical ensemble. Our
parameter-free calculations of the phonon dispersion rela-
tions achieve excellent agreement with the results of inelastic
neutron scattering experiments, demonstrating the high accu-
racy of the interatomic forces derived from modern DFT
calculations based on gradient-corrected exchange-
correlation functionals. An important result is that our calcu-
lations confirm the absence of any anomalously soft phonon
modes which could support a phonon-assisted mechanism
for the fast self-diffusion in Fe3Si.

For the calculation of the effective defect formation ener-
gies and volumes we have used total-energy calculations on
large 128-atom supercells in combination with statistical me-
chanics in the grand-canonical ensemble, as described in the
work of Fähnle and co-workers.42,46,73 In agreement with ear-
lier results, we find that in the stoichiometric compound, the
dominant defect species with the lowest effective formation
energies of 0.4 eV are Fe-antisite atoms on the � sublattice
and Si-antisite atoms on the � sublattice. Vacancies on the
metallic sublattices have effective formation energies of

0.93 eV �� sites� and 1.28 eV �� sites�, respectively. Effec-
tive formation energies for Si vacancies and Si-antistructure
defects on the � sublattice are significantly higher. The for-
mation energies derived from our calculations on large su-
percells are significantly lower than earlier results derived
from smaller cells �we have checked the dependence on the
model size to confirm that the reduction is really a size ef-
fect�. Similarly, we have found that the use of a larger super-
cell leads to larger effective formation volumes. For both
formation volumes and energies we find very good agree-
ment with the available experimental data. The grand-
canonical formalism allows us to estimate the change of the
effective formation energies with composition—we find that
the formation energies for Fe vacancies increase with in-
creasing Fe content.

The nudged-elastic-band technique has been used to de-
termine the activation energies for atomistic diffusion pro-
cesses. We show that the diffusion of isolated vacancies pro-
ceeds by jumps between nearest-neighbor sites along the
�111� direction. The migration of vacancies by next-nearest-
neighbor jumps along the �100� direction is prohibited by
high barriers. Vacancy diffusion occurs only on the metallic
sublattices because of a prohibitively high energy for the
formation of Si vacancies. We have also investigated the in-
fluence of the dominant structural defects: Fe�- and
Si�-antistructure defects. The presence of a Fe�-antistructure
defect leads to a slight reduction of the barrier for vacancy
diffusion on the metallic sublattices. The formation of a va-
cancy on the � sublattice by a site exchange between vacan-
cies and antisite atoms is possible, but requires a high acti-
vation energy of 1.4 eV. In contrast, the presence of Si-
antisite defects has a strong influence on vacancy diffusion,
because the antisite atom very efficiently blocks diffusion on
the metallic sublattice. This effect explains the decrease of
the effective diffusion rate with increasing Si concentration.

FIG. 7. Diffusion of a Fe vacancy on the � sublattice in vicinity to a Si-antistructure atom on the � sublattice �indicated by a letter A�,
along the two possible �100� and �111� directions. Thin solid lines and values in italics correspond to the barriers calculated for the ideal
stoichiometric alloy �cf. Fig. 3�.
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The temperature dependence of self-diffusion is described
by the expression

D = D0 exp�−
Q

kBT
� , �11�

with the activation enthalpy Q determined by the sum of the

vacancy formation energy ẼV and the barrier for vacancy
migration. Taking the average of our calculated effective va-

cancy formation energies of ẼV�
=0.93 eV and ẼV�

=1.28 eV and an average barrier for vacancy jumps along
�111� of 0.42 eV we calculate an average activation energy
for diffusion of Q=1.53 eV. The experimental value of the
activation enthalpy for self-diffusion in stoichiometric Fe3Si
determined by Mehrer et al.27 using 59Fe tracer experiments
is Q=1.64 eV, in good quantitative agreement with our re-
sults. Our predicted increase of the effective vacancy forma-

tion energies with increasing Fe content agrees with the in-
crease of Q found in the tracer experiments. The result of a
dominant diffusion mechanism by nearest-neighbor jumps
along �111� agrees with the interpretation of the Mössbauer
data.19,20,26 We conclude that advanced DFT calculations
lead to a quantitatively accurate description of collective and
single-particle dynamics in Fe3Si.
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