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We study the propagation of molecular polarization induced by a local excitation and its motion on the
one-dimensional molecular array adsorbed on the host material. The local excitation can be either an electron
wave packet or an exciton in a given molecular complex. It is found that there exist three different kinds of
propagation of molecular polarization—two kinds of ballistic propagation and one diffusive propagation—
depending on the values of �0 / t and g / t, where �0 is the excitation energy of polarization, t the electron �or
exciton� hopping, and g the coupling between electron and polarization. Ballistic propagation can be under-
stood as a bare electron’s motion, while diffusive propagation implies the formation of a massive polaron. In
a realistic situation, a propagating electron can be captured with a finite probability via tunneling through the
adlayer energy barrier into the host material. Such effects of tunneling on the polarization propagation are
investigated to examine the possibilities or limitations for controlling an array of polarization. Finally, we
discuss the recent implementation of the scanning tunneling microscope �STM�-induced polarization of func-
tional molecular nanostructures within our framework.
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I. INTRODUCTION

The physics of excess electrons �or elementary excitations
like excitons� at interfaces is not only of fundamental impor-
tance, but also of renewed interest due to its potential for
application to nanoscale fabrication, molecular electronics,
and electrochemistry. The origin of excess electrons can be
either photoemission from lower occupied states,1–3 or
electron-injection by external perturbations such as a short
optical pulse4–6 or a scanning tunneling microscope
�STM�.7,8 In the former case, excess electrons exist in the
delocalized states, but in the latter case, electrons initially
exist in the wave packets. Such electrons at the interface of
molecular adlayers on metal/semiconductor substrates propa-
gate and interact with molecules. Electrons drag or move in a
bound state with polarization �“polaron”� and accompany
propagation of polarization in condensed media. In this way,
an interaction between electrons and molecules decides the
fate of each other in the ultrafast time region, i.e., within
O�1� ps.

Recently, many experiments have been conducted for the
time-resolved observation of physical phenomena using the
so-called pump-probe spectroscopy, reinterpreting the results
in terms of the fundamental time scales of electronic or
nuclear motion.9,10 Within the experimental framework, the
questions of how a bare electron becomes a polaron or how
long it takes for the polaron to form have been explored.1,2 In
those studies, it has been observed that delocalized bare elec-
trons self-trap as small polarons within 1 ps in strongly
coupled electron-phonon systems. The dynamics of localized
electron states �wave packets� have also been investigated
through an interplay between their electronic and vibrational
degrees of freedom in the quasi-one-dimensional system
��Pt�en�2��Pt�en�2I2��ClO4�4 ;en=ethylenediamine� using
time-resolved spectroscopy.4,5 In another respect, the polaron
propagation can be also used for controlling nanoscale fab-

rication by reorganizing molecules surrounding an electron
to accommodate the electron’s charge density.7,8 Okawa and
Aono7 have induced a linear chain chemical reaction on the
monomolecular layer of diacetylene compounds using STM.
The reaction occurs spontaneously after being initiated by a
STM tip, not by continuous scanning. A STM tip stimulates
a local chemical reaction on the molecular layer.11 Such a
chemical reaction can be understood to originate a local mo-
lecular modification on the layer, which can be formally �in
the mathematical treatment� regarded as an exciton �i.e.,
Frenkel exciton� that propagates and induces the molecular
chain reaction. It is then an interesting problem to understand
the dynamics of molecules triggered by an injection of a
local excitation in such a short time span where an entire
process occurs.

We propose a model of a local excitation and molecules in
one-dimensional �1D� molecular array on a substrate matrix.
The local excitation can be either an electron wave packet or
an exciton injected by the external perturbation. The dynam-
ics of the system are started by the sudden creation of an
electron �or exciton without any loss of validity in the whole
scope of the present work� by an external manipulation at the
designated position on the array. The electron then moves on
the molecular sites and induces local molecular polariza-
tions. Molecular polarizations can be local phonons, local
electronic excitations, or other relevant molecular excitations
depending on the system under consideration. There is a
large body of works to describe those switching phenomena,
most of which have concentrated on finding the metastable
states hidden in equilibrium by approaches analogous to
those in thermodynamics.12 As a matter of fact, such works
cannot describe true dynamical features of the system, espe-
cially at the very early stage �at the stage showing transient
behaviors before equilibrium, i.e., in the ultrafast time re-
gion� after switching on the external manipulation or pertur-
bation. In this paper, however, we investigate the dynamics
of an electron and molecules, and the spontaneous occur-
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rence and propagation of molecular polarization in the ul-
trafast time region using many-body time-dependent diago-
nalization �MTD�. The time-evolution of a whole many-body
system within the many-body Hilbert space is explored by
solving the time-dependent Schrödinger equation.13–15 An
excess electron would be finally captured by tunneling
through an energy barrier into the substrate. Such tunneling
can be also accounted for in the dynamics by including the
substrate states in the many-body Hilbert space. In this study,
we address the following questions: �i� How does the mo-
lecular polarization propagate in the femtosecond or picosec-
ond region after an electron-injection? �ii� Are there any
qualitatively different types of propagation depending on
electronic or molecular degrees of freedom? �iii� How can
we control such propagation?

The paper is organized as follows. In Sec. II, we give a
model of the system and describe the formalism to follow. In
Sec. III, the propagation of molecular polarization is studied
in detail. In the section, we find a phase diagram of three
different types of propagation depending on the parameters
of the system and elucidate the physical properties of each
type of propagation. In Sec. IV, we consider the capture of an
electron through tunneling into a substrate and its effects on
the propagation of polarization, which could better simulate
realistic situations. Finally, in Sec. V, we discuss a realistic
system to which the present model can be practically applied
and provide a summary and conclusion.

II. MODEL AND FORMALISM

We take the local excitation as an injected “electron”
wave packet hereafter unless stated otherwise; it does not
lose any validity or applicability. The dynamics of an elec-
tron and molecules on the 1D molecular array can then be
described by the following Hamiltonian

H = t�
i

�ci
†ci+1 + ci+1

† ci� +
�0

2 �
i

�1 + �i� + g�
i

ci
†ci��i+

+ �i−� + �
i
� d�T����ci

†�� + ��
†ci� +� d����

†��.

�1�

ci
†�ci� is the electron operator at site i and t is the electron

hopping. �0 is the excitation energy of the molecular polar-
ization. The molecular energy structure is assumed not to be
affected by its polarization state. g is a coupling constant
between electron and molecular polarization. An excitation
of local molecular polarization at site i can be treated as a
bosonic operator bi

†. Assuming only a single excitation per
site �i.e., only the fundamental excitation of �vac�→bi

†�vac�
excluding higher order polarized states like �bi

†�n�vac� with
n�1, where �vac� is the vacuum state�, each molecule has
two levels and a molecular array can then be approximated
as an array of pseudospins of S=1/2, i.e., bi

†= 1
2�i+, bi

= 1
2�i−, and bi

†bi=
1
2 �1+�i�,16 where �i+, �i−, and �i are Pauli

matrices. Now in the spin system, a molecular polarization is
described by a pseudospin flip. ��

†���� is the operator of the
substrate electron with its continuum energy �. With the tun-

neling matrix T���, the electron on the molecular array can
be captured into the substrate.

An electron-injection in the form of a wave packet can be
treated as an approximation of the sudden existence of an
electron at the desired position on the molecular array. The
necessary Hilbert space then consists of an electron on the
array, pseudospins, and a substrate electron. The state of a
whole system within the many-body Hilbert space can be
expressed as

���	�� = �
i

�
	�


Ci	�
�	��i��0���	�
�

+ �
	�

� d�C�	�
�	��O�����	�
� . �2�

The state of an electron at the molecular site i is �i�
= �0��0�¯ �1�ith¯ �0��0� and the state without an electron on
the molecular array is �O�= �0��0�¯ �0��0�, while that of
pseudospins �molecules, i.e., molecular polarizations� can be
written as a product of each spin’s, i.e., �	�
�=�l��l�. ��� is
the continuum state of a substrate electron with its energy �
and �0�� is the substrate state without an electron. Dynamics
which start by an electron-injection can be described by solv-
ing the time-dependent Schrödinger equation i� /�	���	��
=H���	�� with ���0��= �i0��0���	�
0�, where i0 is the desig-
nated position for an electron-injection and the initial state
for pseudospins is �	�
0�= �−��−�¯ �−��−� at zero temperature
or low temperatures compared to �0. This is the basic
scheme of MTD.14,15

The time-dependent Schrödinger equation gives coupled
differential equations for Ci	�
�	� and C�	�
�	�,

i
�

�	
Ci	�
�	� = tCi+1	�
�	� + tCi−1	�
�	�

+
�0

2 � �
�l�	�


�1 + �l�Ci	�
�	�

+ gCi	�;�i→−�i

�	� +� d�T���C�	�
�	� , �3�

i
�

�	
C�	�
�	� =

�0

2 � �
�l�	�


�1 + �l�C�	�
�	� + T����
i

Ci	�
�	�

+ �C�	�
�	� , �4�

where 	� ;�i→−�i
 means a configuration of pseudospins
	�
 with only �i flipped. The above equations require �N
+N��
2N basis states to solve, where N is the number of
sites and N� is the number of energy meshes for the substrate
continuum states. It is clear that for N�O�10� the problem
becomes formidable.

However, the problem can be projected into a simpler one
with an electron at site i and a single pseudospin at site j by
taking the summation of both sides of Eqs. �3� and �4� with
respect to 	�̄
, where 	�̄
 is the pseudospin configuration
except for � j, i.e., �� j��	�̄
�= �	�
�. The Schrödinger equa-
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tions of Eqs. �3� and �4� then become, with new definitions
of dynamical coefficients Ci�j

�	���	�̄
Ci	�
�	� and C��j
�	�

��	�̄
C�	�
�	�,

i
�

�	
Ci�j

�	� = tCi+1�j
�	� + tCi−1�j

�	� +
�0

2
��1 + � j�

+ hi�	��Ci�j
�	� + gCi�j

�	��1 − �ij�

+ gCi�−�j�
�	��ij +� d�T���C��j

�	� , �5�

i
�

�	
C��j

�	� =
�0

2
��1 + � j� + h��	��C��j

�	� + T����
i

Ci�j
�	�

+ �C��j
�	� , �6�

where the only cost we should pay is an introduction of the
molecular fields hi�	� and h��	�, which are determined self-
consistently at a given 	 in terms of hi�	�=�l�j�1+�l�i

=�l�j��l

±1�1+�l��Ci�l
�	��2 and h��	�=�l�j�1+�l��

=�l�j��l

±1�1+�l��C��l
�	��2. The quality or reliability of the

approximation introducing the molecular fields will be dis-
cussed later. Now the problem can be solved completely by
tracking �N+N��
N differential equations with each initial
condition Ci0��j=−1��0�=1.

III. PROPAGATION OF POLARIZATION

By way of a coupling between an electron and pseu-
dospins, an electron induces the pseudospin flip. The electron
transport by the hopping parameter t further leads to the
propagation of pseudospin flip. We study how the pseudospin
flip would propagate in the ultrafast time region after an
electron-injection depending on electronic and molecular de-
grees of freedom. In this section, we assume T���=0.

A. Propagation phase diagram

One can define an interesting and useful quantity Ij�	�
=�i�Ci��j=1��	��2 from a solution of the projected Schrödinger
equation �Eqs. �5� and �6��, which shows the propagation of
pseudospin flip by summing out the electron motion. Figure
1 shows the propagation of pseudospin flip for a fixed value
of g̃=g / t=1.6. The calculation has been done for a molecu-
lar array with N=201 sites �−100� i , j�100�. The desig-
nated position for an initial electron-injection is i= i0=0. All
the quantities in the figure are scaled and redefined by the
electron hopping parameter t ��̃0=�0 / t and 	̃=	t�. It is in
fact found that an entire process occurs in the ultrafast time
range, actually in the femtosecond range, by noting that �	̃
=1 corresponds to 0.66 fs for t=1 eV, 6.6 fs for t=0.1 eV,
and the like.

As illustrated in Fig. 1, we find at least three qualitatively
different behaviors of propagation of pseudospin flip. It is
interesting to examine the motion of center of gravity of the
pseudospin flip profile with respect to time in order to under-
stand the nature of propagation. According to Fig. 2, for two
extreme cases of small �̃0 �=0.06� and large �̃0 �=4.8�, their

centers of gravity move linearly with 	̃, but, for a case of an
intermediate value of �̃0 �=3.6�, its center of gravity follows
�	̃. A similarity between two extreme cases in the former can
be easily understood. For both cases, an electron is expected
to move like a bare electron because there is little energy
cost in an excitation of pseudospin flip for small �̃0, while an
excitation is almost forbidden for large �̃0. Thus it is noted
that for large �̃0, the pseudospin flip is suppressed by an
order of magnitude compared to the other case. For an inter-
mediate value of �̃0, an electron moves in a complicated
way, strongly coupled with pseudospins. We can characterize
the linear temporal behavior as “ballistic �B�” and, to distin-
guish behaviors between small and large �̃0, we call them
“ballistic first kind �B1�” and “ballistic second kind �B2�,”
respectively. In the same way, the square-root temporal be-
havior can be characterized as “diffusive �D�.” In the inset of
Fig. 2, we give a sketch of the propagation phase diagram.
The phase boundary is not sharp.

FIG. 1. Snapshots of propagation of pseudospin flip �Ij�	� at site
j� with respect to values of �̃0 for a fixed g̃=1.6. Snapshots are
taken at 	̃=2�	̃, 11�	̃, 20�	̃, and 29�	̃, where �	̃=1. The quantity
Ij�	� designating pseudospin flip is a dimensionless number be-
tween 0 and 1.

FIG. 2. Motion of centers of gravity of the pseudospin flip pro-
files with respect to time. A thin solid line is a fitting from �	̃ for
�̃0=3.6. g̃=1.6 is used. The inset shows a sketch of the propagation
phase diagram.
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B. Ballistic and diffusive propagation

To understand the ballistic propagation, a previous study
on the propagation of 1D Frenkel exciton is useful.17 In the
study, the explicit time-dependent propagation of a single
electron �or exciton� wave function ���	�� is examined based
on a simple Hamiltonian,

H = t�
i

�ci
†ci+1 + ci+1

† ci� .

In the system, an electron propagation is described by the
time-dependent Schrödinger equation for ���	��=�i�i�	��i�.
This model is simple enough to allow an analytic approach.
By defining the lattice Green’s function as ���	��
=G�	����0�� and noting its property from the translational
symmetry Gi−j�	�= �i�G�	��j�, then ��i�	��2= �Gi�	��2 is readily
obtained from �i�	�=� jGi−j�	�� j�0� with � j�0�=� j0, i.e., j
=0 is a starting point. Gi�	� is evaluated from a generating
function F�	 ,z� defined by

F�	,z� = �
i

Gi�	�zi.

From the Schrödinger equation, F�	 ,z� can be integrated into
F�	 ,z�=exp�−i	̃�z+z−1�� and �Gi�	��2 is then immediately
found to be

�Gi�	��2 = Ji
2�2	̃� = �i�	� = ��i�	��2,

where �i�	� is interpreted as the probability of finding an
electron at site i and �i��i�	��2=1 is also confirmed. Ji�x� is
the Bessel function of the order i. The motion of the center of
gravity of the system is found to follow �i2�=�ii

2��i�	��2

	2, i.e., ��i2�	.
Two kinds of ballistic propagation of pseudospin flips �B1

and B2� can now be understood from the electron density
�i�	� of the above simple model because an electron moves
like a bare electron in both cases. In the region of B1, the
energy cost in order to excite a single pseudospin flip is so
small that the kinetic energy of an electron is almost con-
served with indefinitely many flips. In this case, flipped pseu-
dospins would not tend to restore to unflipped states. There-
fore, the propagation shown in Fig. 1 ��̃0=0.06� can be
approximated by integrating �i�	� up to a fixed time 	̃, i.e.,
Ii�	��0

	̃d	̃�Ji
2�2	̃��. On the other hand, in another ballistic

region �B2�, the energy cost for a pseudospin flip is so high
that only a tiny fixed amount of flip is available, which also
almost conserves the kinetic energy of an electron. Pseu-
dospin flip propagation is then directly proportional to elec-
tron density, i.e., Ii�	�Ji

2�2	̃�. In the left panel of Fig. 3, a
direct comparison between our full calculations of �̃0=0.06
and �̃0=4.8 and the results of an analytic model is shown.
Once we are away from an electron-injection point, nice
agreements are obtained. Those agreements guarantee, in a
self-evident way, the reliability of the approximation with
molecular fields hi�	� and h��	� introduced in Sec. II.

Diffusive propagation in the region of D is not so simply
understood because of the strong coupling of an electron and
pseudospins. Instead, in the region, we can explicitly observe
the formation of a polaron from a bare electron. In the right

panel of Fig. 3, the propagation is illustrated from 	̃=18�	̃ to
	̃=21�	̃. At 	̃=21�	̃, one can clearly observe the separation
of the pseudospin flip into the dominant part and the tail. The
onset is presumed to be around 	̃=19�	̃ and would signify
the formation of a polaron. As seen in Fig. 1, an end of tail of
D ��̃0=3.6� arrives as far as the front edge of pseudospin
flips of B1 ��̃0=0.06 or 0.6� and B2 ��̃0=4.8� at a given time
	̃. However, as time goes on, the dominant part is more and
more retarded with respect to the tail. Therefore, we natu-
rally claim that the tail part should be from a bare electron,
while the retarded dominant part be from a polaron. The
retardation of a polaron is attributed to its massive property.

IV. TUNNELING OF AN ELECTRON
INTO A SUBSTRATE

In an actual situation, a moving electron at the interface
would be captured through tunneling into a substrate. Such a
capturing process can be considered in our study through
T���. In the study, we take T��� simply as a constant, that is,
T���=T. When T is an infinitesimal number � ��→0�, we
find

�Ij�	� � �Ij�	;0� − Ij�	;���  �2, �7�

where Ij�	 ;�� has an extended definition compared to Ij�	� in
the previous section, with T=�, Ij�	 ;��=�i�Ci��j=1��	��2

+�d��C���j=1��	��2. Up to the second order of a finite T,
Ij�	 ;T� can then be expressed as, in terms of �Ij�	�,

Ij�	;T � = Ij�	;0� −
T 2

�2 �Ij�	� . �8�

FIG. 3. Ballistic and diffusive propagation. In the left panel, the
solid lines are full calculations �shown in Fig. 1; g̃=1.6� and the
dashed lines are from a simple analytic model �Ref. 17� for both B1

��̃0=0.06� and B2 ��̃0=4.8�. For B1, a full calculation is compared
with �0

	̃d	̃�Ji
2�2	̃�� and, for B2, with Ji

2�2	̃�, where Ji�x� is the Bessel
function of the order i. In the right panel, an onset of separation �see
arrows� of pseudospin flip into dominant part and tail is illustrated
for the case of diffusive propagation �D�. The dotted lines are
guides for the eye. The unit taken in each figure is arbitrary. Only a
comparison of shapes is meaningful.
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In Fig. 4, we show the propagation of pseudospin flip
when accounting for an electron capture by a substrate for
�̃0=0.6 �B1� and �̃0=3.6 �D� up to the second order of T.
For larger values of �̃0, i.e., for B2, as discussed previously,
the pseudospin flip is strongly suppressed even without a
capturing process. Effects of an electron capture are different
depending on values of �̃0. But, in both cases, the pseu-
dospin at the site that an electron has just passed flips to +1
and tends to restore to −1 as time elapses. For �̃0=0.6 in the
left panel of Fig. 4, at the sites near an electron-injection
point �i0, i.e., i0=0� where a relatively long time has elapsed
after an electron passed, pseudospins tend to rapidly precipi-
tate to unflipped states with respect to time. On the other
hand, for �̃0=3.6 in the right panel, pseudospins at the same
sites partly restore to −1, but a finite amount of pseudospin
flip is found to be robust with time.

It is interesting to consider the problem of controlling an
array of pseudospin flip. One can possibly produce an array
of pseudospin flip in a controlled fashion by controlling the
electron hopping parameter t, which is adjusted by the ki-
netic energy of an injected electron. The case of B1 may be
useful to obtain an array of uniform pseudospin flip. How-
ever, we find that the maximum length of the uniform array
exists for a strong electron capture, that is, for a large value
of T. In other words, for the left panel of Fig. 4, the maxi-
mum length of the approximately uniform array for a given
value of T �T /�t=0.04�18 would be �55 sites. If one tries to
let propagation continue beyond �55 sites, one would sig-

nificantly lose the pseudospin flip at sites near an electron-
injection point. On the other hand, the case of D, as shown in
the right panel of Fig. 4, can be useful to get a long array of
pseudospin flip, but the flips are not uniform along an array.
The probability of flipping is highest near the front edge of
propagation �polaronic propagation� and decreases as an
electron-injection point is approached.

V. DISCUSSION AND CONCLUSION

The physics of extra electrons �or excitons� at the inter-
face of molecular adlayer on substrate matrices is not only of
scientific interest but also of practical importance, especially
in nanoscale fabrication for molecular electrochemistry. The
present model discussed in this paper can be applied to the
STM-induced polymerization of diacetylene compounds on a
graphite surface by Okawa and Aono.7 They succeeded in
inducing and controlling the spontaneous chain polymeriza-
tion, i.e., initiating and terminating at any chosen point. For
such nanoscopic control of polymerization, they created an
artificial defect in advance with a STM tip. In the STM-
induced polymerization by Okawa and Aono, we point out
that it is a radical with an unbonded electron that hops
among molecules, as depicted in Fig. 5. Our original model
can be applied as it is to the diacetylene polymerization by
noting that a moving radical can be taken as a Frenkel exci-
ton in a mathematical sense. Then the molecular polarization
in our model ��0 described by pseudospins �i+ and �i−�
should be an excitation to the lowest ��* triplet state of a
diradical of 10,12-pentacosadiynoic acid molecules with �0
=3.1 eV. In the experiment, it is also found that the sponta-
neous polymerization persists up to thousand sites, which
implies that the value of T taken for demonstration in Fig. 4
is rather on the large side.18 Our description would provide
another possible mechanism for the phenomena which does
not require thermal fluctuation. In contrast, in the mechanism
suggested by Okawa and Aono, once a diradical is excited,
thermal vibration triggers an additional reaction forming a
dimer of diacetylene.19,20 Therefore, it could be a good can-
didate for experiments in order to elucidate which mecha-
nism is correct to measure the propagation rate. A reaction by
the present mechanism could occur orders of magnitude
more rapidly than the thermal fluctuation mechanism.21

Let us summarize the work. We have proposed a model of
a single local excitation and molecules on the 1D molecular
array, where molecules are approximated to have two levels,

FIG. 4. Effects of an electron tunneling into a substrate on the
pseudospin flip with respect to time. g̃=1.6 is used. Left panel:
�̃0=0.6. Right panel: �̃0=3.6. The solid lines are calculations with
T /�t=0.04, but the dashed lines are with T=0.

FIG. 5. Excitation of diradicals and spontaneous polymerization
of 10,12-pentacosadiynoic acid molecules triggered by STM. Ar-
rows indicate a moving radical with an unbonded electron �dot�. In
the figure, the closed circle signifies the carbon atom and “R” the
substituent. We have 0�	1�	2.
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that is, a ground state and a polarized state. A local excitation
can be an electron wave packet or an exciton introduced by
an external perturbation. Within such a framework, we stud-
ied the dynamics of an electron �or exciton� and its accom-
panying propagation of molecular polarizations. Depending
on the system parameters like �0 / t �=�̃0� and g / t �=g̃�, we
found there are three distinct possible propagation phases—
two kinds of ballistic propagation �B1 and B2� and one dif-
fusive propagation �D�. Ballistic propagation can be well un-
derstood from an analytic model of the 1D Frenkel exciton
�in fact, a bare electron or bare exciton in our case�. Inciden-
tally, diffusive propagation implies the formation of a mas-
sive polaron compared to a bare electron. We provided a
sketch of the phase diagram. In a realistic situation, moving
electrons at the interface would be captured by a substrate,
which could be taken into account in the work. In this case,

we discussed possibilities and limitations for controlling an
array of polarized molecules. Finally, we discussed recent
experiments of STM-induced polymerization of a diacety-
lene compound �10,12-pentacosadiynoic acid� in relation to
our model. We suggest that our model of transport of a local
excitation which is coupled with molecular polarizations pro-
vide a possible mechanism to explain the experiment.
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