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First principles reaction modeling of the electrochemical interface:
Consideration and calculation of a tunable surface potential from atomic and electronic structure
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A method for calculating and subsequently tuning the electrochemical potential of a half cell using periodic
plane-wave density functional theory and a homogenous counter-charge is presented and evaluated by com-
parison to simulations which explicitly model the countercharge by a plane of ions. The method involves the
establishment of two reference potentials, one related to the potential of the free electron in vacuo, and the
other related to the potential of H,O species far from the electrode. The surface potential can be specifically
adjusted by the explicit introduction of excess or deficit surface charges in the simulation cell and the appli-
cation of periodic boundary conditions. We demonstrate the absence of field emission from the electrode over
the range of realistic electrochemical potentials covered and confirm that the method can explicitly determine
reaction energies and adsorption geometries as a function of electrochemical potential. This latter point is most
useful as it asserts the viability of this method to model electrochemical and electrocatalytical systems of
academic as well as applied interest. We present two case studies. The first examines the changes in the
structure of water at the metal interface as a function of potential over Cu(111). At cathodic potential, we
observe the repulsion of H,O from the interface and the rotation of the water dipole toward the interface. The
second study follows the initial pathways for the electrocatalytical activation of methanol over Pt(111) and the
corresponding potential dependent reaction energetics for these paths. The results demonstrate that changes in
the electrochemical potential can significantly alter the reaction energetics as well as the overall reaction
selectivity. While the case studies presented herein described equilibrium geometries (i.e., the ideal forms at

zero kelvin), the method is also suitable for application to ensembles of thermally activated systems.
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I. INTRODUCTION

The structure and chemistry at the water/metal interface is
critical for the performance of many biological, chemical and
materials systems. An understanding of the structure and the
properties of the aqueous-metal interface will likely be es-
sential for the development of biologically compatible mate-
rials, electrocatalysts for fuel cells, corrosion-resistant sur-
faces, and electrochemically deposited electronic and
magnetic metallic films. While well-defined spectroscopic
characterization of surfaces via sum frequency generation,
surface enhanced Raman spectroscopy, and diffuse reflec-
tance infrared spectroscopy, as well as scanning tunneling
microscopy, are beginning to provide atomic scale
resolution'? there is a strong need for theory to complement
these experimental efforts and help provide a fundamental
understanding of potential-dependent interfacial phenomena
including changes in molecular structure,* chemisorption,>®
water activation,’ and surface reconstruction.? Understanding
the complex structure of the water-ion-adsorbate/metal inter-
face and its dependence on potential has posed a major the-
oretical challenge for well over 100 years.” Recent computa-
tional and theoretical techniques have reached the stage
whereby they can begin to complement experimental meth-
ods, and provide insight into the atomic scale features that
control the chemistry at the aqueous/metal interface.!*'2 The
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ability to model electrochemical kinetic processes is also
contingent upon a knowledge of elementary kinetic param-
eters which can be derived from atomistic models.'3

A number of physical models for the electrochemical
interface have been developed over the past 30 years. These
models may be categorized according to the under-
lying methodology (i.e., Monte Carlo,'*?* integral
equation,”=3! modified Poisson-Boltzmann,>*-3¢ density
functional theory,’’® molecular dynamics,*>%r reaction-
coordinate/potential energy surface formalisms'®!?), or
by the methods used to simulate each of the major com-
ponents that comprise the electrochemical interface: the
electrode, electrolyte, adsorbates, and the interactions
between each. Detailed atomistic models of the electrode
can be grouped into four categories: a hard (exponential
or infinite step)!>17184648 or soft (typically a 9-3
Lennard-Jones)!6:39-4146:47.59.60 repylsive wall which may be
optionally corrugated,’>’=° ab initio derived metal-water
and metal-ion pair potentials,*>4330:55-36.61 quantum mechan-
ics with periodic boundary conditions in which the electronic
structure of the electrode is calculated in the field of either
a continuum positive charge (jellium)®>% or ionic
pseudopotentials,'®1249-5153.3470 and  quantum mechanical
valence electron cluster models.”'~8? The electrolyte has been
modeled as either a distribution of point-charges or spherical
ions embedded in a dielectric medium,'>2%3 dipolar hard
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sphere models,!839646567-69 o point-charge models for
water (such as TIP4P, BJH, ST2, and SPC/E) [Refs. 14, 16,
39-43, 46-48, 50, 52, 55-59, and 61] or Born-Oppenheimer
quantum mechanical models that incorporate the valence
electronic structure of the solvent species.!04951:33:5470
some cases, the electrochemical reaction center is modeled in
the absence of solvent, with the exception of possibly one or
two molecules.”!~3? Interactions between the electrode and
electrolyte may be modeled using combinations of one or
more of the following according to the models used: the
method of images, particle-particle or particle-wall poten-
tials, or electronic structure methods.

The overwhelming picture presented by these numerous
theoretical approaches is that the metal-water interface, even
at ambient temperatures, is highly organized. The combina-
tion of a compromised hydrogen bonding network at the sol-
vent edge (the electrode wall acts as a “foreign object” in-
serted into the water network®’) with often attractive metal-
water interactions leads to the adoption of ordered structures
near the surface, often referred to as “icelike” due to the
prevalence of hydrogen-bonded ring structures (4—6 mem-
bered rings?>°!7%) and an evident layering of the solvent
close to the electrode as manifested in near wall peaks in the
water density profile (see, for example, the Monte Carlo
studies published in 1981 by Jonsson'® and by Christou et
al.”® and the more recent molecular dynamics simulations by
Price and Halley*® and Halley et al.,’ Izvekov et al.,>* and
Hartnig and Koper®). This latter point has also been demon-
strated experimentally using x-ray reflectivity by Toney.?* It
has also been demonstrated, however, that although the time-
averaged orientation is icelike, at any individual moment the
water arrangements at the surface are completely
“random”.>> There remains considerable discrepancy be-
tween the theoretical models regarding the preferred orienta-
tion of the water dipole with respect to the metal surface.
This issue is yet to be resolved for even low coverage ice
structures on various noble and transition metal surfaces.®’

Although methods involving the solution of the full elec-
tronic structure are most time consuming, they are also con-
sidered to be most accurate, as fewer fundamental approxi-
mations are needed in the model, albeit at the expense of the
scope (both spatial and temporal) of the simulation. Further-
more, the interfacial processes capable of discriminating be-
tween one preferred water orientation over another are highly
dependent upon the balance between interactions with the
solution and adsorption processes at the electrode. The en-
ergy scale of these processes (typically fractions of an elec-
tron volt)®® can only be probed using quantum chemical
methods. Already molecular dynamics simulations per-
formed using ab initio methods have demonstrated striking
differences with those performed using classical pair poten-
tials. For example, the diminished density of water close to
the interface and a sparsity of occupation of the atop sites
observed by both Price and Halley* and Izvekov et al.>*
contrasts clearly with the close packing observed in the pair-
potential simulations by Heinzinger and Spohr®” and Spohr
and Heinzinger.®® On the other hand, the complete explora-
tion of dynamic effects as a function of metal surface has yet
to be explored in a consistent first-principles fashion.

The challenges to the quantum mechanical modeling of a
complete donor/acceptor environment, such as that compris-
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ing a complete electrochemical cell, are described by Blum-
berger and Sprik,%® and relate not only to size effects, but to
the difficulty in calculating excited state properties within
density functional theory. Furthermore, to describe a func-
tioning electrochemical cell, one would have to adopt a non-
equilibrium approach, such as is currently utilized in the de-
scription of molecular electronics, and subsequently extend
this to the complete circuit of the working and reference
electrode, the electrolyte phase, and the leads connecting the
electrodes. Currently the modeling of such a system that
crosses many orders of magnitude in spatial dimensions is
unfeasible. It is more convenient, therefore, both theoreti-
cally and practically, to confine one’s attention to the elec-
trochemical half cell and to model the properties of the half-
cell reaction at a specific potential or set of potentials. A brief
review of quantum mechanical half-cell and related models
is given below.

Half-cell systems containing a small, i.e., <10, number of
atoms have been used extensively by Albu and Anderson,”!
Anderson,”>®  Anderson and Albu,’*”> Anderson and
Debnath,’® Anderson and Kang,”” Anderson et al.,’”® Ander-
son and Ray,” Narayanasamy and Anderson,®® Seong and
Anderson,?! and Sidik and Anderson®? to consider various
electrochemical processes. In these studies, researchers cre-
ated an atomistic cluster representation of the reaction center,
and varied both the reaction coordinates and electronic
charge of the system to create potential surfaces for reactant
and product states. From the intersection of these potential
surfaces they can determine both the activation barrier and
equilibrium potential. In addition to the neglect of hard-to-
calculate thermodynamic quantities, such as the enthalpic
pressure-volume term and the entropy, the neglect of solvent
and extended surface interactions in the cluster model neces-
sitates the use of parameters to approximate experimental
equilibrium potentials.’” A novel technique for including sur-
rounding electrolyte via a Madelung sum has been recently
published.”® More recent work by Roques et al. has em-
ployed periodic boundary conditions to simulate electro-
chemical hydroxide adsorption upon an intact semi-infinite
Pt;Co slab.'?> The cluster model has also been applied to
electrochemical problems by Crispin et al. to predict the ex-
tent of charge transfer occurring with chemisorption.”

Halley and Price pioneered much of the theoretical effort
to utilize quantum mechanical calculations for the elucida-
tion of atomic processes at the electrochemical interface, ini-
tially by solving for equilibrium dipole orientations using the
jellium model for the metal®%>%7 (see also the work of
Schmickler and Henderson®®!), and then by developing
tight binding molecular dynamics methods to study the ori-
entation of water close to the interface and the corresponding
behavior of the electrochemical potential.''#*33 Halley’s
work agrees with Toney’s observations of full and partial
organization of water at the electrode/electrolyte interface,*
and has also demonstrated the need for an improved descrip-
tion of the electronic structure at the interface. A review of
molecular dynamics approaches to modeling the electrode/
electrolyte interface may be found in the papers by
Spohr.#445

Since the electric field at electrochemical interfaces is
known to induce and control vibrational shifts of adsorbed

165402-2



FIRST-PRINCIPLES REACTION MODELING OF THE...

92,93 94-97

molecules (i.e., carbon monoxide), some researchers
have modeled the electrochemically induced electric field by
applying a homogeneous external field perpendicular to the
surface within the simulation. This is straightforward for
finite-cluster calculations, as an extra term can simply be
added to the Hamiltonian. The field polarizes the charge in
the cluster, producing positively and negatively charged sur-
faces, which subsequently influence surface adsorption prop-
erties. Within the cluster, the electron density of the metal
atoms reorganizes and thereby screens the electric field,
modifying the electrode’s electrochemical potential. The
cluster potential is tuned by changing the strength of the
external field, but relating the electrochemical potential to a
known reference is not straightforward.’® This approach has
also been adopted by Patritos and Paredes-Olivera® and
Paredes-Olivera et al.,'" who applied electric fields of vary-
ing strength to a model Ag(111) cluster and observed
changes in the adsorption behavior of H,O and OH species.
More recently, Dominguez-Ariza et al. have proposed a
coupled molecular dynamics and cluster model based on this
approach to describe electron transfer in terms of Marcus
theory.!0!

Ngrskov et al. have recently examined a series of electro-
chemical processes on Pt(111) and other metal substrates.'”
The authors performed a series of calculations to determine
the overall reaction energies for O, reduction in the gas
phase on the metal surface. The calculations are subse-
quently corrected to begin to account for the influence of
water. In addition, they established a reference to the H,/H*
electrochemical couple, and were thus able to calculate po-
tential dependent reaction energies. The approach did not
include variations in surface charge density caused by
changes in electrochemical potential, but rather extrapolated
energetics from the system at zero charge. More recent cal-
culations, however, indicate that while the polarization is im-
portant in an absolute sense, the changes in reaction energies
are not as sensitive provided the reactant and products have
similar directional dipoles.'®® This claim can be directly
evaluated using the method developed in this paper, which
allows the explicit evaluation of reaction energies as func-
tions of the applied electrochemical potential.

Lozovoi et al. have recently suggested the use of a poten-
tial reference and a homogeneous countercharge (in more
recent work a countercharge of arbitrary shape has been ap-
plied) within the bounds of the electronic structure
calculation.' By using this technique and corrections to the
shape of the electrostatic potential within the periodic cell,
they have modeled field-evaporation effects in vacuo.'%> The
adoption of a periodic slab model for the electrode provides
an improved description of the electronic structure, which is
important for the correct calculation of electrode/adsorbate
interactions. It has also been demonstrated to be important
for modeling correct interfacial capacitances, due to the con-
tribution of the Fermi distribution of the metal’s electron
tail. %667 The approach removes a number of the difficulties
of using clusters, which have electronic and structural prop-
erties that are unique from bulk metal. These differences
make it difficult to compare with experiments on well-
defined model surfaces. A periodic slab model was adopted
by Feibelman to consider the field dependence of surface
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diffusion on metal surfaces in vacuo.'%°

This idea was extended by Filhol and Neurock!"’ to the
case of electrode/electrolyte systems via the creation of two
potential references—a vacuum state and an aqueous state.
In addition to providing an enhanced description of the elec-
trode, the use of the periodic model enables one to capture
the constrained effects of condensed, rather than vapor phase
water. Using the Filhol-Neurock technique, termed here as
the double reference method, it is possible to apply an arbi-
trary charge to the metal. The method is described in detail in
the following sections. Briefly, a net surface charge density is
introduced to the electrode via the variation of the number of
electrons available to the self-consistent calculation, and
overall cell neutrality (a requirement of the periodic bound-
ary conditions) is maintained by applying a homogeneous
background charge, essentially mimicking the presence of a
diffuse ionic distribution close to the interface. The resulting
electric field that develops at the interface leads to a potential
drop that can be quantified by comparing the Fermi level of
the system with a reference potential established at some
distance from the metal/water interface. Filhol has applied
this system to the calculation of equilibrium potentials for
water activation on Pd(111).'7 This method was also
adopted by Cao et al. for simulation of electrochemical
methanol dehydrogenation over an immersed Pt(111)
electrode.'”

In this paper we examine the methodology developed by
Filhol and Neurock in detail and consider its ability to polar-
ize the electrode/electrolyte interface, by comparison to the
polarization obtained when an explicit counter-ion model is
used. The meaning of cell capacitances and the potentials of
zero charge calculated within this equilibrium, periodic
model are contrasted to their experimental counterparts. We
also consider the feasibility of this method to determine re-
action energetics on model electrode surfaces and apply this
to the study of the equilibrium water structure on Cu(111)
and the thermodynamics controlling methanol activation on
Pt(111).

II. THEORETICAL METHODS

The following sections address theoretical aspects of the
double reference approach. Specifically, we discuss the intro-
duction of two internal reference electrodes within the peri-
odic slab metal/aqueous system, and the determination of the
electrochemical free energy of the system. Last, computa-
tional details of the approach are considered.

A. Selection of a reference electrode

The electrochemical potential of an electrode/electrolyte
interface is complex, determined by the chemical potential of
various ions in solution, charge-transfer, and work-function
effects of adsorption, the chemical composition of the elec-
trode, the surface charge density, and even the molecular
orientation and position of water and ions adsorbed at the
interface. Since most of these effects manifest themselves by
introducing some excess or deficit surface charge on the
electrode, the simplest and most convenient way to model
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electrochemical potentials in a direct fashion is by control-
ling the net charge density of the metallic slab. The remain-
ing features can subsequently be included explicitly into the
simulation in order to establish their effects. Tuning the net
surface charge density can be readily accomplished in an
electronic structure method by assigning an excess or deficit
number of electrons n, to the metal and a corresponding
electronic charge g=-n, to the system with respect to neu-
trality. In order to avoid electrostatic energy divergence and
maintain charge neutrality, a continuum countercharge of
density p,,=—q/{), where (1 is the volume of the unit cell,
must also be introduced across the entire unit cell, similar to
the methods used by others for maintaining neutrality in
charged isolated systems.!®*!108-111 However, in the method
described here, an aqueous environment is explicitly repre-
sented by the inclusion of a region of water molecules with
near ambient density between the metal layers. The charged
slab together with the compensating background charge po-
larize the water layer, creating an electrostatic potential pro-
file that simulates the electrochemical double layer. While
the continuum countercharge model has been shown to over-
screen localized charges, such as arise in the modeling of
charge defects in superconductors,''"!!? here it is employed
in a physically meaningful way—that is, to simulate the
double layer. In the simulation of charge defects in ionic
crystals one typically does not wish to consider the interac-
tion between the defect and its images, since often the charge
and defect site are localized at some distance from one an-
other. In the case presented herein, however, the counter-
charge in an electrochemical system is not discretely local-
ized, but is delocalized according to the ionic distribution
near the electrode. The electrode potential resulting from this
polarization is related to the energy at the Fermi level ¢'(f)
but must be compared to a known potential within the cal-
culation (i.e., an internal reference) to have any meaningful
value. In band structure calculations of vacuum surfaces, this
equates to a calculation of the work function ¢(f), which is
most commonly done'!>!"* by referencing to the asymptotic
electrostatic potential at some distance from the surface

@' (v).
d(f)=¢'(f) - ¢'(v). (1)

In the presence of water, and when the surface is charged,
however, this procedure is not so simple. We therefore intro-
duce the following twofold scheme.

In analogy to the procedure to determining the work func-
tion of uncharged slabs in vacuum, we introduce a vacuum
layer within our simulation cell, such that it lies between the
two sides of the solvated metal slab. This insertion is per-
formed by cleaving the metal/aqueous system at the mid-
point of the aqueous region and expanding the unit cell so
that it contains a reasonably large vacuum region. This pro-
cedure allows the calculation of the work function of the
metal/aqueous interface in a manner similar to that theorized
by Trasatti,''> and clearly related to that commonly utilized
in vacuum interface/vapor-phase calculations in solid-state
and surface physics. Work functions in the presence of ad-
sorbates, such as H,O, have also been calculated in this
way. 16117 Example plots of the planar averaged electrostatic
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potential versus distance profile for systems with and without
the vacuum layer taken from a symmetrized metal/water in-
terface are given in the upper and lower plots, respectively,
of Fig. 1.

The system in Fig. 1 corresponds to a simulation cell
containing two symmetric oxygen-bound Cu(111)/H,0
interfaces derived from a quasibilayer approach. The viabil-
ity of structural models for water over metal surfaces based
on the formation of bilayers has been amply demonstrated in
the theoretical study by Michaelides et al.®® The potential
axis of the calculated distance-dependent potential curve (up-
per plot, Fig. 1), has been shifted such that the potential at
the center of the vacuum layer ¢'(v) is now ¢(v)=0 V (note
the primed and unprimed notation for the unshifted (unrefer-
enced) and shifted (referenced) potentials), thereby setting a
vacuum reference point for the electrostatic potential. This is
the first reference of the double reference approach. All
points in the electrostatic potential profile ¢’(z), including
the middle layer of the metal slab with a potential of ¢'(m),
may now be shifted according to this reference point, to pro-
duce the referenced (unprimed) potentials.

d(z) =" (2) = &' (v). (2)

The electrostatic potential profile for the metal-aqueous
system without the vacuum region can also be referred to an
absolute potential, by adjustment of the metal slab potential
in this calculation ¢(m), where the subscript 0 indicates the
uncharged calculation without vacuum, such that the two
profiles are aligned at this point

$o(m) = (m) = ¢’ (m) — ¢’ (v). 3)

This correction allows us to reference the uncharged calcu-
lation to the vacuum level, by assuming that the electro-
chemical potential of the metal electrode is unchanged be-
tween the vacuum cleaved and nonvacuum cleaved cases.
Under this assumption, we may subsequently shift all other
potentials in the profile as follows:

$0(2) = Po(2) = dy(m) + Po(m)
= ¢o(2) = dy(m) + ¢'(m) — @' (v). 4)

The electrochemical potential of the half cell with reference
to vacuum is then determined from the unreferenced Fermi

potential, ¢(f) via

do(f) = do(f) = do(m) + @' (m) — ¢’ (v). (5)

It can be seen that this procedure follows naturally from the
physical description of the absolute electrochemical potential
offered by Trasatti.'"”

Since a variation in the electronic charge ¢ leads to an
electric field at the interface, a vacuum reference point can-
not be established for the case when —g # 0. Instead, a por-
tion of the aqueous region is fixed far from the electrode at
its position in the uncharged, i.e., ¢=0, calculation while the
rest of the system is relaxed in response to the applied
charge. The electrostatic potential at this solution point
¢o(w) far from the electrode is then used as the second ref-
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FIG. 1. (Color) A schematic diagram illustrating the electrostatic
potential profile as a function of position across the normal axis of
the unit cell. The system shown here contains two symmetric
Cu(111)/H,0 slab faces contained within the periodic simulation
cell. The variables ¢(v), ¢(m), and ¢(f) denote the position of
reference, bulk metal, and Fermi potentials for the double reference
model and are explicitly defined in the text. Top: The slab/water
system shown in its elongated form due to the insertion of a vacuum
reference electrode ¢(v). Bottom: The closed unit cell containing
the solvent phase reference electrode ¢)(w), the bulk metal poten-
tial ¢y(m), and the Fermi potential ¢ (f).

erence point. The potential at all other positions, including
the Fermi potential d);- is then shifted according to this sec-
ond reference point

() = BL(2) — BL(w) + olw), ©)
bo(F) = B = Bl W) + o). ()

In all cases, charged and uncharged, the corresponding
absolute potential ¢,(f) can be referenced to find a potential
versus the normal hydrogen electrode (NHE) U,, by subtract-
ing the work function for the H,/H+ couple on Pt in standard
conditions'®

UJV =-48- ¢, (f)eV. (8)

Although the value 4.8 V has been selected for this study,
estimates of the absolute potential of the normal hydrogen
electrode vary from 4.4 through to 4.8 V.!15119-123 The value
may also be determined self-consistently from first-
principles calculations.
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FIG. 2. (Color) The polarization of a bare Cu(111) slab by either
a sodium ion pseudopotential at the outer Helmholtz plane (Na) or
the use of a continuum countercharge (1e), is illustrated by compar-
ing plots of the electrostatic potential (top), electric field (center),
and the change in electron density (bottom).

B. Determination of the grand canonical free energy

The self-consistent energies calculated for the systems
containing an excess charge and an homogeneous counter-
charge are not directly comparable between those systems
containing varying amounts of charge. Furthermore, it would
be ideal for electrochemical considerations to calculate ener-
gies that are directly comparable for systems at a constant
potential. This imposes the requirement that the thermody-
namic derivative of the system energy with respect to the
electronic charge ¢ must correspond to the electrochemical
potential.

—=u. 9
P )
Due to the inclusion of a homogeneous background charge
density within the periodic calculation p,,=—¢q/{}, however,
the derivative acts on terms for both the electronic charge
and the background charge, and Eq. (9) is not satisfied. Sepa-
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rating the self-consistent energy Egcp into terms for the
charged metal/water interface, the interaction between the
interface and the background, and the background, we may
express the energy as, respectively,

Escr = Emw + Extwing + Evg (10)

and the derivatives as follows:

JE JE JIE JE,
SCF — MW + MW/bg + bg. (1 1)
dq dq dq dq

The first term on the right-hand side is dependent upon the
electronic charge alone, whereas the middle term is depen-
dent on both the electronic charge and the countercharge, and
the last term is dependent only on the countercharge. Decou-
pling the terms appropriately, and using the relation

Enwing = f j f PogVmwdxdydz, (12)

where V,y is the electrostatic potential arising from the
metal slab and the water layer, in the absence of the back-
ground charge, it can be demonstrated that the derivative
(11) is equal to

JE
&—SqCF=M— f f f Vo /Qdxdydz, (13)

where V, is the total electrostatic potential arising from the
metal/water interface and the background charge. The de-
sired electrochemical energy E may be taken by integrating
w over the applied charge, where we use the dummy variable
Q to represent the integration variable, and g represents the
electronic charge of the system under consideration:

q q
E:f /‘LdQ:ESCF-i_f |:f J f VtOt/QdXdde:|dQ
0 0

(14)

The term in brackets is the volume averaged electrostatic
potential within the simulation cell (V,). Finally, a correc-
tion is also required to account for the different number of
electrons present in each system, to yield the total grand
canonical free energy of the cell (minus entropic and me-
chanical work contributions that require estimation from
ensemble-based theoretical methods or available experimen-
tal data)

L
Efree=ESCF+f <Vt01>dQ+IU“Q- (15)
0

C. Computational methods

Nonlocal gradient-corrected periodic density functional
theory (DFT) calculations were carried out to determine the
energetics, electronic structure, and potential for bare and
aqueous-solvated Cu(111) and Pt(111) interfaces. The (111)
surfaces were modeled using a three-layer periodic slab ori-
ented in a face-centered cubic lattice arrangement with 27
metal atoms per unit cell repeating in a p(3X3) surface

PHYSICAL REVIEW B 73, 165402 (2006)

structure. Calculations with thicker slabs up to five layers
showed changes in calculated energies to be on the order of
0.05 eV. The interatomic distances of the center metal layer
were held fixed at the experimental bulk nearest neighbor
distances (Pt 2.77 A; Cu 2.56 A),!>* while all other metal
atoms were allowed to relax. For the aqueous systems, an
icelike solvent structure was optimized for the p(3 X 3) re-
peat unit which consisted of 24 H,O molecules oriented in
eight hydrogen-bonded layers above the metal surface, com-
pletely filling the volume between the upper and lower slab
surfaces. The icelike structure selected for the aqueous por-
tion of the slab/water calculation was somewhat arbitrary
since further evaluation of the large range of possible water
arrangements and orientations, including a selection of suit-
able ensembles, is yet to be explored. For the Cu(111)/H,0
system, the lattice vector perpendicular to the surface was set
to obtain the ambient temperature liquid H,O density of
1.0 g/mL."%*

For the Pt(111)/CH,O(,q) system, an optimal water density

[0.86 g/mL, lower than that of ice, where p;.;=0.92 g/mL
at 0 K and 1 atm (Ref. 124)] was established by expanding
the lattice vector perpendicular to the surface plane to de-
termine the lowest energy Pt(111)/H,O structure. When
establishing an internal reference potential, either 15 A
[for the Cu(111)/H,O calculations] or 20 A [for the
Pt(111)/CH,O, calculations] of vacuum was inserted into
the aqueous solvent layer halfway between the upper and
lower slab surfaces, effectively bisecting the aqueous layer.

In order to test the double reference potential method de-
scribed herein, we compare its predicted results for the po-
tential and the field that form at the aqueous/metal interface
with those determined by explicitly establishing an outer
Helmbholtz plane of ions at the metal/solution interface. More
specifically, we directly modeled the charge transfer from a
sodium atom which was placed inside the outer Helmholtz
layer of the model Cu(111)/H,0 interface. The sodium atom
is anticipated to ionize, thus transferring its electron to the
metal. This approach establishes a more naturally derived
potential and field across the interface. This method is re-
strictive, however, in that only an integral number of elec-
trons can be added to the small unit cell, whereas the homo-
geneous countercharge can take on nonintegral values, thus
allowing for a continuum of surface charge densities to be
considered. Nonintegral values for the electron count in pe-
riodic methods can be considered as whole electrons distrib-
uted over a number of simulation cells, and the derivative
discontinuity at integral values is avoided since the energy
derivative at the Fermi level of a metallic slab is continuous
with electron occupation.'?>!?® Furthermore the ability to de-
termine the reference potential with reference to the un-
charged case is obfuscated in the presence of ions or by the
intrusion of an extra chemical species. Corrections due to the
electric field of this ion, and the chemical potential of the ion
would be required. Such corrections are not intractable, but
depart from the simplicity and tenability of the method.

In order to model the polarization of the metal/water in-
terface by an ion, we place a pseudopotential for the sodium
ion halfway between the upper and lower slab surfaces either
in vacuum or in the aqueous layer. For the latter system, the
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solvent structure is held fixed to prevent the reorientation of
water molecules to solvate the sodium ion. Calculations in
which solvation shell relaxation was allowed led to the de-
composition of water to hydroxides and H,. A second effect
of relaxation is that the O and H pseudopotentials relocate as
the positions of the water molecules relax. This movement
changes the detailed structure of the electrostatic potential
profile, obfuscating the direct comparison between the polar-
ized and unpolarized calculations. For this reason the solvent
structure was not relaxed after introduction of the sodium
ion.

In the methanol case study, we examined the dehydroge-
nation pathways over Pt(111), by following the reaction of
one CH,O" species adsorbed per unit cell at a surface cover-
age of 1/9 and solvated by 23 H,O with the adsorbate and
water molecules fully optimized to their equilibrium configu-
ration. The optimized system thus corresponds to a series of
equilibrium structures at 0 K, again based on only one water
ensemble out of the many complex arrangements of water
that can occur at reaction conditions. The departing hydrogen
atom from the dehydrogenation step is retained within the
simulation cell, leading to a discontinuity in the local pH. In
order to determine the pH dependence of the reaction ther-
modynamics, the proton can be coupled to a “virtual reser-
voir” that determines the chemical potential of protons in
solution, which would contribute an additional term to the
overall reaction energy. Such a procedure has been omitted
in this work, and we focus only upon the discontinuous
chemical changes that occur at the local reaction center. Fur-
ther details of the study of CH,O" over Pt(111) are available
in the recent publication by Cao et al.'®

All calculations were performed using the Vienna ab ini-
tio simulation package (VASP) periodic density functional
theory (DFT) code developed by Kresse and
Furthmuller'?”!?8 and Kresse and Hafner.'?® The Kohn-Sham
one-electron equations are solved in the DFT-generalized
gradient approximation (GGA) approximation using the re-
vised Perdew-Burke-Ernzerhof (RPBE) functional.!3%!3! The
electron density is described using plane waves with a
kinetic-energy cutoff of 396.0 eV, determined by oxygen.
The ion cores are described using ultra-soft
pseudopotentials!® developed using the PW91 (Ref. 133)
correlation and exchange approximations. The Brillouin zone
is sampled using a grid of 3 X 3 X 1 Monkhorst-Pack special
k points for all adsorbate structures.!>* Electronic self-
consistent field (SCF) cycles are converged to 1.0
X107 eV and the geometry was converged to 1.0
X 10™* eV for quasi-Newton and conjugate-gradient optimi-
zations. Partial occupancies of the wave function are allowed
by including order-two Methfessel-Paxton smearing!® at a
width of 0.2 eV.

III. RESULTS AND DISCUSSION

In the following sections, a number of fundamental as-
pects of the double-reference method are discussed and com-
pared to systems in which the surface potential is tuned by
the inclusion of a minimal supporting electrolyte. This mode
of polarization is addressed for conditions where the aqueous
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environment is both omitted (as in the work by Crispin et
al.*®) and included. Some treatment is also given to both the
potential of zero charge and the capacitance measured using
the double-reference method, since there is some inherent
ambiguity in measuring the capacitance of a three-
dimensional slab model. The discussion is followed by two
case studies, which apply the double-reference method in
considering the molecular structure and the adsorption of
water at the aqueous Cu(111) interface and the potential-
dependent reactivity of methanol dehydrogenation over
Pt(111).

A. Comparisons between the polarizations
of the inner layer induced by a continuum
countercharge and an explicit plane of counterions

The well-established theoretical model of the electro-
chemical interface consists of a layer of excess electron den-
sity at the electrode surface balanced by solvated counter
ions distributed starting from the outer Helmholtz plane
(typically 3—10 A from the electrode), and therefore re-
sembles a capacitor with an induced electric field between
the two charge planes.'*!37 Chemisorbed ions reside on the
electrode surface within this layer. In the cases of a non-
adsorbing electrolyte, the electrode will be “coated” by a thin
inner layer of water molecules, beyond which the outer layer
of ions begins. The physics of this diffuse ionic layer has
been well-established following the theories of Gouy'® and
Chapman'® developed using the Poisson-Boltzmann equa-
tion. The inner-layer solvent (in most cases, water) mol-
ecules have been shown using numerous simulations at a
variety of levels of theory to fluctuate about a particular
time-averaged orientation such that the potential drop across
this inner layer is nonzero and linear.*>>*!40 In this section
we evaluate and compare two different methods for polariz-
ing this inner layer of water. In the first method, charge on
the electrode is balanced by the inclusion of a uniformly
dispersed continuum countercharge of the appropriate charge
density to balance the charge on the electrode. In the second
method, a plane of discrete ions is introduced using the so-
dium ion pseudopotential. The methods are compared by
computing the electronic polarization induced at the interface
using density functional theory. Solutions to Poisson’s equa-
tion allow the comparison also of the electric field and elec-
trostatic potential across the inner layer. We restrict ourselves
only to the case where water is at the electrode, although
there is no reason why, in principle, the model could not be
extended to include the ion adsorption layer. Indeed, the flex-
ibility to model various chemical and interfacial ensembles
represents a key strength of this methodology.

The polarization of a Cu(111) slab with and without an
aqueous environment is explicitly calculated by (a) adding
an excess electron to the metal surface that is balanced by a
continuum countercharge and (b) including a sodium atom,
which is expected to donate an electron to the metal surface
and leave a sodium ion in solution. In both cases, a formal
surface charge density of 15.3 uC/cm? is introduced. Elec-
trode polarization was assessed using three metrics: the elec-
trostatic potential, the electric field, and the linear charge
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density difference, plotted in the upper, middle, and lower
segments, respectively, in Figs. 2 and 3 for the unsolvated
and solvated systems. Solid and dashed lines refer to polar-
ization induced by the continuum charge (a) and the sodium
pseudopotential (b), respectively.

In the absence of a screening aqueous environment (Fig.
2), the induced polarization is significantly different for the
two methods. The electrostatic potential follows a quadratic
profile through the continuum countercharge (solid line), as
expected from the classical solutions to Poisson’s equation in
a homogeneous medium, whereas the profile is more com-
plex about the explicit ion layer (dashed line) due to the fact
that the Na ion in the vacuum captures up to 76% of the
excess electron. The preference for electron capture by the
sodium ion is related to the competition between the electron
affinity of Na* (-5.1 eV) (Ref. 124) and that of Cu(111)
(calculated for the three layer slab in this work: —4.7 eV;
experimental: —4.9 eV).!>* The lowering of the electrostatic
potential in the vacuum outside the slab implies that caution
must be applied, as a stationary state may evolve in which
electron density can be localized in the vacuum. This is
analogous to field emission which may occur in nonperiodic,
nonequilibrium systems of electrified metal surfaces exposed
to vacuum. The linear charge density difference plots in Fig.
2 indicate that the charge density here is not sufficient to
create such a state. We estimate, from classical consider-
ations, that the “field emission” in this system will occur at a
limiting charge density of —4€,®/L, where L is the width of
the vacuum layer and @ is the work function of the metal.
For the Cu(111) system discussed here, the limiting charge
density is 11.1 wC/cm?. This discrepancy of a higher calcu-
lated charge density than determined by the classical limit
may be attributed to the delocalization of the charge across
the first and second layers of the slab, which reduces the
actual surface charge density to below the classical limit.
Equilibrium field emission states in the periodic system were
observed for higher surface charges and more elongated slab
simulation cells, as the above equation implies.

The classical electric field induced at the surface by an
applied formal surface charge density of 15.3 uC/cm? is
1.7 V/A, following Poisson’s equation. The density func-
tional theory calculations performed in this work show much
lower electric fields. By examining the electric field profile
in Fig. 2, it can be seen that the continuum countercharge
creates a maximum electric field of magnitude 0.81 V/A,
substantially greater than that induced by the sodium ion
0.34 V/A. The maximum electric field is observed at a dis-
tance of 2.6 A from the outermost metallic plane. Integrating
the electron density over the interslab region indicates that
the sodium ion pseudopotential captures 76% of the applied
charge. An electric field with 24% of the classical field has a
strength of 0.4 V/A, compared to 0.24 V/A observed here.
The result is also reduced in the presence of the continuum
countercharge due to the atomic and electronic structure of
the conducting surface, and the linear dependence of the
electric field throughout the continuum countercharge model
(at 2.6 A we may expect the electric field strength to be
1.1 V/A without incorporating the effect of the tail of the
electron distribution).

In an aqueous environment (Fig. 3), however, we see that
the polarization of the interface induced by the sodium ion
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pseudopotential and the continuum countercharge become
very similar due to the charge screening from the polarizable
inner layer (which reduces the intensity of the continuum
countercharge), and an endothermic electron affinity for
aqueous Na* (thereby reducing the extent of electron capture
and increasing the ion’s efficacy to polarize the inner layer).
The average electric field across the inner layer is therefore
of similar magnitude for the two systems: 0.46 V/A with the
explicit ion method versus 0.42 V/A for the homogeneously
dispersed countercharge. The induced charge density differ-
ence is also comparable, but again greater for the continuum
countercharge, since the sodium ion pseudopotential captures
a portion of the excess charge (43%, down from 76% in the
vacuum case), perhaps due to the unrelaxed solvation sphere.
In both cases there is significant charging of the inner layer
water matrix (around 30% of the charging electron is delo-
calized throughout the inner layer). Ab initio studies by
Vassilev et al.,’! as well as scanning tunneling microscopy
imaging by Morgenstern et al.,'*! reveal that interfacial wa-
ter is a weak conductor as the surface states couple with the
molecular orbitals of H,O. The pronounced extent of elec-
tron delocalization observed here (up to 7 A) may be an
artifact of the completely proton ordered water molecules in
the icelike structure adopted herein. Future studies using mo-
lecular dynamics and disordered water configurations may
illuminate this observation.

Alternatively, one may argue that this charge delocaliza-
tion is a result of electron leakage to the water matrix via a
field emission effect. To address this concern we have per-
formed a calculation in which the formal charge density is
+15 wC/cm?, and thus field emission is prohibited (the slab
is positively charged, the curve labeled “+1¢” in Fig. 4). The
charge distribution profiles are exactly symmetric between
the positively and negatively charged cases. The polarization,
therefore, is not a consequence of electron field emission into
the positively charged background, but rather is indicative of
strong coupling between the inner layer H,O and surface
states.

The average value of the electric field across the aqueous
interface, 0.44 V/A (Fig. 3), may be divided into the classi-
cal free-space prediction of 1.7 V/A to yield a value of 3.9
for the dielectric constant of inner layer water. Since the
water molecules have not been allowed to relax between the
uncharged and charged calculations due to the necessity of
calculating the difference profiles in Figs. 2 and 3, this num-
ber should be compared with the high frequency dielectric
constant,'*? e,=3.2, rather than the conventional dielectric
constant of water at the interface which has been estimated to
be from between 5 and 10.":14%143 Relaxation of the water
geometry in response to slab charging leads to rotation of the
water dipole (as described in Sec. IV), which helps to explain
the higher values based on electrochemical estimates. We
find that our value and the value for the high frequency di-
electric constant are in reasonable agreement. The somewhat
higher value obtained in our calculation may be due to the
retention of charge by the polarizing medium, in addition to
the nonclassical distribution of charge across the conducting
slab (i.e., not all charge is localized on the surface, and thus
the classical description of the induced field as E jgcal
=0/ €y will overpredict the magnitude of the field, and hence
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FIG. 3. (Color) The polarization of the Cu(111)/H,O interface
by either a sodium ion pseudopotential at the outer Helmholtz plane
(Na) or the use of a continuum countercharge (le), is illustrated by
comparing plots of the electrostatic potential (top), electric field
(center), and the change in electron density (bottom).

the ratio E / E.jysicai= € Will be higher than expected).

The similarity between the electric fields induced using
the explicit ion and continuum polarization methods under
aqueous conditions, therefore, leads us to expect that inner
layer processes modeled by the continuum technique will
coincide closely with real processes occurring in a double
layer consisting of ions at the outer Helmholtz plane. This
simplification is applicable to studies in which specific as-
pects of inner layer chemistry are being explored, and a non-
adsorbing electrolyte can be assumed.

B. The uncharged reference potential and
comparison to the potential of zero charge

The double reference method is predicated upon an initial
calculation that determines the potential of the uncharged
electrode/electrolyte interface. However, in the case where
opposing sides of the slab represent two distinctly different
interfaces, the question may be asked, “Which interfacial po-
tential are we measuring, and is this the potential of zero
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FIG. 4. (Color) The polarization of the charge density of
the Cu(111)/H,0 interface (top) and bare Cu(111) slab (bottom)
is shown by presenting the electron density difference profile cre-
ated by the difference between the charge density profile of the
charged (+le or —le slab systems, corresponding to
+15.3 uC/cm?) and the neutral periodic slab system. Only the dif-
ference plots are shown.
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FIG. 5. (Color) The electrostatic potential profiles across
the elongated “vacuum-reference” slab system, calculated either
with or without a dipole correction are shown. The use of a
dipole correction highlights the presence of two dissimilar
work functions in operation due to the dissimilar slab face
environments.
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charge?” The “potential of zero charge” is a time-averaged
macroscopic quantity over many dynamically changing inter-
facial configurations,>>-*1%* corresponding to the mean elec-
trochemical potential observed when the electrode’s net sur-
face charge is determined by some means (for example, from
an electrocapillarity curve) to be zero. The potential of zero
charge, therefore, cannot simply be measured using a static,
electronic structure calculation, but instead would require a
large number of such calculations. The static potential of
zero charge is often quite different from the measurable po-
tential of zero charge due to the fluctuating orientation of
water dipoles and other surface species, and we have made
some effort to do this in a separate paper. By employing
reference solvation structures of an appropriate orientation,
however, a good estimate of the potential of zero charge can
be obtained. We shall now demonstrate that the static poten-
tial of zero charge measured using the double reference
method may be defined as the equilibrium (weighted mean)
potential of a static system having two coupled interfaces
with no net charge.

Consider the system portrayed in the top section of Fig. 4
and shown with a vacuum separated region in Fig. 5. An
asymmetry exists between the two slab faces resulting from
the completely proton-ordered icelike water structure taken
from the geometry optimization performed on a relatively
small slab (the difficulty in escaping such a structure is remi-
niscent of the Valleau and Gardner observation of “patho-
logical anisotropy” in Monte Carlo simulations of liquid
water?*). Water molecules at the top of the surface are ori-
ented upward with their hydrogen atoms pointing away from
the surface. The proton-ordered structure creates an oppo-
sitely oriented water dipole at the opposing slab surface (hy-
drogen toward the surface). This is ultimately advantageous,
however, as the averaged interfacial structure is therefore one
of no net orientation with respect to the metal water inter-
face, as may be expected for a dynamic liquid environment.

The coupling between these two slabs, and their resulting
contribution to the measured electrochemical potential, was
demonstrated by plotting the electrostatic potential across the
slab/electrolyte/vacuum system when the dipole correction
of Neugenbauer and Scheffler'® is (dashed line) and is not
(solid line) employed (Fig. 5). In this extreme example, the
aligned orientation of water molecules in each of the two
aqueous regions of the vacuum separated slab creates a ferro-
electric effect'® such that the work functions differ by ap-
proximately 6 eV. An electric field of magnitude 0.4 V/A is
thereby generated across the connecting vacuum region.

The apparent dilemma of having a system with two dif-
ferent Fermi levels is resolved by a consideration of the
equilibration that occurs when the system is closed (i.e.,
when there is no vacuum layer). In this case charge must
flow across the conducting slab in such a way that the work
functions are equal (a counterfield is generated between the
electrodes such that ®, and ®, in Fig. 5 are equal). The
amount of charge required is determined by the difference in
work functions multiplied by the capacitance of each inter-
face. The equilibrium vacuum potential is therefore

= 16
v C,+Cy (16)
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The double reference method in its current form implicitly
assumes that the interfacial capacitances C; and C, are equal
and therefore takes ¢, as the arithmetic mean of the two
work functions [Eq. (16), Fig. 5]. This assumption (a conse-
quence of taking the exact center of the interslab region as
the vacuum reference electrode) is not as drastic as it may
appear. The capacitances C; and C, in this case are derived
from the response of the electronic wave function of the
solvent to a change in potential about the interface (recall
that the vacuum reference calculation is obtained from a
single-point wave function calculation of the opened aqueous
phase region with all atoms remaining frozen, thus there is
no response from atomic motion here). For the cases consid-
ered in this paper, and previously by Filhol and Neurock!?’
and Cao et al.,'® both interfaces consist of proton ordered
H,O bilayers, and will therefore have a similar electronic
response. Additionally, the interfaces are of similar width,
comprising two water bilayers each, and therefore the ca-
pacitances C; and C, will be very close, if not the same.
(Note: They will, of course, be slightly different because of
the differences that arise due to the different chemi/physi-
sorption interactions at the two dissimilar slab faces.) A
quantitative argument, and more rigorous treatment of the
vacuum potential, including the direct solution of Eq. (16)
and an estimation of the error incurred when neglecting
terms C; and C,, is planned for a future paper.

Utilizing the assumption that C;=C,, we determine that
the potential of zero charge of the static Cu(111)/H,0 model
is +0.25 V (NHE). This is significantly higher than the most
recent value of —0.70 V NHE determined by Lukomska and
Sobkowski'#” for Cu(111) in perchloric acid (pH 5). These
authors, along with others,”!48-150 indicate that the potential
of zero charge is highly sensitive to the adsorption of species
derived from activation of water at the electrode, such as OH
and H, as revealed by the pH dependence of their measure-
ments, and consequently potentials in the range of -0.7
through to +0.7 V NHE have been reported. We therefore
attribute the primary discrepancy between the calculated and
experimental potential of zero charge values to the neglect of
these ions directly in our simulation, and take the dynamic
effect to be secondary. The inclusion of water activation ef-
fects, to produce hydrides and hydroxides over the electrode
surface, for the determination of the potential of zero charge
on Pd(111) is addressed in the recent paper by Filhol and
Neurock!?” using the methodology described herein. It is an-
ticipated that the potential of zero charge for Cu(111)/H,0
may be dependent on the operation of a similar reaction
chemistry, that changes the net charge density on the elec-
trode surface.

As an aside, we can also demonstrate that the total differ-
ential capacitance of the coupled system is the sum of the
differential capacitances on the two independent slab faces
(now including the full effects of dipole rotation). This fact is
necessarily true, for a change in the potential d¢ each slab
face must undergo a polarization by an amount of charge do;
for interface 1 and do, for interface 2. The net charge must
sum to the total system charge do. The partial charges upon
each slab face are determined by their differential capaci-
tance

doy=Cyd¢, (17)

165402-10



FIRST-PRINCIPLES REACTION MODELING OF THE...

X
1@

)

FIG. 6. Schematic indicating the effective parallel capacitor re-
sulting from the use of the virtual reference electrode in the center
of the aqueous region, and the two metallic electrodes resulting
from the two sides of the periodic metallic slab.

doy=Crdep, (18)

which sum to generate the total differential capacitance, Cy
=do/d¢. The two capacitors therefore act in parallel with
respect to the virtual reference electrode we have introduced
in the center of the aqueous region (Fig. 6).

The total capacitance may also be derived under the as-
sumption of a classical response of the continuum counter-
charge and water dielectric to the slab charge density. Fol-
lowing Poisson’s equation, and using atomic units

V2= ple. (19)

It is known that p=—20/L, where L is the axial length of the
simulation cell, in the direction normal to the slab plane,
which is approximately equal to the interslab spacing. From
our previous section we have established a dielectric con-
stant of 3.2. The electric field at the slab surface provides the
boundary conditions for Poisson’s equation over the dielec-
tric

dldx(0) = ole, (20)

dpldx(L) = - ole. (21)
Solving Poisson’s equation gives
d(x) = — ox*lel + ol ex + ¢y. (22)

¢y is taken to be the electrostatic potential of the electrode.
The potential at the midpoint of the aqueous region (the sec-
ond reference potential), is therefore given by

H(LI12) =—oLlde+ oLi2e+ ¢py= oLlde+ ¢y. (23)

The differential capacitance is therefore given by 4¢€/L. It is
therefore essential to set the interslab spacing L to a reason-
able size such that the potential does not change inordinately
with the applied surface charge. For the range of examples
considered in this work the predicted capacitance is between
5 and 10 wF/cm?. The actual differential capacitance derived
from the electronic structure is expected to differ from this
classically derived due to the interaction between the surface
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FIG. 7. A schematic of free energy versus potential (upper plot)
for hypothetical periodic-slab calculations of the reaction Ia—Ib,
participating at the lowermost slab face in the inset, is shown. The
subscripts a and b indicate states at slab face I that are related by
some physical or chemical change. Dashed lines Ey,,;; and Ep,.»
represent the calculated energy for the entire unit cell, consisting of
contributions from the lower and upper surfaces (Ia and II) or (Ib
and II) of the slab, as shown in the insert. Solid lines indicate
hypothetical energy versus potential behavior for isolated Ia, Ib and
II surfaces; Ey,, Ey,, and Ej, respectively. The reaction energy ver-
sus potential (lower plot, solid line) is not affected by the calcula-
tion periodicity, shown by the coincidence of the Ey,—Ej, and
Erpi—Eraen curves, assuming that the environment of slab face 11
is constant.

charge density of the metal with the adsorbed water mol-
ecules and other near-surface species, and the response of the
water dipoles as they relax to the applied charge density do.

C. Potential dependent reaction energies
and decoupling of the slab faces

Although it is trivial to show that changes in energy re-
lated to changes in chemistry or water orientation at a given
slab face can be decoupled from changes occurring at the
other slab face, the justification for such a procedure is often
nonintuitive. For this reason we shall spend some time dem-
onstrating the separability of the two slab faces, and there-
fore the usefulness of this method in modeling chemical and
physical changes systematically. In the following discussion,
consider a slab with two opposing faces I and II. Consider
also a physical or chemical change occurring at interface I,
which may be represented by the reaction Ia— Ib, while the
second slab interface remains inert. In Fig. 7 we have drawn
schematic energy versus potential curves for such a process,
in the cases where the slabs are both coupled (the curves
Ela+II and EIb+H) and deCOupled (E]a, E]b, and EH)' The dif-
ference Ep,,.—Ep.n between the coupled curves is also
given and shown to be equivalent to the uncoupled differ-
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ence Ep,—Ey, (i.e., the energy required to effect the change
JIa—1Ib).

We have hitherto discussed the equilibration of work
functions between the two isolated slabs such that the energy
of the system [Ej,., defined in Eq. (15)] conforms to the
energy of the two-interface system as a function of some
equilibrium potential ¢. The total energy can also be de-
scribed as the sum of the two independent interfacial ener-
gies. These energies are not completely independent, how-
ever, as there is the possibility that the two metal slab is
polarized such that faces I and II have equal and opposite
charge density. Thus for the coupled Ia+1I and Ib+1I systems
described above

Eni(0) = Er (o) + Ep(= 0), (24)

Eyp,11(0) = Epy(0) + Eyy(= 0y). (25)

Despite the disparity in charge between the two slab faces,
the electrochemical potential remains constant, since the two
faces are in equilibrium with the same Fermi level having
electrochemical potential ¢. Hence, we may write

Ern(@) = Eyy(@) + En( ), (26)
Epn(9) = Er(¢) + En(¢). (27)

As shown in Fig. 7, each separate interface (Ia, Ib, and II)
has its own thermodynamic dependence upon the potential
(the solid curves Ey,, Ey, and Ey; in Fig. 7), although these
dependencies are not readily separable. The summed curves
Ep and Ep,p; give rise to the coupled energy-potential
curves indicated in Fig. 7 by the dashed lines. Following
Egs. (26) and (27) we see that, by keeping the potential-
dependent chemical environment at one interface constant
(that is the chemical environment of interface II in Fig. 7) we
can calculate differences in energies between states at the
other interface (such as the states Ia and Ib at interface I).
Expressing this algebraically

Elb+ll( ¢’) - E1a+u( ¢’) = Elb( ¢) - Ela( ¢)- (28)

Therefore the reaction energy for the reaction Ia— Ib (see the
lower plot in Fig. 7) can be calculated as a function of the
applied electrochemical potential, by calculating the energy
functions Ej,,; and Ey,; via the double reference method.
The ability to infer such reaction energies as a function of
electrochemical potential is of great importance for the study
of reactions in electrocatalysis, as well as other natural pro-
cesses, such as corrosion and biomolecular cell transport.

D. Application to water structure on Cu(111)

In the previous sections we have demonstrated that the
double reference method allows for the assignment of an
electrochemical potential to calculations performed in the
constant charge ensemble. In this section we apply this
method to probe the potential dependent reorganization of
water over Cu(111) using density functional theory. An array
of water molecules were distributed between two sides of a
Cu(111) periodic slab with an interslab spacing of almost
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FIG. 8. (Color) Water dipole orientation, measured with respect
to the surface normal such that an orientation of 0° indicates that
the oxygen end is tilted directly toward the slab and 90° is a per-
fectly flat dipole orientation, and the copper-oxygen bond length are
shown as a function of the electrochemical potential for water ad-
sorbed at the Cu(111)/H,0 interface (left). The atomic arrangement
is also shown (right). Note that this diagram treats potential ranges
over which the examined Cu(111)/H,0 system may be metastable
with respect to the formation of hydroxides, oxides or molecular
hydrogen.

two nanometers. Slab charges of —15, 7.5, 0, +7.5, and
+15 uC/cm? were considered by adding or subtracting elec-
tronic charge from the interface. We focused on changes oc-
curring only at the lower slab where the water molecules
interact via the oxygen atom. Plotted in Fig. 8 (right axis) is
the tilt angle of surface-bound H,O versus the electrochemi-
cal potential as determined by performing a series of ab ini-
tio geometry optimizations at differing surface charge densi-
ties (between —15 and +15 uC/cm?) and calculating the
electrochemical potential accordingly. The geometry used for
the hydrogen bonded network of water within the simulation
cell (Fig. 8, far right) parallels that of ice Ih,'>! with some
deformations noted near the surface as the presence of the
metal slab interrupts the hydrogen bonding network. The ex-
perimentally observed “flip-flop” mechanism of adsorbed
water!>? is seen to apply, with the water dipole oriented 78°
away from the surface normal at —1.4 V versus NHE, and
rotating 20° toward the surface normal upon polarization to
+1.3 V versus NHE. In the neutral slab, the water dipole is
oriented at 66° away from the surface normal (or, alterna-
tively, inclined 24° from the parallel/flat position) indicating
a preference for Cu-O bonding. This is more inclined than
both the 77° calculated for the orientation of adsorbed mo-
lecular water on a neutral Cu(111) cluster calculated at the
MP2 level by Ruuska and Pakkanen'>* and the 75° calculated
by Michaelides et al.8 It is apparent that the presence of
environmental solvent molecules are responsible for further
inclining the water molecule to enhance the hydrogen bond-
ing arrangement of interfacial water by directing the OH
bonds towards the water bulk.

Plotted in Fig. 8 (left axis) is the change in the surface-
oxygen bond distance for the interfacial H,O, in which we
clearly see the repulsion of surface H,O species upon in-
creasingly cathodic potentials. The Cu-O distance is 2.15 A
at +1.3 V versus NHE, and increases to 2.41 Aat-14V
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versus NHE. The centroid of these values (2.28 A) is in good
agreement with the Cu-O distance of 2.25 A calculated for
molecularly adsorbed water on a neutral Cu(111) slab by
Michaelides et al.®¢ The fact that the dipole angle changes
more than the Cu-O distance between the molecular®® and
condensed phase (i.e., this work) calculations is in agreement
with the higher mobility of the water protons compared to
the oxygen atoms, as frequently observed in the molecular
dynamics and numerical simulations cited in the introduction
to this work.

There is also strong repulsion between the negative sur-
face charge density (=15 uC/cm?) and the electron density
on the oxygen atoms of the interfacial water molecules, as
manifested in the increasing Cu-O bond distances as ca-
thodic potentials are encountered. This result is consistent
with the disappearance of adsorption spectra in the in situ
truncated crystal rod experiments by Chu.!>* The protons on
the water molecules, however, are attracted to the negatively
charged surface. Such effects have been manifested in nu-
merous molecular dynamics and other numerical simulations
of the metal/water interface (see, for example, the molecular
dynamics simulations of Price and Halley*’). Yang, Yia-
coumi, and Tsouris, in particular, observed this phenomenon
in their Monte Carlo simulations'® and note that the progres-
sive change in dipole of their fluctuating-charge TIP4P-FQ
water molecules is indicative of an enhanced potential for
water dissociation at both anodic and cathodic potentials.

It is expected that water will reductively activate at ca-
thodic potentials, leading to the evolution of molecular
hydrogen,'> and anodically activate at anodic potentials to
form hydroxyl overlayers and both cuprous and cupric
oxides.”!3 At some of the potentials explored in this work,
therefore, water is undoubtedly metastable. By varying the
surface chemistry at this preferred slab face it is possible to
calculate the reaction energies for these processes within this
method, as a function of potential, and to therefore map out
the regions of electrochemical potential “phase space” in
which certain chemical environments are thermodynamically
preferred. Such calculations have been performed and the
results prepared for future publications.

E. Application to the dehydrogenation
of methanol on Pt(111)

As an example of elucidating potential-dependent reaction
energetics, as discussed above, we present a portion of our
study of methanol dehydrogenation over Pt(111) surfaces, an
important reaction for the chemistry of the direct methanol
fuel cell. Complete details of this study, including a detailed
comparison with the chronoamperometry and cyclic voltam-
magrams of Cao et al.' were recently published in their
paper. For the example presented here, we focus solely on
the first dehydrogenation step of methanol.

In an aqueous solution over platinum, dehydrogenation of
the adsorbed methanol (CH;OH") involves the heterolytic
C-H or O-H bond cleavage to form an adsorbed hydroxym-
ethyl (CH,OH") or an adsorbed methoxy (CH;0") species,
respectively, and a solvated proton in solution. The reaction
energies for aqueous-phase CH;OH', CH,OH +H,), and
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FIG. 9. To a close approximation, the energy varies quadrati-
cally with potential due to the continuum charge capacitor utilized
in this work (top). The quadratic dependence of the energies of
adsorbed hydroxymethyl, methanol, and methoxy are shown. Reac-
tion energies for the two alternate pathways for methanol dehydro-
genation are shown as a function of potential (bottom). Reaction
energy curves are obtained from the difference of the individual
product and reactant energy curves.

CH3O*+H(aq) systems are determined for various surface
charges and plotted as a function of calculated potential as
filled circles, open triangles, and open squares, respectively,
in the upper portion of Fig. 9. Solid lines refer to a corre-
sponding fit of the energy versus potential to a parabolic
energy-potential curve.

The reaction equilibrium was then determined by calcu-
lating the free energies of the reactant and product states at
each potential. The difference between these two free ener-
gies allowed the determination of the overall change in
Gibbs free energy for the reaction, and was used to deter-
mine the reaction equilibrium at each potential. Additional
terms and model features can be incorporated into future
studies of the direct methanol fuel cell to allow for changes
in the pH, coadsorbates, surface defects, etc., as models are
expanded to increasingly approximate the complex operating
conditions of a working environment.

The potential-dependent reaction energy is determined by
subtracting the energy of the reactant curve from that of the
product curve over the full range of potentials. The resulting
reaction energy versus potential cure is plotted in the lower
portion of Fig. 9. Cleavage of a C-H bond to form CH,0H"
is exothermic over the range of —1 to +1 V versus NHE,
becoming more exothermic toward more positive potentials.
However, O-H cleavage to form CH;0" is endothermic at
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negative potentials, becomes thermoneutral at ~+0.5 V ver-
sus NHE (indicated by the vertical dotted line in Fig. 9) and
is exothermic at more positive potentials, indicating signifi-
cant potential dependence of the reaction mechanism. This
example demonstrates the significant role of surface polar-
ization in the reaction energetics and the corresponding reac-
tion pathways, necessary to correctly predict the dehydroge-
nation chemistry.

IV. CONCLUSION

We have outlined a technique for calculating and subse-
quently controlling the electrostatic potential for a coupled
two-interface system, and applied this method to the calcu-
lation of reaction energies relevant to two problems: one re-
lated to electrochemistry and the other to electrocatalysis.
Increasing the surface electron density of a Cu(111) slab in
contact with a condensed phase model of water was shown
to repel the water molecules, both by increasing the metal-
oxygen contact distance and rotating the direction of the wa-
ter dipole. Decreasing the surface electron density was
shown to have the opposite effect. The modification of the
surface charge of a Pt(111) slab in contact with an aqueous
“solution” of methanol, and the consequent change in poten-
tial, was shown to have consequences for the structure and
reactivity of methanol over the slab face, including a change
in the preferred dehydrogenation mechanism.

By comparing the polarization induced using the homo-
geneous background model to the polarization induced by a
layer of explicitly modeled sodium ions, we show that simi-
lar fields and charge distributions are induced for the metal/
water interface, but not for the metal/vacuum interface. The
different response of the two models is attributed to the
screening effect provided by the polarizable electronic struc-
ture of the solvent. Since computational limits constrain the
extent to which the ionic nature of the electrolyte can be
modeled completely, the homogeneous countercharge model
appears to be a reasonable approach. Modifications to this
general procedure have already been suggested, such as to
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model the countercharge distribution by a Gaussian model
rather than as a uniform continuum.'>® These more complex
models, however, have not yet been incorporated into a ref-
erence electrode model.

We have also demonstrated that arbitrary aspects of the
presented model, such as the placement of a water reference
electrode at the center of the interslab region, can lead to a
significant dependence on the size of the model used, due to
the quadratic dependence of the electrostatic potential
throughout the continuum countercharge. A judicious choice
of interslab spacing is necessary, therefore, to maintain a
reasonable differential capacitance. The differential capaci-
tance of the slab/water system is important since it is directly
proportional to the curvature of the energy-potential func-
tion. Similarly an appropriate water structure must be
adopted such that the measured “average” potential conforms
to a physically reasonable result. In this case, the adoption of
a completely proton ordered structure, while apparently irrel-
evant to any real system, led to a cancellation effect between
the two separate interfacial dipoles and therefore an approxi-
mation to the completely proton disordered interfacial water
structure. It is our opinion that the next step toward advanc-
ing the theories of water structure and polarization at the
electrochemical interface is to treat ensembles of metal/water
interfaces generated by ab initio molecular dynamics using
the general methodology presented in this paper.
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