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Simulation of transient current through PMMA thin films based on a random walk model
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A piecewise continuous, time dependent diffusive coupling in a classical one-dimensional randomly pinned
charge density wave model has been used for the analysis of experimentally observed transient current data for
polymethyl methacrylate. Satisfactory agreement has confirmed that this can be a dynamical model for the
behavior of the transient current. The analysis also suggests the presence of three different regimes in the decay

of the transient current.
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I. INTRODUCTION

Polymeric dielectrics have complicated structures that
may contain many impurities and additives. They are also
known to be very sensitive to their thermal, mechanical, and
electrical history.!~* The difficulty of obtaining identical re-
sults under nearly identical conditions has been reported in
the literature.?

Polar polymers such as polymethylmethacrylate (referred
to as PMMA in the rest of this work), are known to need
very long times to reach a steady state current. From theo-
retical considerations,! this time has been estimated to be
approximately a 100 years for PMMA. In spite of the depen-
dence on the history, experimentally observed reproducible
chaotic behavior as reflected by a positive Liapunov expo-
nent in the transient current has been reported.>®

In order to furnish a theoretical interpretation to the ob-
servations, a classical one-dimensional model of randomly
pinned charge density waves (CDW) is proposed.” The aim
is to understand the experimentally observed decaying tran-
sient current as a time dependent dynamical system based on
this model. There are three reasons behind this choice: (i) the
qualitative resemblance of the observed decaying patterns of
the current, and simulations based on this model; (ii) the
observation of a positive Lyapunov exponent in the data
which also agrees with the model; (iii) the similarity of the
observed electric field dependence of conductivity with this
model.*8

History dependence is also known to be a property of spin
glasses, polymers,’ as well as processes described by a
continuous time random walk.'®!! The proposed model in-
herits glassy dynamics, is akin to the short-range Ising spin
glass, and can describe random walks on directed percolation
clusters.® All of these systems show memory effects. Another
reason for the choice of the model is that it makes use
of quenched randomness, which accounts for the heteroge-
neity of the polymer and reflects nonlinearity in the transient
current.

The experimental setup is briefly summarized in Sec. II.
The model is described in Sec. III. The simulation process is

1098-0121/2006/73(13)/134302(5)/$23.00

134302-1

PACS number(s): 75.40.Gb, 75.40.Mg, 73.50.Gr

presented in Sec. IV. Our results are discussed in Sec. V.

II. EXPERIMENT

The specimens under study were prepared as sandwiched
metal-polymer-metal structures with PMMA as the isolating
layer. 300 nm thick aluminum electrodes were thermally
evaporated at 10~ mbar on microscope glass slides cleaned
in a detergent solution. 20 um thick PMMA layers were de-
posited from 6% PMMA solution in toluene. Subsequently,
aluminum top contacts were evaporated. The I-V measure-
ment was performed via a programmable picoammeter
and/or voltage source (Keithley, model 487) and a tempera-
ture controller (Lake Shore, model 300). Cyro industries
model DET has been used as a sample holder. The picoam-
meter and the temperature controller were interfaced to a
computer through an interface card that automated data tak-
ing. Details are reported in Ref. 5.

III. MODEL

The overdamped equation of motion for the phase ¢; of a
pinned CDW is given by’

K&#p  p, . .

— S = 2 x — x)) + eCVopy 2, sinfqox;

909X~ qpTo J

+ p0)]8x—x;) + LE=0, (1)
' q0

where C=cNyA/akpy, Ny is the constant density of states per
site, a is the lattice constant, A the gap, A the electron pho-
non coupling, [/=2m/q, the wavelength, p, the one-
dimensional electron density, p,, the effective mass density
of the charge density wave, and V, the intensity of the inter-
action of the charge density wave with the local impurities
whose densities are n;. K= pomv; with m the free electron
mass and v, the Fermi velociy and 7 is a phenomenological
parameter describing the dissipation of energy from the
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FIG. 1. CDW fit of current at 3.25 MV/m. Both the measured
current (+) and simulated CDW polarization current (X) are nor-
malized and drawn versus the number of time steps (n).

charge density wave to the lattice. The above equation of
motion can be replaced by a difference equation and the
latter can be integrated between any two consecutive impu-
rity sites and reduces to a difference equation.

Introducing the dimensionless variables u=n;x,
E=E/CVynqo, B:ZWKni/CV()poqé, s=t/1y,  where
To=2mpmn’/ CVopoqor and = p(x)/2m and Qy=qo/2mm;
the difference equation becomes

dY; _ pl i1 = Yi= ¥

ds Tjsl,j rjj-1

—sin[27(u;Q0 + ¢;) ] + £Q;,
2)

where Qj=%(rj+1,j+rj,j_1), j=1. If one introduces the
quenched random variable ¢j=ujQ0, 1$¢j$ 1, and takes
the intervals between the impurity sites to be uniform the
equation of motion becomes

diys; .
—‘L=B[(ﬂj+1+lﬂj_1—2lﬁj]—sm[277(¢j+(ﬂj)]+§, (3)
ds

where the dimensionless constants ¢ and B correspond to the
electric field and to the diffusive coupling, respectively. In
terms of ¢; the current density is given by

2 diys;
J=ene—w<—l/ll>, (4)
qdoTo ds

where n, is the bulk density and () represents an average
over all impurity sites.

This is a classical one-dimensional model that studies the
overdamped phase dynamics of CDW pinned by randomly
located impurities. Two of the most important results of the
model’ are a resulting nonlinear polarization current and the
existence of both broad and narrow band noise in the polar-
ization current.® For these reasons we attempted to base our
understanding of the experimentally observed transient cur-
rent in PMMA on this CDW model.®

Another point of concern is the chaotic nature of the
coupled lattice maps, of which Eq. (3) is an example®. The
existence of a maximal positive Lyapunov exponent in the
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FIG. 2. CDW fit of a current at 2.50 MV/m [current (+),
simulation (X)].

transient current through PMMA® and the similar behavior of
the polarization current in the model is another factor for
using the model in simulation of the transient current.

IV. SIMULATION

The competition between the quenched random field and
the elastic restoring forces invokes some very complex dy-
namics. Charge density waves provide one of the very few
cases where it is possible to study the effects of quenched
randomness due to impurities in such systems.

The recursion relation given by Eq. (3) is used as the
CDW model. It is numerically simulated, and with the use of
evaluated values of phases, the polarization current has been
computed.

The simulated model has then been fitted to the experi-
mentally observed transient current through PMMA. The
simulation and the fitting codes are written in the Fortran
programming language.The data and the simulation for the
transient current are normalized between O and 1. There are
four parameters, the number of the impurity sites, the num-
ber of time steps, the values of B and ¢ that control the
behavior of the CDW polarization current. Initial conditions
are chosen randomly, that is, the code fills the initial values
of the impurity sites with quenched random values which
have values between 0 and 1. N (the number of time steps),
the number of states (which is set to 10 000 as in Ref. 8) are
given manually to the code. Of the two parameters, & repre-
sents the forcing electric field and B represents the diffusive
coupling. A constant value for the former fits the experimen-
tal data satisfactorily.

For a satisfactory fit, B has to be taken as a time depen-
dent parameter. For simplicity, the following approach is
used. The data are split into time intervals of the order of the
first minimum of the average mutual information function
given by

5==3 py(oin 222 (5)
ij PiPj

Here p; is the probability of finding a data value in the ith
interval. p;(7) is the joint probability of data to be in the ith
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FIG. 3. CDW fit of a current at 2.0 MV/m [current (+),
simulation (X)].

interval first, and 7 times later in the jth interval. This is
evaluated for the experimental data by the Tisean package.'?
Mutual information gives an estimate for the information
connection between data values. The CERN MINUIT package'?
is used to find the best fit for an overall £ and B for each
interval.

Figures 1-3 show the simulation and the data for an ap-
plied voltage of 3.25 MV/m, 2.50 MV/m, and 2.0 MV/m,
respectively.

The fit required three different constant values for the
parameter B for different regions of time. In order to verify
this observation that more than one different region of B is
indicated, detrended fluctuation analysis (DFA) is used on
the observed time series,'*!> assuming that a change in the
dynamics of the system would involve a change in the pin-
ning and hence B. DFA is a scaling analysis method used to
estimate long-range power-law correlation exponents.'®-!8
One integrates the time series of length N, then divides the
result into boxes of equal length, n. In each box of length n,
a least squares line is fit to the data. The y coordinate of the
straight line segments is denoted by y,(k). Next, the inte-
grated time series y(k) is detrended, by subtracting the local
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FIG. 4. Power spectrum analysis of the observed current at
2 MV/m. The slope of the straight line is equal to —0.98.

PHYSICAL REVIEW B 73, 134302 (2006)

3 . . . . o

slope=0.798658 +/- 0.01635
25} slope=1.910814/ 0.01402

log(F(n))

.05 . . . . .
05 1 156 2 25 3 3.5

log(n)

FIG. 5. Plot of log F(n) vs logn for the time series of the x
component of Lorenz equations showing the crossover.

trend, y,(k), in each box. The root-mean-square fluctuation
of this integrated and detrended time series is calculated by

N
F =\ - S 00 -y, 0. ©
k=1

This computation is repeated over all time scales (box sizes)
to characterize the relationship, between F(n), the average
fluctuation, as a function of box size n (see Figs. 4 and 5). A
linear relationship on a log-log plot indicates the presence of
power-law scaling. Under such conditions, the fluctuations
can be characterized by a scaling exponent, «, such that
F(n) ~n® A crossover in the scaling exponent, «, indicates a
transition from one type to a different type of underlying
correlations, due to a transition in the dynamical
properties. %17

Figures 6-8 show log[F(n)] vs log(n) for 3.25 MV/m,
2.50 MV/m, and 2.0 MV/m, respectively, both for the cur-
rent and the simulation. Although a precise identification of
the power-law behavior would require more decades of data,

3 T T T T T T T T T
current 4+
1.47218 +/- 0.03892 ——
0.732705+/- 0.01197 ——
I 1.42598+/- 0.147 1
simulation  x
1F 4
G
T or 1
o3
o
At B
o 3 4
,3 L L 1 L 1 L 1 I 1
0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 24 28

log{n)

FIG. 6. log[F(n)] vs log(n) with three different scaling expo-
nents for the measured current (+) at 3.25 MV/m and the simula-
tion (x).The inset show the scaling exponents for the current.
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FIG. 7. log[F(n)] vs log(n) with three different scaling expo-
nents for the measured current (+) at 2.50 MV/m and the simula-
tion. The inset show the scaling exponents for the current.

a discontinuity in slopes clearly indicates three regions for
the 3.25 MV/m data. Although a linear log-log plot is less
clearly indicated for a large box size for the next lowest
voltage of 2.50 MV/m, three regions can still be identified.
In this set one can observe a middle region with a slope
nearly equal to 2 followed by a crossover, which, according
to Refs. 16 and 19 might be caused by a sinusoidal trend
rather than a change in the dynamical properties of the sys-
tem. The similarity between the crossover regions in the data
and the simulation leads us to conclude that the crossover is
more likely to result from a transition in the dynamical prop-
erties of the system. The process under study is basically
diffusive and damped with chaotic fluctuations; the pinning
parameter B is indirectly related to the damping because of
the scaled timelike parameter in the CDW model used in this
work. Moreover, in Ref. 6, this data set is reported to have
the minimum maximal Lyapunov exponent with respect to
other data sets, which might explain why this data set (Fig.
2) seems to be more periodiclike than other sets. The power
spectrum for the 2.0 MV/m data shown in Fig. 4 does not
show any marked indication of periodic behavior. One can
also see a crossover behavior from a region with a slope near
2 similar to that in the data when the DFA analysis is applied
to a numerical solution of Lorenz equations. This is shown in
Fig. 5. For the lowest voltage of 2.0 MV/m the demarcation
of regions is less clear but plausible.

Table I summarizes the results of the fit and the DFA
scaling exponents. The three different regions with the cor-
responding values of B and the values for the scaling expo-
nents are shown. The variation of the scaling exponent at the
weakest applied electric field among regions is less pro-

PHYSICAL REVIEW B 73, 134302 (2006)

current 4+

1.68901+/- 0.02682 =——

F 1.28413+/- 0.04118 —— R
1.47053+/- 0.00433 s

simulation X

05 T

(=]

log(F(n)

L L 1

0.6 08 1 12 14 16 18 2 22 24 286
log{n)

FIG. 8. log[F(n)] vs log(n) with three different scaling expo-
nents for the measured current (+) at 2.00 MV/m and the simula-
tion (x). The inset shows the scaling exponents for the current.

nounced. For stronger applied electric fields, the values of B
for the first two regions seem to show a significantly slower
variation, but attempting a single overall value deteriorates
the fit. It is also observed that as the voltage increases the
long-range correlations (indicated by «) decrease, and the
regime changes become more distinct. This behavior seems
to be consistent with the strong dependence of conductivity
on the electric field.> The field dependence is mostly attrib-
uted to the trapping of free charge carriers in the volume of
the dielectric during their motion due to the applied field,
whereas the release from traps was considered to be ther-
mally activated with a field-modified activation energy.?’
These charges are believed to be trapped in some of the
pinning states arising from the defects in the structure of the
insulator such as impurities, dopants, and dangling bonds. It
has been suggested that side groups may act in a way similar
to doped impurities.>! The variation of B seems to be related
to the competition between the mechanisms of conductivity
in PMMA via dipole relaxation processes, caused by hetero-
geneities and the trapping of charge carriers.? It is known
that dipole relaxation completes before other mechanisms.??
This is probably related to the first crossover in the scaling
exponent. The other two crossovers in « might be due to a
relaxation caused by heterogeneities and the trapping of
charge carriers.

V. DISCUSSION

In this work, an attempt has been made to simulate the
experimentally observed polarization decay current in terms
of a dynamical system with a diffusive coupling that is piece-

TABLE 1. The scaling exponents, the B values, and the & values for the three applied electric fields.

aj a az B, B, Bj ¢
3.25 MV/m 1.47 0.73 1.43 1.3+0.2 1.4+0.2 1.3+0.2 0.7
2.50 MV/m 1.45 1.98 0.5 1.3+0.1 1.4+0.1 1.7+0.1 0.53
2.0 MV/m 1.69 1.47 1.3 0.8+0.05 0.7%+0.05 0.8+0.05 0.62
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wise continuous in time. The discontinuities indicate the
presence of three different time dependent nonlinear conduc-
tivity mechanisms. This presence is supported by a detrended
fluctuation analysis. An overall positive Lyapunov exponent
had been observed and reported elsewhere.>® An attempt has
been made to model the indicated chaotic behavior in terms
of a model describing pinned charge density waves. Charge
density waves have been reported in certain polymers,”* but
not yet in PMMA. A satisfactory fit to the model has been
obtained, however it is not absolutely clear whether this is a
pure charge density wave effect, or there are further interac-
tions which can still be modeled by the CDW model by
admitting a piecewise time dependent diffusive coupling.
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Piecewise time dependence agrees with the DFA results. One
reason for the time dependence of the diffusive coupling may
be aging under the influence of the applied electric field (for
aging effects in PMMA see Refs. 1 and 3). The continued
application of an electric field is affecting the configuration
of the polymer. Thus the heavily pinned charge density wave
model stands as a good candidate for modeling the transient
current.
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