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Spectral properties of exciton polaritons in one-dimensional resonant photonic crystals
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The dispersion properties of exciton polaritons in multiple-quantum-well-based resonant photonic crystals
are studied. In the case of structures with an elementary cell possessing a mirror symmetry with respect to its
center, a powerful analytical method for deriving and analyzing dispersion laws of the respective normal modes
is developed. The method is used to analyze band structure and dispersion properties of several types of
resonant photonic crystals, which would not submit to analytical treatment by other approaches. These systems
include multiple-quantum-well structures with an arbitrary periodic modulation of the dielectric function and
structures with a complex elementary cell. Special attention was paid to determining conditions for superra-
diance (Bragg resonance) in these structures and to the properties of the polariton stop band in the case when
this condition is fulfilled (Bragg structures). The dependence of the band structure on the angle of propagation,
the polarization of the wave, and the effects due to exciton homogeneous and inhomogeneous broadenings are

considered, as well as dispersion properties of excitations in near-Bragg structures.
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I. INTRODUCTION

Optical properties of artificial structures with periodically
modulated dielectric constant have been attracting a great
deal of interest since pioneering papers of Refs. 1 and 2,
where such systems were first discussed. Periodic modula-
tion of the dielectric function significantly modifies the spec-
tral properties of electromagnetic waves. Instead of a simple
continuous spectrum with a linear dispersion law, the elec-
tromagnetic spectrum in such structures is characterized by
the presence of allowed and forbidden bands similar to the
electronic band structure of crystals. For this reason, the new
class of optical materials was dubbed photonic crystals.?
Changing the spatial distribution of the dielectric constant
one can effectively control such fundamental properties as
the group velocity of light, the rate of spontaneous emission,
etc. This fact has important repercussions for both funda-
mental physics and applications, where it opens up possibili-
ties for new concepts of optical and optoelectronic devices.

Modulation of the dielectric function, however, is not the
only way to affect light propagation and its interaction with
matter. It was shown in Ref. 4 that closely packed dipole-
active atoms can become coherently coupled by light and
this coupling significantly changes their emission properties,
resulting in the so-called “superradiance” effect. In the origi-
nal Dicke’s model* the distance between the atoms was as-
sumed to be much smaller than the wavelength of their emis-
sion, but similar effects can also arise if dipole-active
elements form a one-dimensional periodic lattice with the
period coinciding with the emission half-wavelength (Bragg
resonance). Such an arrangement is possible with a so-called
optical lattice of cold atoms® and with their semiconductor
analogs—Bragg multiple-quantum-well  (MQW)  struc-
tures.®® The latter are semiconductor heterostructures, in
which very thin layers of a narrower-band-gap semiconduc-
tor (quantum well) are separated from each other by much
thicker layers of a wider-band-gap semiconductor (barrier) in
such a way that the period of the structure coincides with the
half-wavelength of light emitted by excitons confined in a
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quantum well (QW). In these systems, excitons play the role
of the dipole-active excitations, which become radiatively
coupled and demonstrate the superradiance effect. If, how-
ever, the size (the number of periods) in an optical lattice
increases, the properties of the system change.'®!! In particu-
lar, the dark modes form two branches of collective excita-
tions, in which light is coupled with the material resonances
and which can be called optical lattice polaritons. At the
same time, the superradiance mode develops into a stop
band, which is a spectral gap between the two polariton
branches, characterized by almost complete reflection of a
normally incident radiation. The distinction between Bragg
structures and other arrangements, in which the period of the
structure is not in the resonance with radiation emitted by the
active elements, can, in this case, be described in terms of
formation of a significantly (by orders of magnitude) en-
hanced stop band.

There is, however, an important difference between opti-
cal lattices of atoms and semiconductor heterostructures. In
the latter case, the interaction of light with active elements
(excitons) is accompanied by multiple reflection of light
from interfaces between wells and barrier layers caused by a
difference in their refractive indexes. Thus, in structures like
MQW’s optical lattice effects coexist with photonic crystal-
like effects, which results in a number of interesting optical
properties and opportunities for applications. Such struc-
tures, called resonant photonic crystals (RPC’s), have re-
cently started attracting significant attention.'>'” A general
characteristic of this type of structures is the coexistence of
dipole-active material excitations (excitons, phonons, plas-
mons) described by optical susceptibilities of the resonant
type and periodic modulation of the background dielectric
constant. The two most fundamental problems in the focus of
current research in this area are concerned with the effects of
the interplay between resonances and spatial nonuniformity
of the dielectric function on the band structure of these sys-
tems and their optical spectra. While these two questions are
interconnected, they have to be recognized as two separate
problems, one dealing with normal modes of closed (or infi-
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nite) systems and their dispersion laws and the other with the
interaction of an internal radiation with a finite-size structure.

The main interest of studies in this field is a spectral re-
gion in the vicinity of the resonant frequency, where the
interplay effects play the most important role. A theoretical
description of RPC’s in this spectral region is a challenging
problem, and its complete solution has not yet been obtained
even for a simplest case of one-dimensional structures, such
as MQW’s. Of course, it is always possible to carry out nu-
merical calculations of the optical spectra and the dispersion
laws, which are particularly easy in the one-dimensional
case. However, a purely numerical approach does not pro-
vide a real understanding of the physics of these structures.
Therefore, it is very important to be able to carry out an
analytical analysis, which would not only provide a better
understanding of the physical processes taking place in these
structures, but would also be instrumental in designing struc-
tures with predetermined properties, which is crucial for their
possible applications.

Different aspects of this problem have been, of course,
considered in a number of previous publications. In particu-
lar, in Ref. 20 the necessity of a modification of the Bragg
resonance (superradiance) condition for one-dimensional
resonant photonic crystals compared to the case of optical
lattice structures was shown. Later, this result was
confirmed?' and an exact Bragg condition in such structures
was found for the particular case of normal propagation of
the electromagnetic wave. It was also noted in Ref. 21 that,
when the resonance condition is met, the spectral gap be-
tween the polariton branches becomes wider than in the case
of a passive photonic crystal characterized by the same
modulation of the dielectric function or of an optical lattice
with the same strength of radiative coupling between the
active elements. In the case of structures of higher (two or
three) dimensions, no analytical results are available yet, but
one can note recent numerical calculations presented in Refs.
18 and 22, where it was also found that the resonances may
enhance polariton-related band gaps compared to a purely
passive photonic crystal with the same spatial distribution of
the dielectric constant. It is important to emphasize that this
enhancement of the band gap in RPC structures is not a
trivial effect. In order to illustrate this point we can mention
another, in a certain sense, opposite effect, which also results
from the interplay between the resonances and periodic in-
homogeneities of the dielectric function. It was shown in
Ref. 23 that there always exists a frequency where the reflec-
tion coefficient of the incident light vanishes due to the de-
structive interference between the two channels of interac-
tion between light and the structure.

These examples show the richness of the optical proper-
ties of even one-dimensional resonant photonic crystals. In
order to achieve a complete understanding of the relation-
ships between the optical and geometrical characteristics of
these structures, one needs a general analytical method
which could be applied to a variety of RPC’s independently
of a particular spatial dependence of their dielectric function.
In our previous paper, Ref. 23, such a method was developed
for studying reflection, transmission, and absorption spectra
of finite one-dimensional RPC structures. The present paper
presents a general analytical approach to calculating the

PHYSICAL REVIEW B 73, 115321 (2006)

band structure of these materials. This method allows one to
analyze the dispersion laws of one-dimensional RPC’s with
an arbitrary form of the periodic modulation of the dielectric
function, propagation angle of the electromagnetic wave, and
its polarization state. The method naturally incorporates reso-
nant excitations of the medium into the theory. For concrete-
ness, we assume that the resonances are related to exciton
states in QW’s; however, the method can be easily applied to
any other type of resonance-localized excitations.

The approach developed in the present paper comple-
ments that of Ref. 23, thus completing the development of a
general theory of optical spectra and dispersion characteris-
tics of optical properties of MQW-based RPC’s. While the
main focus of the paper is methodological, we also present
here some results concerning the dispersion properties of
MQW-based RPC’s, which could not be obtained by other
methods. For instance, we were able to obtain analytical ex-
pressions the describing the dispersion laws of electromag-
netic waves in such structures with an arbitrary polarization
state and an arbitrary value of the in-plane wave number. In
particular, we found an interesting effect of the collapse of
one of the band gaps and discussed the property of the om-
nidirectional reflectivity in these structures. We also showed
that an idea of a perfect Bragg arrangement can be realized
in more complex structures such as MQW’s with complex
elementary cells and calculated dispersion characteristics of
polaritons in such system, taking into account modulation of
the refractive index.

The structure of the paper is as follows. In Sec. II we
derive a general expression for the transfer matrix for the
general case of an arbitrary form of the spatial modulation of
the dielectric function and angle of propagation and the po-
larization state of the electromagnetic wave. In particular we
obtain the general form of the effective exciton-light cou-
pling parameter and the radiative shift of the exciton fre-
quency, taking into account the spatial inhomogeneity of the
dielectric function in the photonic crystal. We show that by
choosing an appropriate basis for representing transfer ma-
trices one can significantly simplify the analysis of the band
structure and dispersion laws of electromagnetic excitations
in the structures under consideration. In Sec. III we illustrate
the power of the approach by applying it to a number of
examples, some of which deal with already well-studied situ-
ations (passive one-dimensional photonic crystals, optical
lattices, MQW?’s with a piecewise spatial dependence of the
dielectric function), while the others demonstrate the possi-
bilities of our approach in obtaining results that could not
have been obtained by other methods. In particular, we de-
rive the condition of the resonant light-exciton interaction
(Bragg resonance) virtually irrespective of a particular form
of the spatial distribution of the dielectric function. Also, we
obtain the general expression for the width of the stop band
in the case of the Bragg resonance and study the dependence
of the band structure on the angle of propagation and the
polarization of the electromagnetic wave.

IL. (a,f) REPRESENTATION OF THE TRANSFER MATRIX
A. Transfer matrix approach in resonant photonic
crystals

A propagation of the electromagnetic wave in structures
under discussion is governed by the Maxwell equation
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FIG. 1. (Color online) An example of the modulation of the
dielectric function, €(z)=€+A€(z) (solid line). The dashed vertical
lines show the positions of the centers of QW’s.

2
VXV XE-= w_z[foc(Z)E+47TPexc]’ (1)
C

where the z axis is chosen along the growth direction and
P,,. is the excitonic contribution to the polarization, which
can be presented in the following form:

P..=—x(0) 2 D, (2) J dz'®,(z")E (z), 2)

where ®,,(z)=P(z-z,,) is the envelope wave function of an
exciton localized in the mth QW. The summation in Eq. (2) is
performed over all QW’s, and z,, are the positions of their
centers. We assume that the distance between the consecutive
wells, d=z,,,1—2z,, coincides with the period of the spatial
modulation of the dielectric function, e(z+d)=¢€(z). Also, we
assume that the profile of the dielectric function is symmetri-
cal with respect to the position of the center of the QW,
€(z,,+7)=€(z,,—7) (see Fig. 1). We restrict ourselves to the
consideration of 1s states of heavy-hole excitons and neglect
their in-plane dispersion. The dipole moment of these exci-
tons lies in the plane of the well; therefore, they can only
interact with the in-plane component of the electric field, E | .
This fact is reflected in Eq. (2), where only this component
of the field is included.

The frequency dependence of the excitonic response is
given by the function y(w), defined as

(¢4

x(w) = 3)

wy—w—iy
where w, is the exciton resonance frequency, v is the nonra-
diative decay rate of the exciton, and « is the microscopic
exciton-light coupling parameter, proportional to the dipole
moment of the electron—heavy-hole transition.

Equation (1) can be analyzed by presenting the direction
of the electric field as a vector sum of two mutually perpen-
dicular polarizations. These so-called s and p polarizations
define two possible eigendirections, and accordingly, the re-
spective electric fields satisfy two independent equations,
which can be considered separately. These polarizations are
defined by the direction of the wave vector in the plane per-
pendicular to the modulation (growth) direction. Obviously,
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in the structures modulated along particular directions, the
in-plane wave vector is a conserving quantity.

The absence of an overlap of the exciton wave functions
localized in different QW’s makes it possible to use the
transfer matrix technique for solving Maxwell equations, Eq.
(1). The general idea of this technique is to characterize the
electric field of the wave with a certain polarization by a
two-component column vector |c(z)) whose change along the
structure is governed by a 2 X 2 matrix. The main property of
this matrix can be described as following. If |c(z})), |c(z2)),
and |c(z3)) characterize the field at points z;, z,, and z3, re-

spectively, and if f‘(zi,zj) satisfies the equation |c(z;))

=T(z;,z))|c(z;)), then T(zy,23)=T(z1,22)T(22,23). The rela-
tions between the values of the field and the vector |c(z)) as
well as the form of the matrix f(z,»,zj) depend on the choice
of the particular representation of the field. Several possible
representations will be discussed in the subsequent sections
of the paper for both polarizations.

1. S polarization

In the s-polarized wave the electric field E is perpendicu-
lar to the plane formed by the direction of z axis and in-plane
wave vector, k. Accordingly, it can be presented in the form

E(z,p) = E(z)e™, (4)

where p is the coordinate in the (x,y) plane and é =€, X €, is
a unit polarization vector, defined in terms of unit vectors in
the z and k directions. For E(z) we obtain an integro-
differential equation

dZE(z)+ ) Are?
— + K

dZZ s

(2)=-x(0) =52 @,(2) f dz' ®,,(z)E(Z"),

(5)

C2

where Kf(z) =w?e(z)/ -k

We first consider the transfer matrix corresponding to the
propagation of the field across one elementary cell of the
structure—i.e., from point z_+0 at the left boundary of the
cell, inside it, to the point z,+0 just outside of the right
boundary of the cell. The complete transfer matrix connect-
ing the field at the right boundary of the entire system with
the field at its left boundary can then be obtained as a prod-
uct of the transfer matrices for each cell. Considering only
one cell, we can, without any loss of generality, choose the
origin of our coordinate system coinciding with a position of
the QW in the cell under consideration. When z coordinate is
confined to a single cell, the summation over QW’s and the
index enumerating them in Eq. (5) can be dropped.

The term with the exciton polarization on the right-hand
side of Eq. (5) can be considered as an inhomogeneity in a
second-order differential equation

d’E(2)
dz?

+ Kf(z)E =F(z), (6)

whose general solution can be written in the form>*
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E(z) = ¢, (2) + ¢ahy(2) + (G * F)(2), (7)
where
o @ Dhy(z) = hy(2)hy(2")
(G*xF)(z) = L_dz F(zZ') Wihyio:2') . (8)

Here we have introduced £, 5(z), a pair of linearly indepen-
dent solutions of the homogeneous equation

d*E(z)
TZZ + K?(Z)E= 0, (9)

and W(hy,hy;z)=hhy—hih, is the Wronskian of these solu-
tions. For the case under consideration the Wronskian does
not depend on z and will be denoted by W) in what follows.

Alternatively, a solution of Eq. (5) can be presented as®

E(z) = ¢1(2)h(2) + cp(2)hy(2),

E'(2) = c1(2)h(2) + c2(2)hy(2). (10)

In the regions outside of the QW, where ®(z) =0, the func-
tions ¢(z) remain constants, but they change when z traverses
from one boundary of the QW to the other. Our goal now is
to use Eq. (7) along with Eq. (8) in order to relate the values
of ¢,(z) at the right boundary of the QW to their values at the
left boundary. Using these equations we can obtain the ex-

pression for the electric field for points to the right from the
QW as

Ao
E(z) = h{Cl + XTZ(ClﬁDl + Cz%)]

47r?

_ATOQ
+h2[cz—XTl(C1€01+Cz<Pz)}, (11)

where ¢, , are “projections” of the solutions /;, onto the
exciton state,

1
<P1,2:_f dZ'CD(Z’)hl,z(Z'), (12)
Wi Jow

and the modified excitonic response function Y can be pre-
sented as

1
X T hela "
where
Aw= af dzP(2)(G * P)(z2) (14)
ow

gives the radiative shift of the exciton frequency in the pho-
tonic crystal. Equation (14) is a generalization of the well-
known expression for the radiative shift in MQW structures
with a homogeneous dielectric function.!!-26-27

Comparing Eq. (11) with Eq. (10) and taking into account
that the coefficients ¢; do not change outside of the QW, we
can find a relation between the coefficients ¢; determined at
the two inner boundaries of the elementary cell, z=z_+0,
and z=z,-0,
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C C
(z,=0)=T, (z_+0), (15)
2 (&)
with the matrix 7, given as

4m’ (0200 @5
Th = 1 + 2 2 B
—¢Q; — P

c
where 1 is the unit matrix. It should be noted that Eq. (16) is
valid for an arbitrary form of the exciton envelope wave
function and spatial modulation of the dielectric function.

Equation (16) can be significantly simplified if we use
freedom in the choice of the functions A4;(z). It follows from
the observation that one of ¢, , can always be turned to zero
by a special choice of the solutions.’! For example, in the
case when €(z) is invariant with respect to the mirror reflec-
tion relatively to the center of the QW, &, , can be chosen to
have a definite parity, with one of them being even with
respect to the center of the QW and the other being odd. It
should be understood, however, that &, and h, are not nec-
essarily actual normal modes of the photonic crystal. The
latter must be defined as solutions of the appropriate bound-
ary problem and do not have to be even or odd functions
with respect to the center of the elementary cell. Moreover,
due to the Bloch theorem, the modes of a photonic crystal
can have a definite parity only at specific frequencies that are
naturally identified with boundaries of the forbidden gap in
the spectrum. However, all normal modes of the photonic
crystal can be represented as superpositions of the even and
odd solutions ;. A formal discussion of the relation be-
tween the functions 4, and %, and the normal modes can be
found in Ref. 28 where a similar approach has been used for
the analysis of the spectral properties of a Schrodinger equa-
tion with a periodic potential.

Obviously, fixing the parity of the solutions does not de-
termine functions /; and h, uniquely since a multiplication
by a constant does not change their symmetry. It can be
shown, however, that the results obtained for observable
quantities, such as band structure, do not depend on this
ambiguity. We will present our general results in a form in-
dependent of the choice of initial conditions specified at the
center of the elementary cell. However, for discussions of
particular examples it is more convenient to fix them in the
form

(16)

h(0) =1,

for which W,=1.
Let us assume that A4, is the even solution; then, ¢, =0
and the expression for the matrix 7, simplifies to

R(0)=0, h(0)=0, hy(0)=1, (17)

00
Th=1+Sst<1 0), (18)

where ¢,=k,(z,) is the value of x,(z) at the boundary of the
elementary cell and

27rw? (p%

Ssz_j(v(w) (19)

CISCZWh '

Substitution of Y yields
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Iy
Sy=————, (20)
w-—wy—Aw+iy

where T, is the radiative decay rate,
2 2
3 2maw” @)

r,==—ot (1)
qs¢

The function S,(w), which we shall refer to as exciton sus-
ceptibility, describes the contribution of the exciton-light in-
teraction to the optical properties of the structures under con-
sideration. For instance, the resonant absorption of light
occurs at the frequency @y=wy+Aw determined by the pole
of S(w). We will treat @, as an experimentally accessible
exciton frequency, which along with the radiative decay rate
I'; can be measured in optical experiments with a single QW.
In what follows we will drop the tilde from w, and assume
that the radiative shift is included in this parameter.

The coefficients ¢; in Eq. (15) are the two components of
the vector |c¢) characterizing the field in the transfer matrix
formalism while the matrix T}, given by Eq. (16) is the trans-
fer matrix itself. The functions /;(z), which we used to derive
Eqgs. (15) and (18), form a basis for this particular represen-
tation of the transfer matrix. Using this basis we are able to
obtain a simple and convenient expression for the transfer
matrix describing the evolution of the electric field inside a
single elementary cell. However, in order to obtain the trans-
fer matrix through a period of the structure, we have to relate
the field and its derivative at points to the left (z,—0) and to
the right (z,+0) of the boundary between two elementary
cells. These relationships can be found by comparing func-
tions h,(z) defined in different elementary cells. For two ad-
jacent mth and (m+1)th cells, the respective functions A'(z)
and h"'(z) are related to each other as h(z)=h!""'(z~d),
and in order to establish a connection between the vectors
the |c¢™) and |¢"*!) at the boundary between these cells, one
would need to express h;””(z) in the basis of h!'(z). This
problem can be solved, but it turns out to be more convenient
to convert our transfer matrices to a more conventional basis
of plane waves,

E(z) = E,e'% + E_e™", (22)

using the conversion rule, Eq. (A9), derived in the Appendix.
The resulting transfer matrix describing the evolution of the
field across an entire elementary cell can then be presented in
the form
a af —
. ( o @ ) o)
(af - fa)i2 af

which, as will be seen shortly, is particularly convenient for
analysis of the spectrum of the system under consideration.
This representation is extensively used in the present paper
and, in what follows, we will refer to it as the (a,f) repre-

sentation. The parameters of this representation, a and f, are
defined as

a=gn, f=g1 - iSs827
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a=g, f[=g +iS.g. (24)

where

1 hi(a)}
== h(z,) + — .
81 \/Wh|: 1\Zy iq

_1 !
8257 Ligsha(z,) + hz(Z+)]. (25)
VW,

2. p polarization

A representation similar to Eq. (23) for a transfer matrix
describing p-polarized light can also be obtained along simi-
lar lines. An important difference is that the electric field in
the p-polarized waves is not transverse (V-E # 0) and, there-
fore, satisfies a different differential equation. For conven-
tional photonic crystals the p-polarized waves are conve-
niently described in terms of the magnetic field (see, e.g.,
Ref. 3). However, the presence of the dipole-active excita-
tions significantly reduces the convenience of this approach
because in order to close the equation for this field, one
would have to express the interaction with excitons in terms
of the magnetic field. While it can be done, we find it more
convenient to continue working with the electric field E.

The electric field for the p polarization can be presented
in the following form:

E(z,p) = [&E,(2) + &E(2)]e™". (26)

The amplitudes E, (z) satisfy the system of equations

&¢’E, _dE,
222 —lkd_Z+Kp(Z)Ex

=—x(0)> D, (2) f dz'®,,(z')E(z),

- ikdd—b;C + [Klz,(z) - K*JE.(x) =0, (27)

where Kﬁ(z)=w26(z)/ 2. Deriving these equations we again
have explicitly taken into account that only the in-plane com-
ponent of the electric field interacts with the heavy-hole ex-
citons. Solving the second equation with respect to E, we
obtain the closed equation for E (z):

a[  dE,
E[ﬁ(z) n } + K(2E,
47re?
=- x(o) 2 E‘Dm(z)fdZ"I’m(Z')Ex(Z'), (28)

where p(z):xlz,(z)/ [K,z,(z)—kz]. This function is related to the
local angle of propagation of the wave, 6(z): p(z)
=1/cos 0(z).

The derivation of the transfer matrix for the p-polarized
field follows exactly the same steps as in the previous sub-
section with one important change. The Wronskian of two
solutions of the “homogeneous” (that is, with y=0) version
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of Eq. (28) depends on the coordinate z.>* This, however,
does not present a major problem, because if one takes into
account that this dependence can be presented in the form

W(z) =W, (29)

one can immediately reproduce all the main results of the
previous subsection. In particular, the transfer matrix in the
basis of plane waves can again be written down in the (a,f)
representation, Eq. (23). The parameters of this representa-
tion are given by the same Egs. (24) and (25), where, how-
ever, one has to consider the functions %, ; as even and odd
solutions of the “homogeneous” version of Eq. (28). Also,
the function S, which retains the same form as in Eq. (20), is
now characterized by a modified radiative shift of the exciton
frequency and the decay rate. The expression for the fre-
quency shift is obtained by replacing the expression given by
Eq. (8) with

1
Whp (Z+)

(GxF)(z) = f dz' F(2")[hy(2")hy(2) = by (2)hy(2')]

(30)

in Eq. (14) for the radiative shift. The rate of exciton’s decay
into the p-polarized light is given by

B 27Taw2<p%

qcplzy)’ G1)

p
where ¢,=k,(z,). One can notice that these expressions and
the corresponding expressions for the s-polarized wave coin-
cide in the case of normal propagation—i.e., when k=0.

B. General properties of the (a,f) representation

The fact that the transfer matrices for both polarizations
allow for the (a,f) representation is not a coincidence but is
related to a well-known feature of the Maxwell equations. To
demonstrate it let us consider Eq. (28) in a particular case
corresponding to the passive structure (y=0). If E(z) is a
solution to this equation, its complex conjugate E"(z) is also
a solution. Having this in mind one can show that

i[p(z)(EE*’ —-E'EN]=0. (32)
dz

Now, representing the electric field in the form of Eq. (22)
we can find that

Qe - EP=0. (33)
Z

This relation expresses conservation of the flux of the Poyn-
ting vector through a plane perpendicular to the z axis and
represents the fact that there are no sources or drains of the
energy in the system. The similar expression for the
s-polarized wave can be obtained by substitution g,— g,
p(z)— 1. Tt follows from Eq. (33) that the transfer matrices
through the period for both s and p polarizations must pre-
serve the combination |E,|>—|E_|?>, which means that the
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transfer matrix written in the basis of plane waves belongs to
the SU(1,1) group.”® A general form of an element of this

group is?’
# 7)
T=\_+ _«]|, (34)
I, T,

where T, are complex numbers and |T}|*~|T,|*=1. Matri-
ces allowing for the (a,f) representation correspond to a par-
ticular case of SU(I,1) matrices, for which T, is purely
imaginary. It can be shown that such matrices describe struc-
tures that possess a mirror symmetry. Indeed, a transfer ma-
trix of such a structure satisfies the condition o, To,=T"",
where o, is the Pauli matrix. Substitution of Eq. (34) into
this equation gives 7,=-T,. The converse statement can also
be verified. This property of transfer matrices can also be
proven in the general case of matrices corresponding to the
Maxwell equations (5) and (28) with the external polariza-
tion, but the proof is rather technical and we do not provide
it here.

Owing to the (a,f) representation, the description of
structures with mirror symmetry can be significantly simpli-
fied. At the same time, they demonstrate a rich variety of
interesting phenomena and, therefore, these structures have
attracted a great deal of attention (see, e.g., Ref. 30). If such
a structure is built of blocks that have mirror symmetry by
themselves, then the transfer matrix through the entire struc-
ture can be written in terms of matrix elements describing
the individual blocks. Indeed, let us consider a structure with
period BAB where the transfer matrices of blocks A and B
have the form T(a;,f,) and T(a,,f,), respectively, in the
(a,f) representation. Then it can be shown that the transfer
matrix through the period is

T(ay.f>)T(ay,f)T(as,.fr) = T(a.f), (35)

where

51 — -
a=aafr— E(azfz—azfz),

f=f2f1a2+%(52f2—02]72)- (36)

We will illustrate the “multiplication rule,” Eq. (35), con-
sidering a simple but very important for the rest of the paper
example of an elementary cell in an optical lattice. In this
system, block A corresponds to an active element—for in-
stance, a QW—and two blocks B describe barriers, which
have the same refractive index as block A. Blocks B are
described by a transfer matrix given by Ty(¢,)
=diag[exp(i¢,),exp(—i¢,)]. In this case one has a,=f,
=exp(i¢,/2) in Eq. (35) and thus

Ty(pp) T(a, ) Ty(py) = T(ae' P, fe'%). (37)

If, however, one needs to take into account the difference
between refractive indices of blocks B and block A, a type of
transfer matrix product emerges. Introducing matrix 7, de-
scribing propagation of light across a boundary between two
media with different indexes of refraction
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1 1
Tp=—< p), (38)
I1+p\p 1

where p is the Fresnel reflection coefficient®! [see below Eq.
(49)], we can describe propagation of light through BA and
AB interfaces and across block A using the following com-
bination of the transfer matrices: T,(p)"'T(a,f)T,(p). An im-
portant property of the (a,f) representation is that this prod-
uct can be expressed in the following form:

T,(p)™' T(a./)T,(p) = T(a+ap.f-fp). (39)

1-p?
The real factor in Eq. (39) can be incorporated into a and f
due to the useful relation (with real \)

NT(a,f) = T(\a,f) = T(a,\f). (40)

Equations (35), (37), and (39) will be extensively used
throughout the paper for obtaining the (a,f) representation of
various transfer matrices. This method is often more practi-
cal than solving corresponding differential equations.
Thereby, it is interesting to note that the parameters of the
(a,f) representation are essentially boundary values of solu-
tions of the corresponding Cauchy problem. This fact makes
it convenient to use the transfer matrix, for example, to relate
solutions of a Schodinger equation with a complex potential
and the solutions of simpler problems.

III. DISPERSION EQUATION IN RESONANT PHOTONIC
CRYSTALS: THE METHOD OF ANALYSIS AND THE
BAND STRUCTURE

A. Dispersion equation in the (a,f) representation

The dispersion equation characterizing normal modes (po-
laritons) in an infinite periodic one-dimensional structure can
be expressed in terms of elements of a transfer matrix across
one period of the structure:*

1
cos Kd = ETrT, (41)

where K is the Bloch wave number, d is the period of the
structure, and the transfer matrix is assumed to be written in
the plane-wave basis. If this structure possesses a mirror
symmetry, one can show that the condition det 7=1 can be

presented as fa+fa=2. Using this identity we can rewrite the
polariton dispersion law in the form

Kd
cosz(y) =R(a)R(f), (42)
where
R(a)=(a+a)l2. (43)
Equivalently, this dispersion equation can be presented as
Kd
sinz(y) =TJ(a)3(f), (44)

where
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J(a) = (a—a)/2i. (45)

If the exciton susceptibility S is a real function (no homoge-
neous broadening of excitons), a coincides with a conju-
gated, a=a". In this case, %(a) and J(a) are equivalent to the
regular real or imaginary parts of a, respectively: PR(a)
=Re(a) and J(a)=Im(a). When homogeneous broadening is
taken into account, Eq. (42) remains valid, but identification
of R(a) and J(a) with Re(a) and Im(a) can no longer be
made. In this case, one has to use the definitions given in
Egs. (43) and (45).

If the homogeneous broadening can be neglected, the
right-hand sides of Egs. (42) and (44) are real valued. There-
fore, we can analyze the band structure in the vicinity of the
exciton resonance using the notion that for allowed bands
(real K) these expressions should be positive and less than
unity, while for the band gaps (complex K) they should be
negative or greater than unity. Thus, there are two types of
conditions determining the boundary of the bands. From Eq.
(42) we have that the band boundary occurs when either
R(a)R(f) or R(a)R(f)—1 changes sign, and Eq. (44) de-
fines as the boundaries those frequencies at which the change
of sign occurs for expressions J(a)J(f) or T(a)I(f)—1. One
can show that these two pairs of conditions are equivalent to
each other. More precisely, the expression SR(a)R(f) changes
sign at the same frequencies as the expression J(a)J(f)—1.
The same is true for the pair R(a)R(f)—1 and T(a)I(f).
Thus, all the band boundaries can be found by considering
changes of the sign of the expressions R(a)R(f) and
J(a)3(f), with negative values corresponding to the band
gaps. The factorized form of the right-hand sides of the po-
lariton dispersion equation, Egs. (42) and (44), drastically
simplifies the analysis of the spectrum, as will be seen in the
subsequent subsections.

The factorization of the dispersion equations (42) and (44)
becomes possible only owing to the (a,f) representation of
the transfer matrix, which makes this representation particu-
larly suitable for studying the band structure and dispersion
laws of polaritons in resonant photonic crystals. At the same
time, this representation is not very convenient for calculat-
ing reflection and transmission spectra of finite structures
because of a cumbersome relation between the parameters of
a single-layer transfer matrix and a matrix describing the
entire structure. This problem, however, can be conveniently
solved with the help of a different representation introduced
in our recent paper, Ref. 23. It is useful to establish a direct
relationship between these two representations. First we no-
tice that an arbitrary matrix of the form (23) can be written in
the form of a transfer matrix describing propagation of a
wave across a single QW [see Eq. (55) below]. This can be
done by introducing an effective optical width of one period

of the structure, 5, and an effective excitonic susceptibility

S. The relation between the parameters of the (a,f) represen-

tation and these effective parameters can be found by com-
paring Egs. (23) and (55):

§=Laf-an. o= (46)
2i

QR

The usefulness of this relation is twofold. First, it shows that
for any resonant photonic crystal the transfer matrix through
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FIG. 2. The periodic structure built of two blocks. Vertical
dashed lines show the boundary of the elementary cell. The angles
of propagation inside the blocks are related by Snell’s law.

the period can be represented as a transfer matrix through a
conventional MQW structure. Second, Eq. (46) can be used
for a consideration of reflection and transmission spectra of a
structure described by a transfer matrix in (a,f) representa-

tion. This is where the introduction of S and (E and then,
consecutively, the representation of the transfer matrix in
terms of parameters 6 and B of Ref. 23 become very conve-
nient. However, this representation misses the possibility to
factorize the dispersion equation, so it is not very suitable for
a constructive analysis of the dispersion law. One can see,
therefore, that the representations of the transfer matrix in

terms of parameters (a,f) and S and ¢ complement each
other in the sense that each of them is suited best for its own
set of problems.

B. MQW structures with a simple elementary cell

As was mentioned in the Introduction, MQW structures
present one example of RPC’s, in which effects due to re-
flection of light from well-barrier interfaces coexist with ef-
fects due to the resonant light-exciton coupling. The spatial
profile of the refractive index in these structures is particu-
lary simple and is described by a piecewise constant function
(Fig. 2). Various properties of these structures have been
studied in a number of publications,?%-?1:23:2633-35 jncluding
Refs. 20 and 21, where the dispersion laws and the band
structure were studied in the scalar model for polaritons
propagating along the growth direction.

Nevertheless, we find it useful to consider this case in
detail in this paper because it gives a clear illustration of
using the (a,f) representation for the analysis of complex
dispersion equations.

We start by considering two particular cases: a passive
photonic crystal (no resonances) and an optical lattice (no
refractive index mismatch). This will give us useful bench-
marks for discussing the general situation. In the latter case
we will neglect the exciton homogeneous broadening, which
allows us to identify the operations R and J by taking the
regular real and imaginary parts of the respective expres-
sions. The same is obviously true for the case of passive
structures.

1. Passive photonic crystals

Let us consider a structure built of a periodic sequence of
two blocks characterized by the widths dj,,, and the indices
of refraction n,,,. To emphasize the mirror symmetry we
choose the elementary cell as shown in Fig. 2. The transfer
matrix through the period of the structure has the form

PHYSICAL REVIEW B 73, 115321 (2006)

T=T,T,'T,T,T,", (47)
where
T, et 0 48
bw— 0 e_ingw » ( )

and ¢,,,=wny,d,, cos 6,,/c and 6,,, are the angles of
propagation of the wave.

The scattering of the electromagnetic wave at the inter-
face between different blocks depends on both the angle of
incidence of the wave and its polarization state. These effects
are described by Fresnel coefficients p; and p,,

n,, cos 6,,—n; cos 6,

* n,cos 6, +n,cos 6,

n,, cos 6, —n, cos 6,

= , 49
Pr n,, cos 6, + n, cos 6, “49)
for s and p polarizations, respectively. Below we denote the
Fresnel coefficients simply by p, having in mind that for a
particular polarization only one of these expressions should
be used.

Using Egs. (37) and (39) we can find parameters of the
(a,f) representation of the transfer matrix, which in this case
take the form
eiw7++peiw7;

a= , f=eiw7+_peiw7'_, (50)

1-p?
where 7,=(¢,+ ¢,,)/2w. Now we can use general dispersion
equations (42) and (44) to analyze the structure of the al-
lowed and forbidden bands of this system. As we discussed
in Sec. IIT A there are two types of forbidden bands, deter-
mined by conditions Re(a)Re(f) <0 and Im(a)Im(f) <0, re-
spectively. If 7, and 7_ are incommensurate, these band gaps
alternate along the frequency axis and can be classified as
either odd (first, third, etc.) or even (second, fourth, etc.).

Since the coefficients of the dispersion equation in the
passive photonic crystals do not contain any singularities, its
right-hand side can only change the sign by passing through
zero. Thus, the band boundaries are situated at the frequen-
cies where either Re(a)Re(f)=0 or Im(a)Im(f)=0. For in-
stance, if p>0, the boundaries of odd band gaps are deter-
mined by the equations

Re[a(Q,)]=0, Re[f(Q2.)]=0, (51

where ()_ and (), correspond to the lower- and higher-
frequency boundaries of a given band gap, respectively. The
explicit form of these equations can be obtained using the
definitions of a and f, Eq. (50):

cos(Q_7,) —pcos(Q_7) =0,

cos(Q,7,) + pcos(Q,7.) =0. (52)

In the simplest case, when the layers have the same optical
width, one has 7.=0 and the positions of the edges of the
forbidden gap are w,[1+2 arcsin(p)/ ], where
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w7 =2, (53)

While this case gives a convenient reference point, however,
having in mind applications to MQW structures, an opposite
situation, when the optical widths of the layers are different,
is of more interest. Generally, as one can see from Eq. (52),
the boundaries of the gap are situated asymmetrically with
respect to w,. Under the assumption of narrow gaps, which is
fulfilled for a not very strong contrast of the refraction in-
dexes and for angles not too close to the angle of the total
internal reflection, the positions of the boundaries are given
by

2psin ¢, ) (54)

Q.= w,(l +
B (1 % pcos ¢,)

2. Semiconductor optical lattice

In this case we assume that all layers in the structure have
the same index of refraction, n, but there are dipole active
excitations in QW’s. The propagation of light through a QW
is described by the transfer matrix of the form

. (e"%(l—iS) —iS ) (55)
v iS e (1 +iS) )’

where ¢,,=wnd,, cos 6,,/c. The parameters of the (a,f) rep-
resentation of T, are

a=e®?  f=eH2(1-iS). (56)

The excitonic contribution to the scattering of light is de-
scribed by

I
§=—-"—. (57)
w—wy+1y

The radiative decay rate I'y depends on the angle of inci-
dence. As follows from Egs. (21) and (31), for structures
with a homogeneous dielectric function these dependences
for different polarizations are?0-3%37

FE)‘Y) =TI'y/cos 6,, Fg’) =I"ycos 6,. (58)
The transfer matrix through the period of the structure is
T=T)*T,T)". (59)

Taking into account the multiplication rule (37), we can find
parameters of the (a,f) representation for the entire matrix

(59) and the respective dispersion equation®3-%
Kd
cos2(7> = cos wt,(cos w7, +Ssin wr,).  (60)

Unlike the case of the passive photonic crystal, the coeffi-
cients of the (a,f) representation now contain a singularity at
the frequency of the exciton resonance (we neglect the ho-
mogeneous broadening of the excitons here). Therefore, the
right-hand side (RHS) of the dispersion equation (60) can
change its sign by passing not only through zero, but also
through infinity when  crosses wy. In the general case the
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width of the band gap associated with the exciton resonance
is proportional to I', which is many orders of magnitude
smaller than w,. Therefore, usually, exciton-related modifi-
cations of the photon dispersion law in the optical lattice are
negligible. This situation changes, however, if we require
that this singularity be canceled by the term cos(w7,), which
happens if cos(wy7,)=0. This is equivalent to the condition
for the Bragg resonance, when the half-wavelength of the
radiation at the exciton frequency is equal to an odd multi-
plier of the period of the structure:

™
wyT, = o+ . (61)

The spectrum of such structures is characterized by a much
wider band gap with the width equal to

FO 2F0w0
Ap=24/—2=2) =20 62
r T (1 +2n) (62)

"
and is indicative of enhanced coupling between light and
QW excitons.

3. MOW structures with a mismatch of the indices of refraction

Now we are ready to discuss the general case of MQW
structures with the contrast of the refractive indices. The
transfer matrix for this structure is obtained from Eq. (59) by
taking into account the scattering at the interfaces between
the QW'’s and barriers,

T=T,T,'T,T,T,". (63)

The dispersion equation following from the (a,f) represen-
tation of this transfer matrix has the form

cosz<K—d> - ;2 Re(apc)[Re(fpe) + S Im(ape)],
2 I-p

(64)

where apc- and fpo are calculated for a passive multilayer
structure and are given by Egs. (50).

Similarly to the case of the optical lattice, the structure of
the spectrum near the exciton frequency is complicated by
the singular character of the excitonic susceptibility (see Fig.
3), which gives rise to branches of exciton related collective
excitations'® and respective band gaps. We, however, will
again focus on structures characterized by the cancellation of
the excitonic singularity. As a result, an anomalously broad
band gap in the vicinity of the exciton frequency is formed.
As one can see from Eq. (44), such a cancellation occurs
when either Re[apc(wg)]=0 or Im[ap-(wy)]=0. Both these
cases imply that the exciton frequency coincides with a
boundary of one of the photonic band gaps. Most experi-
ments with these systems tend to deal with structures having
as short a period as possible. Therefore, we only consider the
case when wy={),, where (), is the boundary of the lowest
band gap of the respective photonic crystal, determined by
the first equation of Egs. (51). The exciton-related band gap
in this case appears at the frequencies where the RHS of Eq.
(64) is negative.
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FIG. 3. Plot of the RHS of Eq. (64) scaled by 103 for a structure
slightly detuned from the Bragg resonance as a function of fre-
quency. The material parameters are chosen to be close to typical
parameters of GaAs/Al,Ga,_,As structures: p=0.03, I'y=60 weV,
and wy=1.5 eV. The frequencies where this expression is negative
or exceeds unity (not shown in this plot) correspond to band gaps.
The vertical line shows the position of the exciton frequency.

Assuming a smallness of the gap we can expand apc and
fpc near the frequencies (.,

Relapc(w)]=(Qy - o)1, Re[fpc(w)]= (D - w)i_,

(65)

and write the equation for the boundaries of the forbidden
gaps in the form

(apc) _

I
(0-0)(0-0)-T, mt 0, (66)

where

d d
t,= ‘ o Re[apc(w)]‘ , 1= ‘ — Re[fpc(w)]
w Q+ dw QO

(67)

In Egs. (65) we explicitly have taken into account the nega-
tive sign of these derivatives. In Eq. (66) the radiative decay
rate I'y is defined in Egs. (58) and should be taken according
to the polarization of the wave and the angle of propagation.

Using these approximations we can present the bound-
aries of the polariton band gap as

1
+—A, 68
= (68)

w, =0
where Q,.=(Q_+(,)/2 is the center of the gap and A is its
width. The expression for A can be written in the form

A=VAS -+ AL (69)

and is equal to a “Pythagorean sum” of the widths of the
passive photonic gap, Apc=|Q,—Q_|, and the modified ex-
citonic gap,

4 Im(apc) - Az 1+ P

AL=T .
o 1“l—p

(70)

The last formula in this equation is obtained by using the
approximate expressions Im(apc)=1+p and =7, (1-p)
which are valid provided that the optical width of the wells is
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very small compared to the width of the barriers.
The equation

(DO=Q+ (71)

generalizes the condition for the Bragg resonance given by
Eq. (61) for optical lattices. Indeed, normal modes in photo-
nic crystals are characterized by the Bloch wave number
Kpc, rather than by the wave number of a homogeneous
medium wn/c. For the band boundaries w=(), one has
Kpc(Q,)d=m, so that wy={), is equivalent to Kpc(wy)d=1r,
which is a direct generalization of Eq. (61), expressed in
terms of the appropriate wave number.

While the results presented have been obtained using the
assumption that p>0 (that is, for the normal propagation
n,,>n,), they remain valid in the opposite case due to the
symmetry of the transfer matrix under the transformations
p——p and apc< fpc. In other words, when we have the
opposite relation between n,, and n, all the arguments used
above can be repeated with the mirror reflection of the fre-
quency axis with respect to the center of the photonic gap. In
particular, the Bragg resonance occurs when the exciton fre-
quency coincides with the left (low-frequency) edge of the
photonic band gap.

4. Angular dependence of the band structure

In previous publications on the band structure of MQW
systems?! only modes propagating along the growth direc-
tion of the structure were considered. In this paper, thanks to
the general nature of our approach, we can consider waves
propagating at an arbitrary angle treating both s and p polar-
izations of the electromagnetic waves on equal footing. The
foundation for this consideration is laid by the results of the
previous subsections, where the expressions for the param-
eters defining the band structure were derived in terms of
Fresnel coefficients, Egs. (49). The latter contain all the in-
formation about the angular and polarization dependences of
resonant as well as refractive index contrast contributions to
the band structure.

It is clear from Eq. (54) that the Bragg frequency defined
by the generalized Bragg condition, Eq. (71), depends on the
propagation angle of the wave. This dependence is presented
in Fig. 4 for both s- and p-polarized modes. Due to the
narrowness of the QW’s, the position of the Bragg resonance
approximately follows the renormalization of the optical
width of the period of the structure, cccos(6,), for both po-
larizations. This effect can be used to tune the position of the
band gap of the structure. Indeed, if one changes the position
of the exciton frequency, by, for instance, using a quantum-
confined Stark effect,* the system can be tuned back to the
Bragg resonance by changing the propagation angle of the
wave. Assuming that the structure remains tuned to the
Bragg condition with the changing angle we can consider the
angular dependence of the width of the polariton band gap.
One can see from Fig. 4, where this width is presented by
vertical bars, that its angular dependence is different for dif-
ferent polarizations. For the s polarization the width monoto-
nously increases when the angle increases, while for the p
polarization it, first, decreases, reaches its minimum at Brew-
ster’s angle determined by the equation sin 6,=n,,/ \ﬂni+n,2v
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FIG. 4. Dependence of the Bragg resonance frequency wg/w,
[see Eq. (53)] on the angle of propagation 6, measured in the bar-
riers. The material parameters are the same as in Fig. 3. Bold and
thin lines correspond to p and s polarizations, respectively. The
vertical lines (the error bars) show the forbidden gap for each po-
larization. For better visibility the gap is scaled by the factor of 5.

(it corresponds to 8,~0.8 in Fig. 4), where the only contri-
bution to the gap is due to the exciton-light interaction, and
then starts increasing. It should be noted that at Brewster’s
angle the Fresnel coefficient p, changes its sign. Thus, as has
been pointed out above, the condition of the Bragg resonance
for the p-polarized wave propagating at angles larger than
Brewster’s angle is formulated as the equality of the exciton
frequency and the lower-frequency edge of the photonic
band gap for the p-polarized wave.

Structures with both fixed exciton frequency and period
can be tuned to the Bragg resonance at a single angle only.
For waves propagating at other angles the Bragg condition is
violated and the structure becomes detuned from the reso-
nance. In the case of small detunings, it is natural to refer to
such systems as off-Bragg systems. Thus, discussion of the
angular dependence of the band structure naturally involves
considering the properties of the off-Bragg structures.

When the exciton frequency is not tuned to €}, one has to
take into account the singularity of the exciton susceptibility
when looking for the boundaries between allowed and for-
bidden bands. This singularity results in a narrow band gap
situated between zeros of Eq. (44)—i.e., where sin’(Kd/2)
< 0. This band gap occupies the region between w, and wy
+Q s, where

Q= §T+55§ (72)

and 6=wy—Q,#0. For slightly off-Bragg structures, the

width of this addition to the band gap is small, and we will

neglect its existence in future discussions. Thus, the band

boundaries are determined by zeros of RHS of Eq. (42), and

as the result the band structure is determined by four fre-
quencies: wg and the roots of the equation
Af

(0= €,)| (0= Q) (w=w) =7~ [ =0. (73)

The band structure is characterized by two band gaps and

one allowed band between them. If we put these four fre-

quencies in ascending order, the band gaps will lie between
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FIG. 5. The dependence of the band gap structure of the
s-polarized wave on the angle of propagation ¢, measured in the
barriers. The material parameters are the same as in Fig. 3. The
dashed regions correspond to the forbidden gaps. The structure is
assumed to be tuned to the Bragg resonance at normal propagation.

the first and second pairs of frequencies separated by a trans-
parency window (see Fig. 3). The exact order of the band
boundaries depends on relation between wy and Q.. If wy
< (), then the band gaps are between w’ and w, and between
Q. and w,, where

V(Ape— 8% +AF, (74)

while the allowed band is between w, and (),. Thus, detun-
ing the exciton resonance frequency away from (), leads to
the appearance of a transparency window between w, and
), inside the band gap obtained for the Bragg case, w
=(),, and to a slight modification of the external edges of the
gap. This result is in a qualitative agreement with the earlier
analysis of off-resonant MQW structures.'® The transparency
window would manifest itself in optical spectra as a dip in
the reflection coefficient. A similar dip was actually observed
in Refs. 9, 23, and 40, where structures with the period sat-
isfying the nonmodified Bragg condition, Eq. (61), were con-
sidered. Since the well and barrier materials had different,
albeit close, values of the refractive indexes, the real Bragg
period should have been determined from Eq. (71) and the
structures considered in those papers were actually slightly
off-Bragg. It should be mentioned, however, that the detun-
ing from the real Bragg condition could be not the only cause
for the observed dip in reflection. The inhomogeneous broad-
ening of the excitons could also contribute to this effect.*!
Now we can describe how the band structure of our sys-
tem evolves with the changing propagation angle. Let us
assume that the system is at the Bragg resonance for the
normal incidence. Increasing the angle, we detune it away
from the resonance. As a result, two band gaps, one adjacent
to the exciton frequency and another detached from it, sepa-
rated by the transparency window, appear. Figure 5 shows
the angular dependence of the band structure for the case of
the s polarization. An interesting phenomenon is seen to oc-
cur at an angle at which Q,=w}. In this case, the width of
the band gap detached from the exciton frequency turns to
zero (band gap collapse). This collapse is a specific feature
of RPC’s and is absent in both purely passive structures and

+

N | =
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optical lattices. An important property of the gap adjacent to
wy 1s its weak polarization dependence. This can be under-
stood if one notices that any difference between polarizations

could only appear at angles where wB—w0>5F, Apc. The
width of the adjacent gap for these angles can be found from
Eq. (74). It is equal to

A

G .
a Q_—O)o

A (75)
With the accuracy up to the terms ~A,5Apc/ (wp—wp), it is
the same for both polarizations. The property of omnidirec-
tional reflectivity—i.e., a resonant reflection at all angles of
incidence—ensues from these results. It follows from the
notion that a usual scattering problem is set up for a structure
embedded in a medium with essentially a lower index of
refraction (air or vacuum). As the result, the angles of propa-
gation inside the structure cannot exceed the angle of the
internal reflection 6, at the boundary between the structure
and surrounding medium. Therefore, for all angles of inci-
dence the range of frequencies between w, and w!(6,) cor-
responds to the forbidden gap and, therefore, to a resonant
reflection. A similar effect has been considered for the case
of passive photonic crystals in a number of publica-
tions.*>~* Here we want to emphasize the feature specific for
the RPC. If the angle of total internal reflection is small (for
the air-GaAs interface 6.~ 0.28), we can describe the change
of the edges of the photonic band gap by a simple renormal-
ization of the optical width of the period, ), — Q./cos 6. It
results in the width of the region corresponding to omnidi-
rectional reflection in the form

1 A%

A mni o A -2 A A
¢ 2Q, sin® 6, — 2Ap¢

(76)
where we have assumed that the photonic forbidden gap is
not too wide—i.e., ), sin> 6.>2Ap.. One can see that the
presence of QW’s essentially weakens the condition of the
omnidirectionality in comparison with passive photonic crys-
tals.

C. General modulation of the dielectric function
1. Resonant photonic crystals

The formalism developed in this paper allows us to ana-
lyze the band structure in RPC’s with an arbitrary periodic
modulation of the dielectric function. Using the (a,f) repre-
sentation for transfer matrices and expressions for the param-
eters a and f given by Egs. (24), we can derive the dispersion
equation for such a structure in the form similar to Eq. (42),

COSZ(’%) _ hzv(vzh*) ) +Sa(e)], ()
or Eq. (44),
Sin2<K7d> == %Z’:—)[hi(zﬁ + thé(z+)]' (78)

These dispersion equations can be used to describe waves of
all polarizations by choosing the parameters appropriate for a
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FIG. 6. (Color online) Dependence of Im(Kd) (solid lines, left
axes) and the boundary values of the solutions of the homogeneous
Maxwell equations and their derivatives (dashed and dotted lines,
respectively, right axes) on the frequency for a passive structure
(S=0). The nonzero values of Im(Kd) correspond to the band gaps.
The index of refraction is n(z)=3+cos?*(7z/2). (a) Kd is the solu-
tion of Eq. (77), h;(w), and the dotted line depicts i5(w). (b) Kd has
been found from Eq. (78), the dashed line represents /,(w), and the
dotted line depicts h;(w)/5. One can see how zeros of the boundary
values determine consecutive band boundaries.

given polarization, S, g, and h;,. The band structure of a
passive photonic crystal can be obtained from these equa-
tions by setting y=0. The band boundaries (), in this case
are determined by the equations

hy(z,,Q)=0, hj(z,,Q,)=0 (79)

and

hi(z+’ Q—) = 0’ hZ(Z+7Q+) = 07 (80)

where ()- in the argument denote that the functions /, , are
solutions of corresponding homogeneous equations [Eq. (5)
or (28) with y=0] for o= respectively. Thus the zeros of
even and the maxima of odd solutions given by Egs. (79) and
(80) determine the boundaries of the consecutive band gaps
in the band structure of the system under consideration (see
Fig. 6).

The analysis of the full dispersion equations, with the
resonance terms restored, repeats the analysis of the previous
subsection, where one needs to make the substitutions apc
=g, and fpc=g;. In particular, the parameters ¢, of the equa-
tion for the boundaries of the forbidden gap, Eq. (66), are
defined in terms of boundary values of f; , as

1 | oh(Q_ 1 | dh(Q
R Y31 1
VW, Jw

= =
V/Wh Jw

The general structure of the spectrum is similar to the one
discussed in the case of the piecewise modulation of the
refractive index, and we can generalize the condition for the
Bragg resonance, when the exciton-related allowed band col-
lapses, and the spectrum of our system in the vicinity of the
exciton frequency consists of a single wide band gap. We
again require that the singularity of the excitonic susceptibil-
ity at ) be canceled by the first term /5(z,) in Eq. (77). This
corresponds to the condition wy={),, where (), is the high-
frequency boundary of the respective photonic gap. From the
dispersion equation (79) it follows again that the Bragg con-
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dition can be cast in the form Kp(wy)d=m. For practical
calculations the Bragg condition can be conveniently rewrit-
ten in the form which does not refer to a solution of the
photonic dispersion equation. At the point where h5=0 one
finds that a/a=-1, yielding ¢((,)=1 [see Eq. (46)]. Thus,
the Bragg condition becomes ¢(w,)= 1.

We can also generalize the expression for the width of the
band gap in the case of the Bragg resonance. Performing the
expansion similar to Egs. (65) we can obtain the equation for
boundaries of the forbidden gap:

A2/4
L ) =0, (82)

w — W

(w—Q+)<w—Q_—

with 5% given by the first part of Eq. (70). The analysis of
Eq. (82) completely repeats that of Eq. (66). In particular, the
width of the forbidden gap is determined by the Pythagorean
sum of the photonic and excitonic contributions,

A2:A%C+ &25 (83)

where Apc=|Q,—-Q_
contribution, SF, can be presented as

~ 2
(ﬁ) __mqs
AF - 49_0)01{&”

for s and p polarizations, respectively. Here we have intro-
duced

, and the expression for the excitonic

—~ \2 )
" (ﬁ) _ mg,n(z,)

AI‘ - 49_(1)0141()1)

(84)

1
(n_ = (1)2
Usp= > deG(Z)EW , (85)

where Eil) are the s- and p-polarized electric fields corre-

sponding to the even mode of the photonic crystal. This ex-
pression represents the energy associated with the even mode
of the photonic crystal concentrated in a single elementary
cell.

2. Off-Bragg structures

Our analysis so far has been limited to consideration of
the band boundaries and the properties of the band gaps in
the resonant photonic crystals. To complete the consideration
of the normal modes in these structures we need to discuss
solutions of Egs. (79) and (80) in the allowed bands of the
spectrum. These solutions determine the dispersion laws
w(K) of the photonic crystal polaritons. In the case of Bragg
structures and for frequencies in the vicinity of the band
edges, the dispersion laws can be presented in the following
form:

1l ———7——
w.(K)= Q.+ Ew + (K- Kp)*, (86)

where Kz=m/d is the Bloch wave number corresponding to
the boundary of the first Brillouin zone and {=d/t,t_. These
two branches with positive and negative masses, m,
=+2#2A/ 7%, lie in the bands that are above and below the
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forbidden gap, respectively. In addition to these branches
there is one more dispersionless branch at the exciton fre-
quency wg(K)= .

For the systems detuned from the exact Bragg resonance,
the positions of the band boundaries and properties of the
band gaps can be determined by repeating the arguments
from the previous subsection; we do not reproduce it here.
We however complement that analysis by considering modi-
fications of the dispersion laws of the polariton branches for
the off-Bragg structures. If the detuning is not too large, |d|
=|wy— Q] <Ay, the dispersion laws of the original (present
in the Bragg structure) upper and lower polariton branches
near the band edges can be written in the form

0.(K) = o, +h*(K - K,)*/2m,, (87)

where ., are given by Eq. (74) with the parameters defined
by the generalized equations (79), (82), and (84). The renor-
malized mass parameters m, are defined as

Apcd 26 )

—+

+ 88
A2 T AT Ap 88)

m,(6) = m:( 1=
Comparing this result with Eq. (86) one can notice that de-
tuning from the Bragg resonance results in two main modi-
fications of the dispersion laws: first, the position of the band
boundaries have changed and, second, the magnitudes of the
masses of the upper and lower polariton branches are no
longer equal to each other.

The most dramatic changes occur, however, with the
third, originally dispersionless branch. In off-Bragg struc-
tures this branch acquires dispersion, which, of course,
agrees with the opening of the allowed band in the vicinity of
the exciton frequency. The dispersion law characterizing this
band for (K—Kjz)/Kz<<l1 is given by

£s
wp(K) =, + E(K_ Kp)*. (89)
r

This branch corresponds to excitations dubbed “Braggari-
tons” in Ref. 15. The mass of this mode, given by my

:K%/ 2{6, is very sensitive to the amount of detuning from
the Bragg condition and can be effectively controlled, for
instance, by the electric field via the quantum-confined Stark
effect. This property of the “Braggariton” branch invited the
proposal to use it for slowing, stopping, and storing light in
Bragg MQW structures.*6:47

3. Homogeneous broadening

We finish our consideration of dispersion properties of
RPC’s with an arbitrary periodic distribution of the refractive
index by discussing effects due to the exciton homogeneous
broadening. In the presence of dissipation the concept of
band gaps becomes ill defined because the imaginary part of
the Bloch wave number, generally speaking, is not zero at all
frequencies. Nevertheless, the properties of this imaginary
part are of great interest, since they determine the spectral
and transport properties of the structures under consideration
in the vicinity of what would have been band boundaries in
the absence of dissipation. In order to access these properties
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FIG. 7. (Color online) Dependence of Im(Kd) on frequency for
different structures in the vicinity of the first forbidden gap when
the exciton homogeneous broadening is taken into account. The
dashed line represents the passive structure from Fig. 6. The solid
line shows a Bragg MQW structure with a homogeneous dielectric
function. The dotted line represents the structure with combination
of QW’s and the smooth modulation of the dielectric function. The
characteristic feature is a divergence of the penetration length
(Im K)~! at the exciton frequency.

we have to consider solutions of Eq. (77). Taking into ac-
count that in the spectral region of interest the real part of K
is close to 7/d, we look for solutions to this equation in the
form

Kd=m+i\. (90)

The unknown parameter A here has a simple physical mean-
ing: the inverse of its real part determines a characteristic
length on which the amplitude of the mode decays. The same
length determines the penetration depth of incident radiation;
therefore, it is often called a penetration length. Assuming
that \ is small we can find an approximate expression for it
in the form

A%/4
AN=41,1.(Q, - w)(w—ﬂ_— ;> 1)
W—wWy—1y

An important feature described by this expression is that A
vanishes at the frequency corresponding to the right edge of
the photonic band gap, signifying the divergence of the re-
spective penetration length. A similar effect takes place in
MQW (Ref. 10) structures without the refractive index con-
trast. The important difference is that in the latter case the
divergence occurs at the exciton frequency that lies at the
center of the forbidden gap rather than at the band’s bound-
ary. Figure 7 shows the comparison of the solutions of the
dispersion equation for different structures with the exciton
homogeneous broadening taken into account.

D. MQW structures with complex elementary cells

In this section we illustrate the application of the devel-
oped technique to structures with complex elementary cells,
which were first studied in Ref. 21. In that paper the mis-
match between refractive indexes of different elements of the
structure had to be neglected because the combination of the
complex elementary cell and the spatial modulation of the
refractive index turned out to be an insurmountable obstacle
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@, @,

d

FIG. 8. The periodic structure with two QW’s (dark rectangles)
in the elementary cell. Dashed lines show the boundaries of the
elementary cell having the mirror symmetry. The QW with the ex-
citon frequency w, is assumed to have an index of refraction dif-
ferent from other elements of the structure.

for the standard transfer matrix approach. In this section we
show that the approach developed in the present paper allows
us to overcome the technical difficulties associated with the
consideration of a complex structure and to generalize the
results of Ref. 21 for the case of structures with modulated
refractive index.

We will focus here on one particular example, when the
elementary cell consists of two QW’s with different exciton
frequencies w; and w, located half a period apart from each
other (see Fig. 8). It was found in Ref. 21 that despite the
presence of two different exciton frequencies, it is still pos-
sible to generalize the notion of the Bragg resonance for such
systems and design structures whose spectrum would consist
of only two polariton branches separated by a wide band gap.
However, unlike the case of structures with a simple elemen-
tary cell, the formation of such a wide band gap requires not
only the period of the structure to have a certain value, but
also imposes a condition on the spectral separation between
the excitonic frequencies of the wells constituting the el-
ementary cell. When both generalized Bragg conditions are
fulfilled for such a structure, the width of the polariton band
gap, A.g, becomes larger than that in the case of structures
with a simple elementary cell:

ACS = \IEA[‘ (92)

This broadening of the gap by almost 40% reflects a possi-
bility to effectively strengthen the exciton-photon interaction
by increasing the density of QW’s in the structure.

In this section we consider how the mismatch of the re-
fractive indices affects the spectral properties of such struc-
tures. We simplify our consideration assuming that all ele-
ments of the structure except the wells with the exciton
frequency w, have the same refractive index. Formally, the
dispersion equation describing modes propagating in such a
structure in the normal direction has been obtained in Ref. 21
by more conventional methods, but that equation turned out
to be too cumbersome to allow for any non-numerical analy-
sis. Using the (a,f) representation of the transfer matrices,
we show here that the dispersion equation can be rewritten in
a much more transparent form with a factorized right-hand
side.

To apply the technique developed in the present paper it is
necessary to choose an elementary cell with explicit mirror
symmetry. It can be done as shown in Fig. 8. The problem of
determining the transfer matrices through the right and left
halves of the QW can be resolved in the following way. We
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note that the QW transfer matrix T,, determined by Eq. (55)
can be written in a factorized form

T, =Ty /2T, Ty(h,/2), (93)

where 7~"w is derived from the expression for 7, by setting
¢,,=0. After this factorization the transfer matrix through the
elementary cell takes a form similar to Eq. (35):

T= @n(«m + 2T, TOT, T,y + «mm@ .
(94)

The difference between the indices of refraction is again
taken into account by introducing the special transfer matrix
T,, which describes the propagation of the wave across the
interface and contains the respective Fresnel coefficients.
The transfer matrices through different QW’s, T(Wl’z), are ob-
tained from Eq. (55) by substituting different excitonic sus-
ceptibilities

Sip=—"""— . (95)

The matrix square root \/ T"ivl) can be found to be equal to

0 _ (1 —iS/2  —iS,/2 )

W . . (96)
iS,/2  1+iS,/2

Now, we can apply Egs. (36), (37), and (39) to derive the
(a,f) representation for T. The dispersion equation following
from this representation has a relatively simple form

cosz(%d) =1 _lpz[Re(a) + 8, Im(a)J[Re(b) + S, Im(b)],

(97)

where a=exp(ig,)—pexp(igp_), b=exp(i¢,)+pexplid_)
[compare with Egs. (50)], and ¢,=w(2dyn+d, nxd,n,)/2c.

As usual, the positions of band boundaries are determined
by frequencies at which the RHS of Eq. (97) changes its
sign, which can occur either by passing this expression
through zero or through infinity. We can show that in the
immediate proximity of the exciton frequencies, there are six
band boundaries, which define three band gaps separated by
two allowed bands. We again will be interested in finding
conditions under which these allowed bands collapse, result-
ing in the formation of one continuous band gap. As we
already know from the previously considered examples, the
collapse of the allowed bands associated with the singulari-
ties of the exciton susceptibility S takes place when the ex-
citon frequency coincides with one of the band boundaries of
a certain effective structure. In the case of a simple elemen-
tary cell this effective structure was a respective passive pho-
tonic crystal; however, in the case under consideration, the
effective structure is comprised of one of the sublattices of
our system. More precisely, in order to cancel the exciton
singularity at, for example, w;, we have to require that w,
coincide with the zero of the expression inside the second set
of parentheses on the RHS of Eq. (97). This zero, obviously,
gives the position of some band boundaries of a structure
made up of sublattice 2. Similarly, in order to cancel the
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singularity at w, we need to make it equal to one of the band
boundaries originating from sublattice 1, particulary that
which turns to zero the expression in the first set of paren-
theses of the RHS of Eq. (97). Let us assume for concrete-
ness that w, > wy; then, more specifically, we have to require
that w; be equal to the low-frequency boundary of the band
gap associated with polariton branches in sublattice 2 and w,
should coincide with the high-frequency boundary of the
band gap originating from polariton branches in sublattice 1.
Let us denote the frequencies of these two band boundaries
as 7 ,, where the lower index shows from which sublattice
the respective boundary originates and = denotes high- and
low-frequency boundaries, respectively. The frequencies wiz
can be found to be equal to

1 1l m—m—m—mm—————
wr == (0+ Q) £ V(0 - Q) +Af,

2 2
. 1 1 A2
w§=§(a)2+ﬂ+)i§v(w2—ﬂ+) +Ar, (98)

where () are determined by Egs. (52) and, for simplicity,
we assumed the same value of the effective exciton-light
interaction for both sublattices; i.e., we neglected a possible
difference between exciton radiative decay rates in different
wells. We also neglected the renormalization of I'y due to the
spatial modulation of the dielectric function [see Egs. (70)
and (84)]. The generalization of these expressions is straight-
forward but does not lead to anything new while making the
resulting expressions much more cumbersome.

Let us, first, consider the case when the index of refrac-
tion of the wells of the second type is higher—i.e., p>0. The
conditions of absence of transparency windows inside the
gap (the Bragg resonance conditions) are in this case formu-
lated as @] =w, and w,=w,. Resolving these equations with
respect to the exciton frequencies one obtains

W)+ Wy

1 5
5 = QC’ W) — Wy = E(VZA% + A%C— Apc), (99)

which generalize the results of Ref. 21 to the case of struc-
tures with the refractive index mismatch. Substituting these
results into the expression for the width of the band gap,
which is equal to A=w3—w], we obtain a familiar result

A=VAL + A2 (100)
The case of p<<0 is described by the same formulas with the
substitution A p-— —Ape, which changes the Bragg condition
[the second equation of Egs. (99)] but leaves the width of the
gap, Eq. (100), the same.

Thus, taking into account the mismatch of the indices of
refraction in the system with a complex elementary cell leads
to a modification of the Bragg condition in comparison with
what one has in the case without a mismatch. This modifi-
cation has a different character than in structures with a
simple cell. The mean value of the exciton frequencies stays
at the center of the forbidden gap, and only the difference
between the frequencies must be corrected to take into ac-
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count the mismatch. The resultant gap is, similar to the case
of a simple cell, again the Pythagorean sum of the photonic
and excitonic contributions.

IV. CONCLUSION

We considered the band structure associated with normal
excitations of one-dimensional resonant photonic crystals us-
ing as a particular example exciton-polariton multiple-quan-
tum-well structures. The properties of the normal modes of
such structures are determined by the interplay of two
mechanisms: the interaction of light with the internal reso-
nances of the constituting materials, such as excitons in the
MQW case, and multiple reflection of light due to periodic
spatial modulation of the index of refraction of the structure.
The necessity to take into account both mechanisms of the
light-matter interaction in these structures on equal footing
makes the analytical description of their properties more
complicated than in the case of regular passive photonic
crystals. In this paper we developed a powerful method of
analyzing the band structure and dispersive properties of
such structures, which allowed us to obtain analytical solu-
tions for problems that could not be solved by other ap-
proaches.

This method is based on two key features. First, we con-
struct transfer matrices using solutions of the appropriate
Cauchy (rather than boundary value) problems as a basis.
This makes calculations of the transfer matrices more conve-
nient since it allows for avoiding difficult questions about the
eigenmodes of the system under consideration. Second, we
use a special representation of the transfer matrix valid for
structures with an elementary cell possessing a mirror sym-
metry. This representation automatically yields the disper-
sion equation of normal modes in a factorized form, which
drastically simplifies the analysis of the spectrum. In particu-
lar, using this representation we were able to analyze the
dispersion properties of certain types of resonant photonic
crystals with complex elementary cells. We also believe that
besides the situations explicitly considered in this paper, the
suggested method allows for an effective treatment of other
problems such as exciton luminescence from MQW photonic
crystals or for analysis of more complicated systems—e.g.,
quantum graphs.***° An important benefit of the developed
approach consists also in the fact that polarization and angu-
lar dependences of the elements of transfer matrices appear
in this approach only via respective Fresnel coefficients. This
enabled us to obtain band structures of modes of both s and
p polarizations in MQW-based photonic crystals from essen-
tially the same dispersion equation and easily analyze their
angular dependences.

We illustrated the developed method by applying it to a
number of problems, some of which were considered previ-
ously in the framework of other approaches, while others
were analyzed in this paper. In particular, we considered the
polariton spectrum in several systems: MQW structures with
mismatch of the indices of refraction of the barriers and
wells materials, MQW with an arbitrary periodic modulation
of the dielectric function, and MQW with a complex elemen-
tary cell consisting of two equidistant QW’s characterized by
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different exciton frequencies. We showed that in all these
cases one can construct a structure, in which multiple photon
and polariton bands can be collapsed in just two polariton
branches separated by an anomalously broad stop band. Such
a band structure is characteristic of so-called Bragg struc-
tures, which in the case of MQW’s were studied in a number
of previous publications. We showed here that in the case of
RPC’s with a simple elementary cell the condition for forma-
tion of such a spectrum can be formulated as a requirement
for the exciton frequency to coincide with one of the edges
of the respective passive photonic crystal. Formulated in this
form this condition demonstrates a direct connection with
earlier formulations of the Bragg resonance in MQW struc-
tures without the refractive index contrast. In the case of
crystals with complex elementary cells, we showed that our
method allows for taking into account the mismatch of the
refractive indices between different elements of the structure
and found the generalized Bragg conditions for this system
as well. In the last case, this condition consists of two equa-
tions: one relating the period of the structure to the exciton
frequencies of the constituent elements and the other speci-
fying a relation between those frequencies.

One of the surprising results is that for all these structures
the width of the polariton band gap in the case of the Bragg
resonance can be presented in the form of a Pythagorean sum

of the photonic and excitonic contributions, A2=A2 +A?.
The excitonic contribution in the presence of the refractive
index modulation, however, is modified compared to the case
of simple optical lattices.
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APPENDIX: TRANSFER MATRIX FORMALISM

The transfer matrix technique has been reviewed in a
number of publications. Here, however, we use this tech-
nique in a somewhat unusual form. Therefore, we find it
useful to recall some important results. The general idea un-
derlying the transfer matrix approach is to establish a linear
relation between the solution of a differential equation taken
at different points of space. More correctly, it is to provide an
(irreducible) representation of the shift operator. While this
idea is inherent to all formulations, the explicit form of the
transfer matrix and its properties depend upon a choice of the
basis for the representation. For a Sturm-Liouville problem,
as such a basic one, one often chooses a 2 X2 matrix oper-
ating on a two-dimensional vector, whose components are
the value of a function, which represents a solution at a given
point, and its derivative. The formal reason for this choice is
the fact that a linear equation of a second order can always
be reformulated as a system of two first-order equations for
the function and its derivative, so one has

(E(z+d) E(z))

E'(z+4d) E'(z) (A1)

) =T, (z+ d,z)(
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Another approach to construct the transfer matrix is more
convenient for problems involving the scattering of waves.
This problem is most naturally described by specifying an
amplitude of an incident wave and relating to it amplitudes
of transmitted and reflected waves. In this approach, the field
is sought in the form e**+ re~** at the one side of the system
and in the form fe’** at the other side. More generally, the
field is represented in the form

E(Z) — a+eiKZ + a_e—ixz’

E(z+d)=ale™ +al e, (A2)

and the transfer matrix relates the amplitudes at the left and

rlght b()undarles.
( _) <a )
a a_

As follows from Egs. (A2), the transfer matrices written in
representations (A1) and (A3) are related by a similarity
transformation, 7= W;l(z)T¢(z+d ,2)W,(2), where

(A3)

iKz

e—iKZ
i T (A4)
ike' —ike "¢

W,(z) = (

Another important way to introduce the transfer matrix
(see, e.g., Ref. 50) is based on a possibility of a representa-
tion of the solution of the Maxwell equation as a sum of two
linearly independent functions f; ,(z), with modulated ampli-
tudes

E(z2) = ¢1(2)h1(2) + c2(2)hy(2),

E'(z) = c1(2)h1(2) + c2(2)hy(2).

Now, the transfer matrix gives the relation between the am-
plitudes at different points, usually a period of a structure

apart,
(Cl(Z+d)> _ Th(d)(cl(z)).

c(z+d) c(2)

From Eq. (A5) it follows that

(AS)

(A6)
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Ty(d) = W, @+ d)Tyfz + d, )Wy (), (A7)
where W,(z) is the Wronsky matrix:
_ hy(2) hz(Z))
Wilz) = (h{(z) ) (A%)

Equation (A8) allows one to derive a relation between trans-
fer matrices obtained for a different choice of the basis func-
tions A 5.

The relation between the transfer matrices written in the
bases of plane waves and a pair of linearly independent func-
tions can be written as®

T=M(dI2)T,(d)M™ (- d/2), (A9)

where M(z)=W,'(0)W,(z). Using Eqgs. (A4), (A8), and (A9)
one obtains

n@+ 1 . ”Q—S)
M) =~ , , (A10)
g hl(Z) - hifj) hz(Z) - hj_fj)

All types of transfer matrices have their advantages and
disadvantages. For instance, a basis of a pair of linearly in-
dependent functions can be most naturally related to solu-
tions of the Cauchy problem for the respective differential
equation. Such a basis is easy to find but it is inconvenient
for the solution of scattering problems. The fact that, gener-
ally, it is not related to 7', by a similarity transformation [see
Eq. (A7)] makes it also difficult to consider spectral prob-
lems using this basis. Indeed, knowledge of the transfer ma-
trix itself is not sufficient for solving this problem, and one
has to separately consider a boundary value problem for am-
plitudes ¢, ,. On the contrary, the basis of plane waves is the
most suitable for solving this particular problem since the
transfer matrix itself contains all needed information. In this
basis, the difficulty of having to solve the boundary value
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another presented in Eq. (A9) is very useful for practical
calculations as is demonstrated in our paper.
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St raises a question is it possible to have both ¢, , equal to O.
Generally, the answer is positive, since any finite set of linearly
independent functions spans only a subspace of functions inte-
grable with square. However, it can be seen that it is impossible
for the exciton in a ground state and for all frequencies below
the first photonic band gap. Thus, the latter is always affected by
the exciton-light interaction. This impossibility can be proven
also for all frequencies for the model considered here of sym-
metric quantum wells and spatial modulation of the dielectric
function. The same result stands for J-functional approximation
for the envelope wave function. These results make the question
about the possibility for the effective exciton-light interaction to
be completely inhibited rather academic.
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