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We report on an experimental and theoretical study of the spin-wave spectrum �1–20 GHz� in square
Permalloy dots �30 nm thick, 3 �m wide� subjected to a saturating in-plane field �10–150 mT�. By changing
the pumping geometry, we could favor the excitation of modes with different spatial profiles. Spin-wave
frequencies and mode profiles were estimated using both numerical calculations �a micromagnetic simulation
and a diagonalization of the dynamical matrix� and approximate methods �use of a quantization condition and
of a simplified micromagnetic edge potential�. Comparison between the measurements and those calculations
allows us to identify unambiguously up to 13 modes. Among those modes, we distinguish magnetostatic waves
quantized both parallel �i� and perpendicular �ii� to the magnetization, spin-wave wells �iii�, and a mode
condensation feature �iv� resulting from a large density of states close to a minimum in the spin-wave
dispersion.
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I. INTRODUCTION

Spin dynamics in small ferromagnetic objects is becom-
ing a crucial issue in several technological areas including
magnetic recording, magnetic sensors, and MRAM’s.1 In-
deed, fast writing of a magnetic bit is best achieved by using
directly the precession of the magnetization.1 Moreover, ex-
cited magnetization precession modes �spin waves� may pro-
duce an unwanted long-lived ringing of the magnetization.1

Spin waves also manifest themselves directly in the high-
frequency noise of magnetoresistive devices.1,2 As a conse-
quence, there has been in the last few years a sizable experi-
mental effort to measure magnetization dynamics in confined
geometry. Most studies were performed using optical tech-
niques; either Brillouin light scattering �BLS� or time-
resolved scanning Kerr effect microscopy �TRSKEM�. The
systems investigated were mostly flat elements of various
shapes: stripes3–10 and circular11,12 and rectangular13–20 dots.
In most cases, the systems were subjected to a large quasi-
saturating in-plane magnetic field �we will not discuss here
the few recent studies on truly multidomain magnetic con-
figurations�.

The results obtained could be described in terms of con-
fined spin waves:21 spin waves which would propagate in an
unbounded ferromagnetic film are indeed reflected when
they meet the physical edge of an element, which gives rise
to a set of standing waves �quantized spin-wave �QSW�
modes�. In the case of an axially magnetized stripe, this re-
sults in a quite simple geometrical quantization.3–5 The situ-
ation is more complicated in the case of transversely magne-
tized stripes: in order to minimize demagnetizing effects, the
equilibrium magnetization adopts indeed a nonuniform dis-
tribution with unsaturated edge areas. Those areas, having a
low internal field, act as potential wells for the spin waves,
which give rise to a set of localized modes �spin-wave well
�SWW� modes�.5–10 The case of rectangular dots has natu-
rally been described by combining confinement effects oc-

curring in both in-plane directions. Taking into account the
inhomogeneous internal field, geometrical quantization, and
edge confinement, Gubbiotti et al.16 and Bayer et al.20 could
recently interpret the frequencies of half a dozen of modes.

In this paper, we develop further this description, taking
advantage of the well-resolved spin-wave spectra we have
obtained using a frequency-domain inductive technique. Al-
though this technique was not extensively used in small-
object spin dynamics studies, we show that its high-
frequency resolution and its sensitivity allow one to resolve a
large number of modes with different character. Moreover,
indirect information on the spatial profile of the modes can
be obtained by changing the spatial profile of the excitation
field. To interpret the observed spectra, we combine several
theoretical approaches: time-domain micromagnetics are first
used to obtain a global picture of the spin-wave modes with-
out any simplifying assumption. Approximate calculations
are then used to follow the frequencies of quantized and
confined spin waves over the large range of applied field
used in the experiment. This description is finally refined by
solving directly the eigenvalue problem governing spin-wave
modes �diagonalization of the dynamical matrix�, which al-
lows one to obtain the full spin-wave manifold and identify
the many degenerate modes.

The paper is organized as follows. The experimental
method is described in Sec. II. The results of the time-
domain micromagnetic simulation are presented in Sec. III
and compared to a measurement. An approximate description
of quantized spin-wave modes is given in Sec. IV, where the
mode indexation is justified by comparing spectra obtained
with different pumping geometries. We propose in Sec. V an
approximate description of spin-wave well modes in terms of
an effective micromagnetic potential. Finally, we present the
results of the diagonalization of the dynamical matrix �Sec.
VI� and conclude �Sec. VII�. The mathematical background
is described in Appendixes A and B which present, respec-
tively, the normal-mode equations of spin-wave modes and a
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derivation of the power absorption associated with a given
mode.

II. EXPERIMENT

The microwave spectra analyzed in this paper were ob-
tained using a frequency-domain coplanar waveguide tech-
nique which we developed initially for propagating spin-
wave spectroscopy �PSWS�.5,22 The principle of the
experiment is to measure the inductance of a shorted portion
of a coplanar waveguide �CPW� inductively coupled to the
magnetic pattern �here dots instead of the unbounded film
used for PSWS�, the spin-wave modes being identified as
resonance peaks in this response function. Compared to the
classical cavity-based ferromagnetic resonance �FMR� tech-
nique, this method has the advantage to be broadband
and the sensitivity decrease associated with the nonresonant
detection is compensated by a large increase of the filling
factor. Using the inhomogeneous microwave magnetic field
provided by the CPW, one may probe modes which would be
hidden in the case of a uniform excitation. This can be seen
as a small-scale analog of the FMR inhomogeneous pumping
technique,23 where it is taken advantage of the spatial distri-
bution of the electromagnetic field in the cavity. The use
of a CPW for inhomogeneous pumping was reported recently
by Crawford et al.15 who could observe both a sym-
metric and an antisymmetric quantized spin-wave mode on
50-�m Permalloy squares using pulse-induced microwave
magnetometry,24 which is a time-domain analog of the tech-
nique we describe.

The CPW we used is represented in Fig. 1�a�: it is a 900-
�m-long shorted portion of a so-called “coplanar waveguide
with interrupted ground plane” consisting of a 4-�m-wide
center conductor surrounded by two 2-�m-wide conductors
with a gap of 2 �m. We integrated such waveguides on top
of two different assemblies of 3-�m side Permalloy squares:
in the single-row �SR� configuration �Fig. 1�b��, the assem-
bly is a row of 103 dots with a 3-�m gap, and the center
conductor of the waveguide is roughly aligned with this row.
In the double-row �DR� configuration �Fig. 1�c��, the assem-
bly comprises two rows with 120 squares each with a 3
-�m gap both between dots and between rows, and the gaps
between the center and side conductors of the waveguide are
roughly aligned with these two rows. In the SR configura-
tion, the microwave magnetic field h1 acting on the dot is
mostly in plane and roughly uniform �Fig. 1�d�� whereas the
DR configuration provides both an out-of-plane field in the
center of the dot and an in-plane field on the dots sides which
is roughly antisymmetric about the midaxis of each of the
row of squares �Fig. 1�e��. The external field H0 was applied
in plane, either along the axis of the CPW �orientation A� or
perpendicular to it �orientation P�. A total of four configura-
tions could therefore be explored �SR-A, SR-P, DR-A, and
DR-P�. The classical configuration for FMR �uniform in-
plane h1 oriented perpendicular to H0� is best approached in
the SR-A configuration which will therefore be investigated
in more detail. In this paper, we restrict ourselves to rela-
tively high fields ��0H0�10 mT� for which the interior of
the dots is saturated. This is illustrated by the magnetic force

microscopy �MFM� picture in Fig. 1�f� where the magneti-
zation nonuniformity appears to be confined close to the two
edges oriented perpendicular to H0 �edge curling walls simi-
lar to those of transversely magnetized stripes�.9 The micro-
wave spectra measured on the multidomain magnetic con-
figurations occurring for H0�0 will be discussed in a
companion paper.25

The samples were fabricated as follows: a 30-nm-thick
Permalloy film with a 2-nm Cr capping was first e-beam
evaporated on a glass substrate under ultrahigh vacuum. This
film was then patterned into the above-described square as-
semblies using optical lithography and ion-beam etching.
Due to the limited resolution of optical lithography, the cor-
ners of the squares are rounded with a radius of curvature of
about 300 nm �see Fig. 1�f��. Those patterns were then cov-
ered with about 200 nm of thermally evaporated SiO for
electrical isolation. Finally, the coplanar waveguides were
fabricated by optical lithography �image reversal process�
and lift-off of a �Ti 5 nm� / �Cu 400 nm� / �Au 10 nm� ther-
mally evaporated trilayer. Due to the limited resolution of the
optical alignment, the CPW axes are shifted about half a
micron relative to the rows of dots.

Let us now describe the measurement procedure: the
CPW is first connected by laying coplanar-coaxial transitions
on the contact pads sketched on top of Fig. 1�a�. The sample
is then introduced into the gap of an electromagnet and con-
nected to a 20-GHz vector network analyzer �Wiltron
37247A�,26 which allows one to measure the complex input
impedance Z11�f ,H0� of each portion of the waveguide �here
f is the frequency�. In order to account for the impedance of
the CPW itself, we first take a reference measurement

FIG. 1. �a� Sketch of the coplanar waveguide �CPW�, not on
scale. �b� Dark field microphotograph showing part the CPW inte-
grated on top of the single row �SR� dots assembly. The direction of
the applied field H0 for both configurations �A and P� is also indi-
cated. �c� I.d. for the double row �DR� dots assembly �bright field�.
�d� Sketch of a cross section showing the CPW �light gray� together
with the microwave current I, the microwave magnetic field h1, and
a dot �dark gray� for the SR dots assembly. �e� I.d. for the DR dots
assembly. �f� MFM picture of a microsquare subjected to an applied
field �0H0�25 mT.
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Z11�f ,Href� �Href �800 mT, for which the spin-wave spectra
of our microsquares is expected to shift to about
35 GHz—i.e., far above the investigated frequency range�.
This reference is then substracted from the data to get our
response function �L= �Z11�f ,H0�−Z11�f ,Href�� /2�f which
is the spin-wave contribution to the self-inductance.27 The
various resonance peaks are finally identified by plotting the
imaginary part �L� of the self-inductance change �i.e., the
microwave absorption due to the spin wave modes�. A typi-
cal measurement is shown in Fig. 2�a�, which displays a
logarithmic gray-scale plot of �L� as a function of applied

field and frequency for the SR-A configuration.28 Appearing
as bright lines in a darker background, the various resonance
modes can directly be distinguished in such a plot. The
brightest line is naturally attributed to the most intense reso-
nance which is expected to overlap the strongest with the
roughly uniform pumping field. For a more detailed investi-
gation, we can extract from this data fixed-field frequency
sweeps �Fig. 3�, which allow a direct comparison with a
micromagnetically simulated spectrum. We can also extract
fixed-frequency field sweeps �Fig. 4� which turned out to be
less affected by artifacts. The absorption peaks observed on
many different sweeps are gathered in Fig. 2�b�. The next
sections will aim at interpreting the position and intensity of
these features.

III. TIME-DOMAIN MICROMAGNETIC SIMULATION

For a first glance, we propose in this section a full micro-
magnetic simulation of the response of a microsquare to an

FIG. 2. �Color� �a� Gray-scale plot of the absorption spectrum
for the SR-A configuration �see Figs. 1�b� and 1�d��. �b� Locus of
the mode frequencies. All the absorption peaks observed on fixed-
field and fixed-frequency sweeps are gathered. The various modes
identified in the next sections are displayed using different symbols
and indexed using the numbers of antinodes �nx ,ny� counted along
both in-plane directions �the prime stands for edge modes�. The
lines are deduced from approximate calculations �see details in the
next sections�.

FIG. 3. �Color� Comparison between a measurement and the
result of the time-domain micromagnetic simulation for an applied
field �0H0=80 mT. The measured spectrum �top one� was obtained
in the SR-A configuration. The simulated spectrum �bottom one�
was obtained using the LLG code �Ref. 34�. The equilibrium con-
figuration and the coordinate axes are displayed as an inset �the x
component of the equilibrium magnetization is represented using a
blue-white-red color scale�. Maps of the simulated eigenmodes are
displayed below the spectra. The numbers reported on the side of
each map are the mode indexation �nx ,ny� �top� and the amplitude S
spanned by the color scale �bottom�.
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uniform exciting field for a given value of applied field
��0H0=80 mT�. An absorption spectrum will then be ex-
tracted from this simulation, together with maps of each of
the corresponding spin-wave modes. At last, this information
will be used to identify the eigenmodes responsible for the
absorption measured in the SR-A configuration.

Micromagnetic simulation is now a well-established tech-
nique for the calculation of equilibrium magnetic
configurations.29 It is based on the relaxation of a discretized
version of the Landau-Lifshitz-Gilbert equation �see Eq.
�A1��. While one is usually interested in the relaxed state
only, it should be noted that the transient magnetization field
contains all the information on spin dynamics. The most
common implementation of this principle is as follows: by
applying a short magnetic field pulse on a given relaxed
configuration, one excites the precession of the magnetic mo-
ments. Normal modes and normal frequencies can then be
deduced by Fourier transforming the simulated time evolu-
tion of the magnetization field7,18,30–33 �an implementation
based on the simulation of thermal fluctuations was also re-
cently reported�.20

To simulate the dynamical response of our microsquare,
we use the micromagnetic code LLG.34 The microsquare is
discretized in �10�10�30�-nm3 cells. The bias field, ex-
change constant and gyromagnetic ratio are set to �0H0
=0.08 T, A=10−11 J m−1, and ��� /2�=28 GHz T−1 and the
saturation magnetization, magnetocrystalline anisotropy, and
damping constant to �0Ms=1.13 T, K=0, and �=0.005, in
agreement with spin-wave measurements on the unpatterned
film.22 In the starting configuration, the magnetization is ar-
bitrarily saturated along the applied field �i.e., along y; see
the inset on top of Fig. 3 where the coordinate axes used in
the whole paper are defined�. Then, we let this configuration
relax and obtain the equilibrium configuration shown in the
inset on top of Fig. 3, where the edge curling walls observed
on Fig. 1�f� can be clearly distinguished. In a second step, a
spatially uniform pulse field is applied along x, which
launches the precession of the magnetization field. The pulse
is 50 ps long, 1 mT high, and has a square shape �vanishing
rise and fall times�. In order to identify the normal modes,
one then performs a Fourier transform. More precisely, we
calculate the diagonal x term of the average susceptibility
tensor of the microsquare:

�	xx�
�	 =
�mx�
�	
�h1x�
�	

, �1�

where �mx�
�	 ��h1x�
�	� is the Fourier transform of the spa-
tially averaged x component of the dynamic magnetization
�field pulse�.

The bottom curve in Fig. 3 is a semilogarithmic plot of
the imaginary part of �	xx�
�	 �i.e., the absorption part�. One
clearly distinguishes eight peaks, which we attribute to the
normal modes most efficiently excited by the spatially uni-
form pulse field. To get the spatial profile of these modes,
one finally performs a local Fourier transform for each of the
peak frequencies. More precisely, we calculate the diagonal x
term of the local susceptibility tensor:

FIG. 4. �Color� Resonances measured at f =10.02 GHz in the
four configurations described in Figs. 1�b�–1�e�. The black curves
show the measurements. The red curves are the result of multipeaks
lorentzian fits �the green curves show the individual peaks�. The
resonance fields calculated using Eq. �5� are displayed as vertical
blue lines �the lines become dashed ones when the excitation of the
mode is forbidden due to symmetry reasons�. The oscillating mag-
netization for the corresponding modes are sketched above and be-
low the graphs as color maps. Sketches of the x and z component of
the pumping field are also displayed as insets for each of the four
configurations.
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	xx�r,
� =
mx�r,
�
h1x�
�

. �2�

Color plots of the imaginary part of 	xx�r ,
� are dis-
played at the bottom of Fig. 3. The zero-centered color scale
may be described as follows: in the red �green� area, the
magnetization is strongly excited and lags a quarter period
before �after� the oscillating excitation field. On the other
hand, blue designates area where the magnetization is more
weakly excited. The amplitude spanned by the color scale
varies from plot to plot and is reported as a factor S.

With the help of those maps, let us describe qualitatively
the simulated spectrum.

�i� In the high-frequency range, one clearly distinguishes
a set of three modes extending over the whole dot. Those
modes are naturally interpreted as quantized spin-wave
modes resulting from the geometrical confinement. They are
indexed by the number of antinodes �nx ,ny� counted along
the x and y directions. It should be noted that this confine-
ment is markedly anisotropic: �3, 1� and �1, 3� modes stand,
respectively, above and below the �1, 1� peak. This feature is
due to the dipole-dipole interaction: for the length scale in-
vestigated, the dipolar interaction is indeed dominant over
the exchange one �so-called magnetostatic-wave regime�.
But this interaction is intrinsically anisotropic: two dipoles
tend to orient parallel �antiparallel� when they are arranged
parallel �perpendicular� to their moments. As a consequence,
the dispersion of magnetostatic waves propagating in a tan-
gentially magnetized film is markedly anisotropic:35 the fre-
quency of a magnetostatic wave propagating parallel �per-
pendicular� to the equilibrium magnetization decreases
�increases� with increasing wave vector. These are the con-
figurations referred to as magnetostatic backward volume-
wave �MSBVW� and magnetostatic surface-wave �MSSW�
configurations, respectively. Such an anisotropy is also ex-
pected when the spin waves are quantized, and this is what is
observed in our simulation. As far as the peak intensities are
concerned, it should be noted that the �1,1� mode is the most
uniform one. Therefore, it couples the most strongly to the
uniform field pulse and is associated with the most intense
peak. Note also that the uniform field pulse couples only to
modes being symmetric about the xz and yz midplanes of the
dot. This explains why even QSW modes ��2,1�, �1,2�,¼� are
not observed in the simulation. A more detailed description
of the QSW will be presented in Sec. IV.

�ii� In the low-frequency range, one clearly distinguishes
five well-resolved peaks associated with strongly localized
modes. In agreement with recent works on transversely mag-
netized stripes, those modes are naturally interpreted as spin-
wave wells associated with the low internal field value in the
edge curling walls. It is clear from the susceptibility maps
that each of those modes is characterized by a different num-
ber of antinodes. Those modes will therefore be indexed
�1,ny�� where ny is the number of antinodes �counted on one
side of the dot only� and the prime stands for a localized
feature. Those modes will be discussed in more details in
Sec. V.

�iii� Finally, one also distinguishes a broad shoulder on
the low-frequency side of the main resonance �around
8 GHz�. This feature will be referred to as unresolved �U�
and will be considered in Sec. VI.

Let us now compare the simulated spectrum to a mea-
sured one. For this purpose, the absorption measured for the
SR-A configuration with �0H0=80 mT is reported in Fig. 3
�top curve�. Most of the measured peaks fall very close to the
simulated ones, which allows one to unambigouously iden-
tify the �1,3�, �1,1�, �3,1�, �1,1��, �1,2��, and �1,3�� peaks.
The �1,4�� and �1,5�� appear to combine in a single mea-
sured peak and the U feature is measured as well. On the
other hand, the 9.75-GHz peak shows up in the measured
spectrum but not in the simulated one. We attribute it to the
�2,1� QSW mode: contrary to the pulse field used in the
simulation, the microwave field delivered by the CPW is
indeed not really symmetric about the yz midplane of the dot
�see Fig. 1�d��, which allows it to couple to modes with an
even nx.

As far as the resonance linewidth and line shape are con-
cerned, it should be noted that measured high-frequency
peaks are slightly broader than simulated ones. This could be
attributed to a slight degradation of the Permalloy film dur-
ing the patterning process �ion mill damage�. On the other
hand, the measured low-frequency peaks are much broader.
In particular, the 6.2- and 6.7-GHz peaks nearly collapse into
a single feature. We attribute this to an inhomogeneous
broadening of the localized modes. The frequencies of those
modes are indeed expected to depend strongly on the exact
shape of the edge,9 which very likely varies from dot to dot.
Last, let us comment on the peak intensities. For this pur-
pose, we estimate the measured susceptibility after the self-
inductance change �L: according to the Maxwell-Ampère
equation, the microwave field immediately below the center
conductor is approximated as h1x= I /2wc where wc is the
width of the conductor and I is the microwave current flow-
ing in it. The contribution of the microsquares to the mag-
netic flux is then given by ��=Ntw�0�	xx	h1x where N, t,
and w are, respectively, the number of dots, their thickness,
and their width. Thus the contribution of the microsquares to
the self-inductance of the center conductor is written �L
=N�0�tw /2wc��	xx	. For our SR-A sample, N�0tw /2wc is
about 1 pH. The dimensionless susceptibility is therefore
roughly equal to the self-inductance expressed in pH. Using
this rule of thumb, one deduces from Fig. 3 a maximal mea-
sured susceptibility level of 120 to be compared to a maxi-
mal simulated susceptibility level of 500. We attribute the
disagreement in part to the larger linewidth of the measured
peak and in part to the pumping efficiency: the microwave
field delivered by the CPW couples less to the �1, 1� normal
mode than a truly uniform field would.

To conclude about this section, we have shown that dy-
namic micromagnetic simulations account very well for the
absorption spectrum measured at �0H0=80 mT. Moreover,
the simulations provide us with maps of the eigenmodes,
which allow one to identify them easily. However, such
simulations are extremely time consuming. It is therefore
very difficult to use them to follow the eigenmodes as a
function of the applied field, as this would require a simula-
tion for each value of H0. For this purpose, we rather devel-
oped two approximate methods for calculating the frequen-
cies of the QSW �Sec. IV� and SWW �Sec. V� modes.
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IV. QUANTIZED SPIN-WAVE MODES

In this section, we estimate the frequencies of the QSW
modes using the simplified calculation proposed by Gus-
lienko et al.36 In this approach, the normal modes are de-
scribed as standing waves and their frequencies are derived
from the dispersion relation for spin waves in an unbounded
film. The obtained frequencies are shown to account very
well for the QSW absorption peaks measured over the whole
applied field range. Moreover, we discuss systematically the
influence of the pumping geometry on the measured spectra.

The simplifying assumptions for the calculation are as
follows: the rounding of the dots is neglected, and the equi-
librium magnetization is assumed to be saturated �the edge
areas have indeed little influences on the frequencies of
modes extending over the whole dot�. We assume that the
oscillating magnetization has a sinusoidal profile in both x
and y directions and that it is pinned at the edges. It may
therefore be written

mx�x,y� = sin�kxx + kyy� ,

mz�x,y� = i� sin�kxx + kyy� , �3�

where � is the ellipticity factor and k=kxux+kyuy is the quan-
tized wave vector, which is written:


kx =
�

w
nx,

ky =
�

w
ny .� �4�

Here, �nx ,ny� are nonzero integers which, in agreement with
the indexation convention of the last section, count the num-
ber of antinodes through the sinusoidal profiles. The frequen-
cies are then estimated by injecting the quantized wave vec-
tor into the dipole-exchange dispersion of the spin waves in
the unbounded film, which is written:37

� 



M
2

= �H0

Ms
+

�Hdy	
Ms

+ 2k22

+ �H0

Ms
+

�Hdy	
Ms

+ 2k2�1

− P00�k�cos2 �� + P00�k��1 − P00�k��sin2 � . �5�

Here, 
M = ����0Ms, �=arctan�kx /ky� is the angle between
the wave vector and the applied field, =2A /�0Ms

2 is the
exchange length, and P00�k�=1− �1−exp�−kt�� /kt is a matrix
element of the dipole-dipole interaction. �Hdy	
=�drHdy�r�mx�r�2 /�drmx�r�2 represents a space average of
the static dipole field weighted by the amplitude of the
oscillating magnetization.36 This weighted average is cal-
culated numerically, and it appears to depend only weakly
on nx but to decrease markedly as ny increases
��Hdy /Ms	1,1=−0.0058 and �Hdy /Ms	1,3=−0.0094�. This is
easily understood: as the number of nodal lines perpendicu-
lar to y increases, the central area will contribute less relative
to the edge areas y�0 and y�w �where the dipole field is
strongly negative� and the averaged dipole field will there-
fore decrease.

The physical content of these approximations is as fol-
lows. Assuming a given profile for the eigenmode is the first

step of a variational approach.38 The deviation of the varia-
tional frequency from the true one are second order with
respect to the deviation of the variational profile with respect
to the true one. As they mimic qualitatively the simulated
QSW of Fig. 3, sinusoidal profiles should therefore provide a
satisfying ansatz for an estimate of the QSW frequencies.
Guslienko et al. used a more complicated quantization rela-
tion than ours: they showed that the dipole-dipole interaction
results in a partial pinning of the oscillating magnetization at
the edges.39 Moreover, they showed that the inhomogeneous
static dipole field tends to localize spin waves in the interior
of the dot.36 To take those two effects into account, effective
in-plane dimensions were introduced into the quantization
relation �the dimension perpendicular �parallel� to the equi-
librium magnetization is slightly increased �decreased��.
However, for the aspect ratio considered here �w / t=100�, the
dimension changes are less than 10%, which results in a
resonance field shift smaller than 1 mT. This is in contrast
with recent measurements on smaller dots16,20 where those
effects play a significant role. Finally, the use of Eq. �5�
should also be justified. The variational approach would re-
quire one to calculate the weighted spatial average of the
dynamic dipole field. By using the dispersion relation, one
actually evaluates the dipole field for a periodic mode. The
dipole-dipole interaction being long range, this is not ex-
pected to hold for a finite geometry. However, the error is
reasonable: by calculating numerically weighted average of
the oscillating dipole field, we obtained resonance fields
which were less than 1 mT higher than those obtained using
Eq. �5�.

This method accounts very well for the positions of the
measured resonances in Fig. 2�b�: all of the observed high-
frequency peaks appear to fall on the eight lines �green and
purple plain curves� calculated using Eq. �5� and the indices
�nx ,ny� reported on the graph. To account correctly for the
slopes of those curves, the material parameters had to be
slightly adjusted ��0Ms=1.075 T and ��� /2�=29 GHz T−1�,
which is still in satisfactory agreement with the expected
values. The key point for a proper interpretation of the locus
of the resonances is the indexation of the modes. Let us now
justify it in some detail. For this purpose, we compare spec-
tra obtained in the four measurement configurations so as to
get indirect information on the spatial profile of the modes.
Figure 4 displays the field sweeps measured at a frequency of
10.02 GHz in the four configurations �SR-A, DR-A, DR-P,
and SR-P from bottom to top�. The black curve is the mea-
sured data, and the red curve is a multipeak Lorentzian fit
�individual peaks are shown as green curves�. The vertical
blue lines are the resonance fields deduced from Eq. �5� us-
ing the indicated �nx ,ny�. The spatial profile of the oscillating
magnetization for each mode is sketched at the bottom or at
the top of the plots, with a color scale consistent with that of
Fig. 3. The spatial profile of both components of the excita-
tion field is also sketched as an inset for each configuration.

Let us now comment on the relative intensities of the
various resonances �the intensity I is defined as the area un-
der the corresponding individual peak in the Lorentzian fit�.
Qualitatively, one can see how efficiently a given mode is
likely to be excited by comparing its spatial profile with that
of the pumping field �see Appendix B where the equations
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governing the intensity of an absorption peak are derived�.
For a more quantitative comparison, first note that the pump-
ing field is expected to be uniform along the axis of the CPW
�the wavelength of the quasi-TEM mode propagating along
the CPW is about 18 mm at 10 GHz, which ensures that the
phase delay over the 900-�m-long CPW is very small�. For
the axial orientation of H0, the CPW axis is to be identified
with the y axis. In this case, one should therefore only excite
modes which are symmetric with respect to their �xz� mid-
plane �i.e., modes with odd ny�. Moreover, the intensity for
the odd modes is expected to decrease as ny

−2 �this can be
deduced from Eqs. �B6� and �B7� applied to a mode with a
sinusoidal y profile�. This is exactly what is observed: there
is no measurable peak at the positions of modes �1,2� and
�1,4� for both SR-A and DR-A configurations. Moreover, the
intensity ratios are close to the expected ones �e.g.,
I�1,1�

DR-A / I�1,3�
DR-A=8.7�32, I�1,1�

DR-A / I�1,5�
DR-A=24�52�. The same obser-

vation holds for the �P� orientation where the CPW axis is to
be identified with the x axis and where only modes with odd
nx are observed �the intensity ratios also follow the expected
behavior—e.g., I�1,1�

SR-P / I�3,1�
SR-P=8�32�. Let us now consider the

dependence of the intensities on the orientation of the pump-
ing field. As the y component of h1 does not exert any torque
on the magnetization in the dot center, it does not contribute
to the absorption. Therefore only the x and z components
matter. Using the Biot-Savart law, it can be shown that typi-
cal h1x and h1z fields on the plane of the dot are of the same
order of magnitude. However, they contribute with very dif-
ferent efficiencies: in the long wavelength approximation of
Eq. �A9� one obtains, from Eq. �A5� �	xx	 / �	zz	����0�Ms

+ �Hequ	� /
�2, this ratio being of the order of 9 in the present
case. This is to be compared with the intensity ratio between
the SR-A and DR-P configurations �which, respectively, pro-
vide roughly uniform h1x and h1z�—e.g., I�1,1�

SR-A / I�1,1�
DR-P=10.8.

Let us now consider the effect of the profile of the pump-
ing field in the direction perpendicular to the axis of the
CPW: as this profile is neither truly symmetric nor truly an-
tisymmetric, no selection rule strictly applies. However, the
antisymmetric part of the h1x field is much stronger in the
DR-A configuration than in the SR-A one, which explains
why the �2,1� mode is so much favored in the former con-
figuration. Moreover, the h1x profile sketched for configura-
tion SR-A extends approximately over two-thirds of the dot;
it overlaps therefore very weakly with mode �3, 1� which
explains the very low intensity measured for this mode. Fi-
nally, the pumping field of the SR-P configuration is peaked
at one x directed edge, which explains why the intensities
decrease quite slowly as ny increases.

As a last comment in Fig. 4, it should be noted that the
positions of the resonances differ slightly between each con-
figuration. This is best seen for mode �1, 1�, where the de-
viation largely exceeds the uncertainties on the determination
of the resonance fields. We believe that this effect comes
mainly from the dipolar interactions between dots. Schemati-
cally, their effect is to make the SR-A and SR-P configura-
tions look like an axially and transversely magnetized stripe,
respectively. It is well known that frequencies are higher
�resonance fields are lower� in the former than in the latter
case �compare, for example, the position of the main mode in

Figs. 4�b� and 4�c� of Ref. 5�. From a more quantitative point
of view, we have evaluated the numerically weighted space
average of the in-plane dynamic and static dipole fields for
assemblies of a few dots arranged as in our configurations.
We found out that both static and dynamic effects combine
together to increase the resonance field of mode �1, 1� in the
SR-P configuration relative to the SR-A configuration by ap-
proximately 1.5 mT �while the resonance fields for the DR
configurations fall in between�. This is in reasonable agree-
ment with the observed field shift. Such interaction effects
were recently predicted in the case of a dense array of
stripes.40

V. SPIN-WAVE WELL MODES

Unlike the QSW modes described above, the highly local-
ized SWW modes are strongly dependent on the edge-
equilibrium magnetic configuration. We present in this sec-
tion an approximate method for determining SWW modes
which relies on a careful analysis of the magnetization
ground state. According to Fig. 1�f� and to the inset of Fig. 3,
the nonuniformly magnetized edge areas are very elongated.
In the following we will therefore neglect the x dependence
of the magnetization field �i.e., we consider the case of a
transversely magnetized stripe�.

The starting point is the purely dipolar description by
Bryant and Suhl,41 which indicates that the edge spins tend
to orient so as to create a dipole field canceling exactly the
applied field in a so-called “field-free boundary zone”
�FFBZ� of size s, with

s =
tMs

�H0
. �6�

On the other hand, spins in the interior align with the applied
field, which gives rise to a saturated zone �SZ�. This picture
remains valid when the exchange interaction is taken into
account, except that the transition between the FFBZ and SZ
becomes a smooth one.9 The oscillation of the magnetization
field around this equilibrium is governed by the combination
of several restoring fields �see Appendix A�: �i� the equilib-
rium effective field Hequ �which is zero in the FFBZ�, �ii� the
short-range exchange dynamic field 2�m, �iii� the out of
plane dipole dynamic field hdz, and �iv� the in-plane dipole
dynamic field hdy �which is not effective in the SZ because it
does not apply any torque on a y-directed magnetization�.
From a mathematical point of view, this problem involves
both a differential operator �the exchange field� and an inte-
gral one �the dipole field�, which makes it difficult to solve
analytically. As suggested by Gubbiotti et al.,16 the edge ar-
eas are narrow enough so that the short-range exchange field
plays a dominant role. We focus therefore on the differential
part of the problem and treat the integral one approximately.
The modes are assumed to have the shape of a cylinder with
elliptical cross section, the long and short axes being, respec-
tively, s and t. This allows one to write hdy =−�t�t+s�� /my

and hdz=−�s / �t+s��mz. Let us also assume that hdz dominates
all other out-of-plane restoring torques. Then Eq. �A8� re-
writes as an eigenvalue equation for the in-plane oscillating
magnetization m��y�:
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M
2 t + s

s
m��y� = − 2 d2

dy2m��y� +
Hpot�y�

Ms
m��y� , �7�

where

Hpot�y� = Hequ�y� + Ms
t

s + t
sin2 ��y� . �8�

Here ��y� is the angle between the equilibrium magnetiza-
tion and the y axis. Equation �7� is similar to the Schrödinger
equation for a particle in a potential. The left-hand side is to
be interpreted as a total energy, the first term of the right-
hand side stands for a kinetic energy, and the last term of the
right-hand side plays the role of a potential energy. The sec-
ond term of the “micromagnetic potential” Hpot is a local
approximate of the effect of the dynamic in-plane dipole
field.

Let us now visualize this micromagnetic potential �see
Fig. 5�. We use for this purpose an OOMMF micromagnetic
simulation42 with an applied field �0H0=80 mT. The values
of Hequ and � on a short segment running normal to the edge
were extracted from the relaxed state �see the inset�. The two
terms of the micromagnetic potential were then plotted as a
function of y �open and solid circles in Fig. 5�. The physical
origin of the confinement becomes clear from this plot: Hequ
tends to confine the spin waves at the edge while the in-plane
dynamic dipole field tends to push them towards the interior.
Those two effects combine with each other in order to form
a potential well which lies between the FFBZ and the SZ. We
believe that this description is more realistic than that of Ref.
16 where a fictitious saturated ground state was used.

In order to solve Eq. �7� analytically, Hpot is finally ap-
proximated by a Morse function

HMorse�y� = �H0 + �H0�1 − exp�−
y − y0

�s
� . �9�

Here, � and � are dimensionless parameters describing re-
spectively the depth and width of the potential well, � stands
for the minimum of the potential, and y0 is the location of
this minimum. The eigenvalues and eigenfunctions of Eq. �7�
with this potential are written43

� 
n


M
2 t + s

s
= �

H0

Ms
+ �

H0

Ms
�1 − �1 −

n −
1

2

�
�

2

� , �10�

m�n�y� = exp�−
�

2
��−n+1/2L2�−2n+1

2�−n ��� . �11�

Here n is an integer satisfying 1�n��+ 1
2 where

�= ��s /���H0 /Ms is an anharmonicity parameter for the
potential �one recovers a harmonic potential for ��1�,
�=2� exp�−�y−y0� /�s� is a transformed coordinate, and
L2�−2n+1

2�−n ��� is a generalized Laguerre polynomial. It is a poly-
nomial of degree n−1 and has n−1 roots on the positive
semiaxis �n counts therefore the number of antinodes, which
is consistent with the indexation of Fig. 3�.

In the case of an applied field of 80 mT, the total micro-
magnetic potential is best approached using �=0.27, �=0.6,
and �=0.67 �the corresponding Morse potential is shown as
a thick line in Fig. 5�. With these values we obtain �=3.93,
which means that this potential gives rise to only four bound
states. The positions of those eigenvalues are displayed on
Fig. 5 as horizontal lines, on top of which are reported the
profiles of the corresponding eigenfunctions. As seen for the
numerically simulated edge modes �Fig. 3�, those modes
gradually shift towards the interior of the dot as the index
increases and the modes are always dominated by the broad
and intense antinode which is the furthest from the edge.
Using simulations for different values of the applied field
and adjusting a Morse function to each of the simulated po-
tential, we obtained a set of eigenfrequencies which are re-
ported on Fig. 2 as four red and blue dotted lines labeled
�1,1��– �1,4��. Those estimates appear to give a satisfactory
account for the four lowest-frequency resonances we have
measured. It should be noted that the frequency of the �1,1��
clearly decreases to zero for a finite field �about 25 mT�. This
soft-mode behavior is attributed to a nucleation event,9,44

which will be discussed in a companion paper devoted to the
low-field data.25

In order to evaluate our model, let us briefly compare it
with the WKB approach developed earlier to describe SWW
modes. In this method, the normal mode is approximated
locally as a plane wave and the mode frequency is deter-
mined by requiring the integrated phase shift to satisfy a
quantization condition.6 This method therefore involves an
approximate �quasiclassical� solution, which is combined
with the exact spin-wave dispersion and the micro-
magnetically calculated ground state to calculate

FIG. 5. �Color online� Plot of the effective potential which con-
fines low frequency spin waves close to the edge. The data was
extracted from an OOMMF micromagnetic simulation �Ref. 42� with
an applied field �0H0=80 mT. Open and solid dots are, respec-
tively, the first and second parts of Eq. �8�. The thick line is a Morse
function adjusted to the total potential �Eq. �9� with parameters �
=0.27, �=0.6, and �=0.67�. The horizontal lines are the eigenval-
ues of Eq. �7� with the Morse potential. The corresponding eigen-
functions are represented on top. The inset shows the simulation
from which the data have been extracted.

BAILLEUL, HÖLLINGER, AND FERMON PHYSICAL REVIEW B 73, 104424 �2006�

104424-8



eigenfrequencies.9,10 This is in contrast with our method
where exact solutions are derived from a simplified eigen-
sytem. The strong point of our method is that it does not
involve any arbitrary parameter such as the phase shift re-
quired for WKB calculations.8,20 On the other hand, we had
to make very crude approximations for evaluating the dy-
namic dipole field. Moreover, the exponential decay of the
Morse potential does not capture completely the y−1 depen-
dence of the dipole field far from the edge, which makes our
approach less accurate for high index modes. Note that the
eigenfunctions of Eq. �11� could be injected into a variational
calculation if a more accurate evaluation of the eigenfrequen-
cies were needed.16

VI. DIAGONALIZATION OF THE DYNAMICAL MATRIX

This section aims at identifying all the normal modes of
the dot, in particular the quasidegenerate ones which are not
resolved individually either in the measurement or in the
time-domain micromagnetic simulation. This is done by dis-
cretizing the eigenvalue equation �A6� which describes the
normal modes and by diagonalizing the obtained matrix �the
so-called “dynamical matrix”45�.46 This method was recently
used to interpret the spin-wave modes observed in cylindri-
cal Permalloy dots.48 We propose below a two- dimensional
implementation together with a procedure for classifying the
many calculated modes and for estimating the amount by
which they contribute individually to the measured absorp-
tion. Using this procedure, we show that the unresolved U
feature observed in Fig. 3 is due to the combination of sev-
eral low intensity modes.

The assumptions made for the calculation are the same as
those of Sec. IV: the rounding of the corners is neglected,
and the equilibrium magnetization is assumed to be uni-
formly saturated by the y-directed 80-mT applied field. Be-
cause of this latter assumption, highly localized SWW modes
will not be accurately described. However, we will see that
the modes contributing to the U feature extend quite far into
the interior of the dot, which makes them pretty insensitive
to the details of the edge magnetic configuration. The mi-
crosquare is divided into N=Nx�Ny =32�256 parallepi-
pedic cells, and the linearized Landau-Lifshitz equation �A8�
is discretized, which is written

i



M�
mx�1�
]

mx�N�
mz�1�
]

mz�N�
� =�

. . . . . .

] 0 ] ] Dz ]

. . . . . .

. . . . . .

] − Dx ] ] 0 ]

. . . . . .

��
mx�1�
]

mx�N�
mz�1�
]

mz�N�
� ,

�12�

with

Dz�i, j� = �H0

Ms
+

Hdy�i�
Ms

��i, j� + Kech�i, j� + Kdzz�i, j� .

Dx�i, j� = �H0

Ms
+

Hdy�i�
Ms

��i, j� + Kech�i, j� + Kdxx�i, j� ,

�13�

Here (mx�i� ,mz�i�) is the oscillating magnetization averaged
over cell i; Hdy�i� is the y component of the static demagne-
tizing field averaged over cell i. ��i , j�=1 if i= j and 0 oth-
erwise. Kdxx�i , j� and Kdzz�i , j� are the mutual demagnetizing
factors between cells i and j �Ref. 49� and Kech�i , j� is a
four-neighbor-exchange kernel.50

To save computation time, we only looked for solutions
which were symmetric with respect to both the �xz� and �yz�
midplanes of the dot �these are the only solutions likely to
couple to an uniform excitation field such as the one used in
the simulation of Sec. III�. This allows one to restrict the
calculation to a quadrant occupying one quarter of the dot.
Equation �12� is then diagonalized using the CGEEV proce-
dure provided in the CLAPACK package.51 The
�N /4�-computed positive eigenfrequencies are ordered by
computing effective indices �nx	 and �ny	 which describe the
degree of inhomogeneity of the corresponding eigenvectors
along both x and y in-plane directions:

�nx	 =
Nx

�
��q=1

Nx−1 �p=1

Ny �mx�rq+1,p� − mx�rq,p��2

�q=1

Nx �p=1

Ny mx�rq,p�2
,

�ny	 =
Ny

�
��q=1

Nx �p=1

Ny−1
�mx�rq,p+1� − mx�rq,p��2

�q=1

Nx �p=1

Ny mx�rq,p�2
.

�14�

In the case of the sinusoidal profiles described by Eqs. �3�
and �4�, �nx	 and �ny	 would reduce to the true indices nx and
ny which count the number of antinodes along both in-plane
directions. One may therefore derive from the effective indi-
ces a typical wave vector with components �� /w��nx	 and
�� /w��nx	. Plotting frequencies as a function of the index
provides an effective spin-wave dispersion. This is done in
Fig. 6�a� where the eigenfrequencies are reported as a func-
tion of �ny	.

Let us first discuss the �nx	 dependence of the modes.
Following the modes while their �nx	 increases, we found out
that they organize themselves onto successive branches lying
on top of each other. The first three branches are displayed as
dots with different symbols and colors on Fig. 6�a�. Accord-
ing to the discussion of Sec. III, these branches are attributed
to MSSW standing waves with an increasing number of an-
tinode lines �1,3,5,¼�. Inspection of the x profiles of some
modes confirms this �not shown�. Deviations of the mode
profiles from a sinusoidal shape make Eq. �14� less accurate
for estimating the number of antinode lines. This results in
quite a broad range of �nx	 for each branch �e.g., �nx	
=0.85–2.70 for the first branch�.

Let us now focus on the shape of the branches �i.e., on the
�ny	 dependence of the modes�. It is clear in Fig. 6�a� that
each branch comprises both a cusp-forming main curve and
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an additional low-frequency tail. The shape of the main
curve may easily be understood. Indeed, spin waves propa-
gating along y �i.e., along the equilibrium magnetization� are
expected to follow a nonmonotonic dispersion:37 as the wave
vector increases, the frequency first decreases due to the di-
polar interaction �MSBVW� �Ref. 35� and then increases as
the short-range exchange interaction becomes dominant.
This is illustrated by the red curve in Fig. 6�a�, which was
deduced from Eq. �5� using Eq. �4� with nx=1 and ny
= �ny	 ��H0− �Hdy	� was set to 75 mT, which is the equilib-
rium field at the center of the dot�. This curve appears to
reproduce fairly well the cusp-forming part of the first
branch. On the other hand, we attribute the low-frequency
tail to the SWW modes. This is supported by an inspection of
the y profiles of the modes �see Fig. 6�b��: modes labeled 1–9
are clearly identified as edge modes, as their intensity decays
exponentially towards the center of the dot. The other modes
may be divided into long-wavelength modes, corresponding
to the small wave-vector dipole part of the dispersion �modes
labeled 22, 17, 15, and 12 with, respectively, 1, 3, 5, and 7
antinodes along the whole dot�, and short-wavelength modes,
corresponding to the high-wave-vector-exchange part of the
dispersion.

Figure 6�a� indicates clearly a high density of modes close
to the minimum fmin of the spin-wave dispersion �here fmin
�8 GHz�. Although those strongly nonuniform modes are
not expected to couple efficiently to an uniform excitation,
their combination could give rise to an observable absorption
feature. To check this hypothesis, we calculate the maximum
susceptibility levels associated with each of the modes of
Fig. 6�b�, which was done using Eq. �B9� with �=0.005. The
results of this calculation are displayed in Fig. 6�c� as verti-
cal bars �we use the same labeling as that of Fig. 6�b��. The
measured and simulated spectra of Fig. 3 are also reported in
Fig. 6�c� for comparison. Except modes labeled 1 and 2
whose frequency appear too low �this is to be associated with
the assumption of a saturated magnetization, which overesti-
mates the drop of the micromagnetic potential at the edges
and therefore underestimates the frequencies of these highly
localized low index SWW modes�, the agreement is quite
good. Indeed, modes 3, 4, 5, 17–18, and 22 account fairly
well for the position of the resolved peaks. Mostly, peaks
labeled 6–13 are expected to collapse into a single feature
due to the finite width of the resonances ��f ��
M /4�
�80 MHz� and this accounts very well for the U feature
�i.e., the low-frequency shoulder extending between 7.6 and
8 GHz�.

This feature may therefore be seen as a “condensation of
modes.” Now Fig. 6�a� indicates that the frequency fmin of
the minimum of the spin-wave dispersion at the center of the
dot provides a reasonable estimate of the position of this
mode condensation. We have therefore calculated fmin for
different values of the applied field, and we have reported it
in Fig. 2�b� �red dotted line labeled �1, cond��. This line
accounts correctly for the field dependence of the U feature.
Moreover, this line may be used to distinguish between edge
and volume modes, which should lie, respectively, below and
above it. According to this remark, we interpret the crossing
of the �1, cond� and �1, 5� lines as follows: mode labeled �1,
5� actually transforms from a volume �sinusoidal in the cen-

FIG. 6. �Color� Calculation of the spin-wave modes by a direct
diagonalization of the diagonal matrix �see details in the text�. �a�
Plot of the frequencies of the symmetrical modes as a function of
the effective index �ny	 �spin-wave quasidispersion�. The eigenfre-
quencies corresponding to �nx	�1, 3, and 5 are displayed as red
diamonds, blue open dots, and green crosses, respectively. The red
curve shows the frequency of a spin wave propagating in a continu-
ous film with kx=1�� /w�, ky = �ny	� /w, Mequ�uy, and �0Hequ

=75 mT. �b� y profiles of the oscillating magnetization mx for the
eigenmodes with �nx	�1. �Modes are represented in increasing fre-
quency order, from bottom to top. Only modes having the 26 lower
frequencies are reported.� The profiles are taken along the dashed
line shown in the inset. �c� Vertical bars show the frequencies and
intensities for the 26 eigenmodes shown above �maximal suscepti-
bility levels are deduced from Eq. �B9��. The two spectra of Fig. 3
are reported for comparison �top curve, measurement in the SR-A
configuration; bottom curve, LLG time-domain simulation�.
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ter� to a kind of edge mode �with a weak exponential de-
crease toward the center� when the applied field is decreased.

VII. CONCLUSION

In this paper we reported the observation of a large num-
ber of spin-wave modes in Permalloy microsquares using a
frequency-domain broadband inductive technique. Inhomo-
geneous pumping was used to obtain some information on
the spatial profile of the modes. The positions and intensities
of all these modes were interpreted by combining several
theoretical approaches. A time-domain micromagnetic simu-
lation was first Fourier transformed in order to obtain the
absorption spectrum for a given value of the applied field.
This allowed us to visualize two types of modes: quantized
spin-wave modes extending over the whole dots and spin-
wave well modes confined close to the edges oriented per-
pendicular to the equilibrium magnetization. Approximate
methods relevant for both types of modes were then pre-
sented. QSW modes were treated with the help of a standing-
wave approach. The modes were assumed to have sinusoidal
profiles, and their frequencies were deduced using the spin-
wave dispersion valid for an unbounded film. In order to
model SWW modes, the equation governing the magnetiza-
tion dynamics close to the edges was simplified into a differ-
ential equation from which exact solutions could be derived.
With the help of a full diagonalization of the dynamical ma-
trix, we also discussed how short-wavelength quasidegener-
ate spin-wave modes could contribute to the measured ab-
sorption. Those various methods allowed us to identify all
the absorption peaks measured over the large range of ap-
plied field of the experiment �Fig. 2�b��, which is the central
result of this paper. This work may be seen as a validation of
several methods for interpreting spin-wave spectra, and we
believe that those methods would be of particular interest for
more complicated systems such as magnetic particles with a
truly multidomain magnetic configuration.
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APPENDIX A: NORMAL-MODE EQUATIONS FOR SPIN
WAVES

This appendix aims at describing the equations governing
the normal modes of the magnetization field. Those are first
written in the general case and then applied to a thin element
with an in-plane equilibrium configuration. For pedagogical
purposes, an analogy with the normal modes of vibration of
a membrane is finally formulated.

The starting point is the Landau-Lifschitz-Gilbert equa-
tion, which describes the time evolution of the magnetization
vector field M�r , t� �Ref. 29�:

dM�r,t�
dt

= − ����0M�r,t� � Heff�r,t� + �
M�r,t�

Ms
�

dM�r,t�
dt

,

�A1�

where � is the gyromagnetic ratio, �0 is the permeability of
free space, Ms is the saturation magnetization, and � is the
damping constant. The first and second terms on the right-
hand side of Eq. �A1� describe, respectively, a precession
motion around the effective field Heff and a damping motion
towards it. One usually splits the effective field into several
parts corresponding to the various magnetic interactions rel-
evant for the investigated system. In the case of our soft
magnetic dots, one can neglect magnetocrystalline aniso-
tropy and the effective field is written29

Heff�r,t� = H0 + h1�r,t� + Hd�r,t� + Hexch�r,t� , �A2�

where H0 is the external static uniform field, h1 is a small
external time-dependent excitation field �optionally spatially
non-uniform�, Hd is the dipolar field, and Hexch is the ex-
change field. The two latter ones write, respectively,

Hd�r� = �G̃ˆ · M��r� =� dr�Ĝ�r,r��M�r�� , �A3�

Hexch�r� = 2�M�r� , �A4�

where

G���r,r�� = −
�2

�x��x��

1

�r − r��

is the kernel of the dipolar interaction,39 =�2A /�0Ms
2 is

the exchange length, and � is the Laplacian operator.
When searching for normal modes of the magnetization

field, one restricts oneself to small amplitude oscillations
m�r�ei
t around the equilibrium magnetization Mequ�r�. At
first order, m�r� is perpendicular to Mequ�r�. Then, Eq. �A1�
is rewritten37

i



M
m�r� = T̂ · �Hequ�r�

Ms
m�r� − h�r� − h1�r� +

i



M
�m�r� .

�A5�

Here, 
M = ����0Ms and

T̂ = �0 − 1

1 0


is a matrix acting in the plane perpendicular to Mequ�r�.
Hequ�r� is the equilibrium part of the effective field �which is
parallel to Mequ�r� according to the equilibrium condition�,

and h�r�= �G̃ˆ ·M��r�+2�m comprises the dipole and ex-
change contributions to the oscillating part of the effective
field.

Let us now write the homogeneous part of Eq. �A5� �i.e.,
let us drop the damping and excitation terms�:
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i



M
m = D̃

ˆ
· m , �A6�

where D̃
ˆ

is a tensorial functional operator which is written

D̃
ˆ

= T̂ · �Hequ�r�
Ms

I − 2�I − G̃
ˆ  . �A7�

Equation �A6� defines an eigenvalue problem whose eigen-
values and eigenfunctions give, respectively, the normal fre-
quencies and normal modes of the magnetization field. For a
numerical solution, Eq. �A6� can be discretized. The operator

D̃
ˆ

then becomes a matrix �the so-called “dynamical
matrix”�,45 which has to be diagonalized.

Let us assume the element is flat enough so that �i� the
equilibrium magnetization distribution lies in the film plane52

and �ii� both equilibrium and oscillating magnetization fields
are uniform across the thickness of the element. The equilib-
rium configuration may therefore be described by an angle
��x ,y� measured with respect to a fixed in-plane direction
and the oscillating magnetization field may be written
m�x ,y�=m��x ,y�u�+mz�x ,y�uz �see Fig. 7�. Within this ap-
proximation, it can be shown that the correlation between
out-of-plane and in-plane dynamic magnetization fields van-
ishes. In other words, the oscillating dipole-exchange field hz
�h�� is a function of mz only �m� only, with the additional
complication that � is r dependent�. Then, writing down all
the terms of Eq. �A6�, one gets

i



M
m��r� =

Hequ�r�
Ms

mz�r� − 2�mz�r�

−� dr�Gzz�r − r��mz�r�� ,

i



M
mz�r� = −

Hequ�r�
Ms

m��r� + 2�m��r�

+� dr�G����r − r��m���r�� . �A8�

Let us now assume that the typical wavelength of the
normal mode is much larger than both the film thickness and
the exchange constant. Then hz is dominated by the out-of-
plane demagnetizing field, fairly approximated in a thin-film
approximation:

hdz�r� = − mz�r� . �A9�

Then, Eqs. �A8� are rewritten

i



M
m��r� =

Hequ�r�
Ms

mz�r� + mz�r� ,

i



M
mz�r� = −

Hequ�r�
Ms

m��r� + 2�m��r� +� dr�G����r

− r��m���r�� . �A10�

For pedagogical purpose, let us draw an analogy between
Eqs. �A10� and the equations governing the normal modes of
vibration of a membrane:

i
e�r� = �−1p�r� ,

i
p�r� = ��e�r� , �A11�

where e�r� is the local out-of-plane elongation of the mem-
brane, p�r� is the out-of-plane momentum per unit surface, �
is the membrane mass per unit area, and � is the tension of
the membrane.

The physical meaning of this analogy is the following
�i� The in-plane oscillating magnetization m� can be seen

as a generalized position �the out-of-plane elongation in the
case of the membrane�.

�ii� The out-of plane oscillating magnetization field mz
appears as a generalized momentum.

�iii� The mass constant relating i
m� to mz is the inverse
of ����0�Ms+Hequ�r��. In most cases �moderate applied field
in large enough elements� Ms�Hequ�r�, so that the mass
constant is roughly uniform.

�iv� The restoring force of the membrane is a pure curva-
ture effect ��e�r�. On the other hand, the restoring force for
the magnetization in a flat element comprises of three terms:
an exchange term �2�m��r�� playing the role of a curva-
ture, a static effective field term �−�Hequ�r� /Ms�m��r��
which plays the role of a local pressure and a dipolar term
��dr�G����r−r��m���r��� which is a long-range counterpart
of the short-range exchange curvature term.

The normal modes of vibration of a square membrane are
well known: those are sinusoidal standing waves having
�nx ,ny� antinodes whose frequencies are given by
��� /��� /w�nx

2+ny
2. As seen in this paper, the normal modes

of the magnetization field in a thin element are more com-
plicated. This is due to the two extra “restoring forces” ex-
isting in the magnetic case.

APPENDIX B: POWER ABSORPTION FOR A SPIN-WAVE
MODE

This appendix aims at deriving the absorption associated
to a normal mode whose spatial profile is known.

FIG. 7. Sketch of the coordinate axes used for writing the equa-
tions governing the normal modes of the magnetization field in a
flat element with a nonuniform in-plane equilibrium configuration.
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The power P absorbed by the sample is written

P = �0
� dr Im�h1�r� · m̄�r�� , �B1�

where m̄ stands for the complex conjugate of m.
Let �en�r�� be the eigenfunctions of Eq. �A6� with asso-

ciated eigenvalues �i
n /
M�. Let an �bn� be the coefficients
of the decomposition of h1�r� �m�r�� onto the basis of eigen-
functions �en�r��. Then, the contribution of mode n to the
absorbed power is written

Pn = �0
anbn� dr�en�r��2. �B2�

On the other hand, the projection of Eq. �A5� onto the eigen-
function en�r� is written

i
bnen = i
nbnen + i�
bnT̂ · en − 
ManT̂ · en. �B3�

Multiplying Eq. �B3� by en�r� · T̂−1 and integrating over r,
one gets

bn

an
=


M

i�
 + �n�
n − 
�
, �B4�

where

�n = i
� dren�r� · T̂−1 · en�r�

� dr�en�r��2

is a factor depending on the ellipticity of the mode. At reso-
nance �
=
n�, one gets

bn

an
=


M

i�
n
. �B5�

Then, Eq. �B2� is rewritten

Pn =

M

�
�an�2� dr�en�r��2, �B6�

where, by definition of an,

an =
� drh1�r�en�r�

� dr�en�r��2
. �B7�

This expression can be used to calculate the maximum ab-
sorption level associated with any excitation field and with
any normal mode as long as both spatial profiles are known.

Let us finally write the contribution of mode n to the
averaged susceptibility �Eq. �1��:

�	xx	n =
1

V

bn� drenx�r�

h1x
, �B8�

where V is the volume of magnetic material. At resonance,
�	xx	n is purely imaginary and its imaginary part �	xx� 	n is
maximum. According to Eqs. �B5� and �B7� it is rewritten

�	xx� 	n =

M

�
n

1

V

�� drenx�r��2

� dr�en�r��2
. �B9�
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