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Density functional calculations combined with thermodynamical modeling have been used to investigate
defect formation in a perovskite-structured oxide in equilibrium with an oxygen containing atmosphere. We
have calculated the electronic structure and formation energies for anion and cation vacancies and for Ga, Gd,
In, Nd, Sc, and Y dopants incorporated on different lattice sites in BaZrO3. On energetic grounds, it is found
that most of the investigated dopants �with the possible exception of Nd and Gd� preferably substitute for Zr
atoms in the lattice. The interaction between dopants was found to be repulsive and correlated with the ionic
radius of the dopant, while the dopant-oxygen vacancy interaction was found attractive. We also show that
oxygen vacancies are not thermodynamically stable at low temperatures, but will form at the high temperatures
and low oxygen partial pressures typically used during synthesis of the material.
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I. INTRODUCTION

A range of materials based on perovskite-structured oxide
ceramics have oxygen-ion- and proton-conducting properties
and might be used in various electrochemical applications
such as fuel cells, gas sensors, and hydrogen pumps.1 These
perovskite oxides become proton conductors after doping
with lower valence cations followed by exposure to a humid
atmosphere. It is believed that the doping results in the for-
mation of a high concentration of charge-compensating oxy-
gen vacancies and that protonic defects can be introduced via
dissociative absorption of water from the gas phase into the
vacancies.2,3 Therefore, a detailed understanding of the de-
fect chemistry on a microscopic level is essential in order to
optimize the performance of these materials.

Several theoretical studies of defect formation in perov-
skite oxides have successfully employed model potentials to
calculate the formation energies of intrinsic defects, solution
energies of impurity atoms, and activation energies for ionic
migration.4–7 However, simulations based on first principles
are valuable in order to understand the electronic mecha-
nisms involved in the defect formation process.8–11 This is
particularly important for wide-band-gap semiconductors
and insulators, where charge transfer can be expected to take
place among the defect levels introduced by dopants, vacan-
cies, and interstitials.12–14 Since most commonly used
approaches—such as density functional theory �DFT�—are
to be considered as zero-temperature, zero-pressure tech-
niques, direct comparison with experiments carried out at
ambient conditions is not straightforward.15 Recent studies of
defect formation in oxides have therefore combined density
functional simulations with thermodynamics in order to take
into account the effects of different environmental condi-
tions,8,16 as well as finite temperature and pressure.17

In the present work, we have investigated the defect prop-
erties of BaZrO3 doped with various trivalent cations. This
material appears to combine a high proton conductivity with
good chemical and mechanical stability,18–20 which makes it
a promising candidate for solid-oxide fuel-cell �SOFC� ap-

plications. However, the reported values of the bulk conduc-
tivity of Y-doped BaZrO3 appear to vary several orders of
magnitude at a given temperature,18,21–23 indicating that the
electrical and ionic conducting properties might depend
strongly on the sample preparation conditions.24 To address
these issues, we have used DFT-based calculations in con-
junction with thermodynamic modeling to investigate va-
cancy formation and solution of Ga, Gd, In, Nd, Sc, and Y
dopants in BaZrO3 in equilibrium with an oxygen-containing
atmosphere. Our results give support to the conclusion that
the environmental conditions during processing �chemical
potentials, oxygen partial pressure, and temperature� may
significantly influence the behavior of ionic conducting ox-
ides in actual applications.3

II. BASIC FORMALISM

The necessary formalism to determine defect concentra-
tions and defect levels in semiconductors from first-
principles total-energy calculations has been well established
during the last decade.25–27 More recently, it has also been
demonstrated how such results can be extended to finite tem-
perature and pressure.15,28 In this section, we will apply the
formalism to a BaZrO3 crystal in contact with an oxygen-
containing atmosphere.

A. Defect formation energies

Defect formation energies can be defined as the total en-
ergy of the system containing a defect minus the total energy
of the perfect system. When investigating defects that change
the composition of a material, the formation energies are
usually evaluated with respect to a set of fixed external
chemical potentials for the atomic species involved.25,26 The
results will then depend on the actual values of these atomic
chemical potentials and, in the case of charged defects, on
the chemical potential of electrons in the material �i.e., the
Fermi energy�.29 For instance, the total energy required to
create an oxygen vacancy �VO� in charge state q can be cal-
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culated from the difference in total energy Etot of two super-
cells containing n primitive cells as8

�EVO,q
f = Etot�n�BaZrO3−1/n�;q� − Etot�n�BaZrO3��

+ �O + q�e, �1�

where 1/n is the effective vacancy concentration, �O is the
chemical potential of oxygen atoms, and �e is the chemical
potential of electrons. By Etot�. . . ;q� we denote the total en-
ergy of a supercell where the number of electrons has been
adjusted to create a defect in charge state q. In the same way
the formation energies of a barium vacancy �VBa� or a zirco-
nium vacancy �VZr� can be calculated as

�EVBa,q
f = Etot�n�Ba1−1/nZrO3�;q� − Etot�n�BaZrO3��

+ �Ba + q�e, �2�

�EVZr,q
f = Etot�n�BaZr1−1/nO3�;q� − Etot�n�BaZrO3��

+ �Zr + q�e, �3�

where �Ba and �Zr are the chemical potentials of Ba and Zr
atoms, respectively. Finally, the solution energy of a dopant
atom M on a barium site �MBa� or a zirconium site �MZr� can
be calculated as the total energy difference16

�EMBa,q
f = Etot�n�Ba1−1/nM1/nZrO3�;q� − Etot�n�BaZrO3��

+ �Ba − �M + q�e �4�

�EMZr,q
f = Etot�n�BaM1/nZr1−1/nO3�;q� − Etot�n�BaZrO3��

+ �Zr − �M + q�e, �5�

where 1/n is the effective dopant concentration and �M de-
notes the chemical potential of the dopant.

When considering defect formation in the dilute limit,
care must be taken to choose a sufficiently large supercell to
avoid any spurious interactions between defects in neighbor-
ing cells.10 This is particularly important for charged defects,
which may induce long-range lattice relaxations in a
material.29 However, defect interactions are interesting in
their own right, since they may result in important phenom-
ena such as dopant clustering, or “trapping,” of oxygen va-
cancies near dopants. The interaction energy �Eint for a pair
of point defects can be calculated as the difference in forma-
tion energy of the two defects occupying neighboring sites in
the lattice and the sum of the formation energies of the indi-
vidual defects in the dilute limit as5,11

�Eint = �Epair
f − � �Eisolated defects

f . �6�

B. Environmental conditions

In order to calculate defect formation energies using Eqs.
�1�–�5� we need to define the chemical potentials of the at-
oms being removed from, or added to, the system. These will
in general depend on the processing conditions of the mate-
rial. In this work, we assume that an atmosphere containing
O2�g� is present in all cases. At T=0 we may therefore define

�O as half the total energy of an oxygen molecule—i.e.,

�O =
1

2
Etot�O2� . �7�

Here Etot�O2� is the total energy of an isolated oxygen dimer
calculated using a sufficiently large supercell. We must also
take into account that BaZrO3 may exist within a range of
chemical potentials for barium and zirconium. Two different
limits will be considered27: In the Ba-rich limit, the system is
in equilibrium with BaO�s�. Then �Ba=�Ba

BaO�Etot�BaO�
−�O. To prevent precipitation of barium oxide, it is required
that the chemical potential of barium be lower than this
value—i.e.,

�Ba � �Ba
BaO. �8�

In the other extreme, the Zr-rich limit, the system is in equi-
librium with ZrO2�s�. Then �Zr=�Zr

ZrO2 �Etot�ZrO2�−2�O

and �Ba=Etot�BaZrO3�−�Zr
ZrO2 −3�O. Using the expression

for the heat of formation for BaZrO3 from the binary oxides
�cf. Eq. �20�� the latter condition can be rewritten as �Ba
=�Ba

BaO+�EBaZrO3

f , where �EBaZrO3

f is negative. The allowed
range for �Ba is therefore

�Ba
BaO + �EBaZrO3

f � �Ba � �Ba
BaO. �9�

For any value of the chemical potential for Ba within this
range, the chemical potential for Zr must assume the value

�Zr = �Zr
ZrO2 + �EBaZrO3

f + �Ba
BaO − �Ba. �10�

Finally, the atomic chemical potential of a dopant M can, in
principle, be determined from the total energy of the corre-
sponding binary oxide M2O3.

In a semiconductor, the electronic chemical potential �e
can assume values ranging from the energy of the valence
band maximum, �VBM, to the energy of the conduction band
minimum, �CBM. These limiting values of �e can in practical
supercell calculations be obtained as the ground-state total-
energy differences �VBM=Etot�0�−Etot�+1� and �CBM

=Etot�−1�−Etot�0�, where Etot�q� denotes the total energy of a
perfect lattice supercell where q electrons have been
removed.8,17

C. Finite temperatures and pressures

The formation energies calculated using Eqs. �1�–�5� are
strictly valid only at T=0, and they also exclude zero-point
motion effects. In order to compare with experiments con-
ducted at finite temperatures and pressures, the Gibb’s free
energy G�p ,T� has to be considered. At equilibrium and in
the dilute limit, the concentration c of a particular defect is
given by

c�p,T� = e−�Gf�p,T�/kBT, �11�

where kB is Boltzmann’s constant,

�Gf�p,T� = �Hf�p,T� − T�Sf�p,T� , �12�

and �Hf and �Sf are the change in enthalpy and entropy,
respectively, associated with the formation of the defect.
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For solids, in the harmonic approximation, the Gibbs free
energy can be written as

G�p,T� = Etot + Fvib�T� , �13�

where Etot is the total electronic energy of the solid and
Fvib�T� is the vibrational part. The latter is given by

Fvib�T� = �
s=1

3N ���s

2
+ kBT ln�1 − exp�− � �s/kBT��� ,

�14�

where s runs over the 3N normal mode branches of fre-
quency �s in a lattice of N atoms. When a defect is intro-
duced, the associated change in vibrational free energy will
in general have two distinct contributions: First, if an atom is
removed �vacancy formation� or inserted �interstitial forma-
tion�, the defective lattice will have a different number of
vibrational modes compared with the perfect crystal. Second,
the frequencies of the remaining modes may change in the
presence of the defect. At high temperatures, this mainly
contributes a change in entropy of the system.

Since we will consider a crystal in equilibrium with an
oxygen atmosphere, atoms may be exchanged between the
solid and gas phases when defects are formed. Assuming
ideal gas behavior, the free energy per molecule O2�g� is28

gO2
�p,T� = hO2

0 �T� − TsO2

0 �T� + kBT ln
p

p0 , �15�

where hO2

0 �T� and sO2

0 �T� are the enthalpy and absolute en-
tropy, respectively, per molecule O2�g� at the reference par-
tial pressure p0. Since the electronic total energy obtained
from DFT calculations corresponds to zero temperature, we
set the reference enthalpy equal to the zero-point vibrational
energy of an oxygen dimer—i.e., hO2

0 �T=0�= ��O2
/2.

We will explicitly consider the formation of an oxygen
vacancy by removing an oxygen from its lattice site and
placing it in an oxygen dimer in the surrounding atmosphere.
Then

�GVO

gas�p,T� =
1

2
gO2

�p,T� . �16�

This decrease of the free energy of formation is partly com-
pensated by an increase due to the reduction of the vibra-
tional degrees of freedom of the crystal. For simplicity, we
apply an Einstein model where it is assumed that all oxygen
atoms in the perfect lattice have the same vibrational fre-
quencies 	�O,s
s=1

3 and that only the eight nearest neighbors
are affected when a vacancy is introduced so that their vibra-
tional frequencies change to 	�O,s� 
s=1

3 . Using Eq. �14�, the
free energy of the three lattice modes that are missing in the
defective crystal is

�G˜VO

vib�T� = − �
s=1

3 ���O,s

2
+ kBT ln�1 − exp�− � �O,s/kBT��� ,

�17�

and the change in vibrational free energy of the neighboring
oxygens gives a contribution

�GVO

vib�T� = 8�
s=1

3 ����O,s� − �O,s�
2

+ kBT ln�1 − exp�− � �O,s� /kBT�
1 − exp�− � �O,s/kBT��� . �18�

Therefore, the oxygen vacancy free energy of formation can
be written as

�GVO

f �p,T� = �EVO

f + �G˜VO

vib�T� + �GVO

vib�T� + �GVO

gas�p,T� ,

�19�

where �EVO

f is the change in electronic total energy as given

by Eq. �1�, �G˜VO

vib�T� and �GVO

vib�T� are the vibrational contri-
butions defined by Eqs. �17� and �18�, respectively, and
�GVO

gas�p ,T� is the gas-phase contribution given by Eq. �16�.

III. COMPUTATIONAL DETAILS

To investigate defect formation in BaZrO3 we use DFT,
which is the most widely used approach for electronic struc-
ture calculations of extended systems.30 The success of this
method is due to the availability of practical approximations
for the crucial quantity represented by the exchange-
correlation functional. In the present work, we employ a gen-
eralized gradient approximation �GGA� due to Perdew and
Wang.31 Such gradient-corrected functionals have been
found to offer an adequate description of defect formation
energies in perovskite-structured oxides when compared to a
variety of other ab initio techniques.9 The present calcula-
tions are performed using the plane-wave psuedopotential
method as implemented in the Vienna ab initio simulation
package �VASP�.32,33 The electron-ion interaction is described
by the projector augmented-wave �PAW� method.34 A plane-
wave basis set with a cutoff energy of 400 eV was used in all
calculations. Brillouin zone sampling was performed using a
6�6�6 k-point grid for the five-atom primitive cell. Point
defects were modeled using periodically repeated supercells
consisting of either 2�2�2 primitive cells �40 atoms� or
3�3�3 primitive cells �135 atoms� with the number of k
points reduced accordingly. This corresponds to a defect con-
centration of c=1/8 and c=1/27, respectively. In the simu-
lations of charged defects, electrons were removed from or
added to the supercell containing the defect. To avoid diver-
gence of the Coulomb energy of the infinite crystal, the re-
sulting electronic chargewas neutralized by the standard
means of including a uniform “jellium” background charge
in the cell.29 Structural optimizations were performed at con-
stant volume and under the condition that all residual forces
should be smaller than 0.05 eV/Å. Vibrational frequencies
were calculated within the harmonic approximation by
evaluating and diagonalizing a dynamical matrix. Except for
the O2 molecule, spin polarization was generally not taken
into account in the present study. However, although the
electronic ground state of pure BaZrO3 �Sec. IV A� is non-
magnetic, this cannot be assumed a priori for the investi-
gated point defects in this material.9 Therefore, we have also
performed spin-polarized test calculations to check the accu-
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racy of our results for vacancies �Sec. IV B� and dopant at-
oms �Sec. IV C�.

IV. RESULTS AND DISCUSSION

A. Pure compounds

We first investigate the properties of pure BaZrO3 �cubic

perovskite lattice, space group Pm3̄m�. The equilibrium
structure was determined by calculating the total energy for
several different lattice parameters and fitting the data to
Murnaghan’s equation of state. The results are given in Table
I. The equilibrium lattice parameter a0=4.25 Å is close to
the experimental result. The corresponding total energy, ex-
pressed as the heat of formation from the elements in their
standard states �Ba: bcc, Zr: hcp, and O: dimer� is, however,
slightly smaller than the experimental value. In order to de-
termine the limits of the chemical potentials �Ba and �Zr, we
also performed similar calculations for BaO �NaCl structure,

space group Fm3̄m� and ZrO2 �fluorite structure, space group

Fm3̄m� in Table I. For all three investigated oxides, it is
found that the calculated lattice parameters are within 2% of
the experimental results, but that our choice of parametriza-
tion for the exchange-correlation functional tends to under-
estimate the binding energies �the GGA “underbinds” these
systems�. The difference is, however, less than 10%. A simi-
lar underbinding of several oxides by the GGA has also
beenreported by Moriwake et al. in their study of doped
lanthanum chromite.16 We note, however, that our calculated
heat of formation of BaZrO3 from BaO and ZrO2, defined as

�EBaZrO3

f = Etot�BaZrO3� − Etot�BaO� − Etot�ZrO2� ,

�20�

is −1.31 eV, in good agreement with the experimental value
−1.33 eV.35

To check for structural instabilities of the ideal cubic per-
ovskite structure, we have also calculated the �-point phonon
frequencies of BaZrO3. In addition to three zero-frequency
acoustic modes, there are four three fold-degenerated optical
modes. These are given in Table II. Generally, the obtained
frequencies are lower than the experimental results. This
may in part be due to the fact that the calculations were
performed using the theoretical equilibrium lattice parameter
�4.25 Å�, which is slightly larger than the experimental value

�4.19 Å�. However, since no imaginary frequencies were ob-
tained, the cubic phase investigated in the present study is
stable.

On a microscopic scale, defect formation is associated
with changes in the electronic structure of a material. In Fig.
1 the calculated site-projected electronic density of states for
a perfect BaZrO3 crystal is shown. The lower valence bands
consist of a mixture of Ba�5s� and Zr�4p� states around
−25 eV, O�2s� states around −15 eV, and Ba�5p� states
around −10 eV. The upper valence band extends down to
approximately −4 eV and is composed mainly of O�2p�
states with a small contribution from Zr�4d� states. This sug-
gests that a moderate covalent bonding contribution is
present in the crystal. The lower conduction band is mainly a
mixture of Ba�5d� and Zr�4d� states, with a small admixture
from O�2p�. Our calculated electronic structure is in good
agreement with earlier theoretical results of King-Smith and
Vanderbilt36 using ultrasoft pseudopotentials and more re-
cently by Terki et al.37 using a full-potential all-electron ap-
proach. The calculated band gap is around 3 eV, which is

TABLE I. Calculated equilibrium lattice parameter a0 and cor-
responding heat of formation per formula unit E0

tot compared with
experimental data for the oxides BaZrO3, BaO, and ZrO2.

a0 �Å� E0
tot �eV/f.u.�

Oxide Theory Expt. Theory Expt.

BaZrO3 4.25 4.19a −16.73 −18.102±0.004b

BaO 5.61 5.52a −5.17 −5.663±0.022c

ZrO2 5.15 5.26a −10.25 −11.309±0.018c

aReference 46.
bT=0 K �extrapolated�, Ref. 47.
cT=0 K, Ref. 41.

TABLE II. Calculated phonon frequencies 	 at the � point com-
pared with experimental data �only three modes are optically active�
for the cubic phase of BaZrO3.

	 �cm−1�
Mode Theory Expt.a

Zr-O stretch 483 505

O-Zr-O bend 190 210

Zr-O3 torsion 182 —

Ba-ZrO3 91 115

aReference 48.

FIG. 1. Calculated total- and site-projected electronic density of
states �DOS� for pure BaZrO3. The energy of the highest occupied
state is indicated by a dotted line. The valence band is composed
mainly of O�2p� states, whereas the conduction band derives from
Ba�5d� and Zr�4d� states. These are separated by a calculated band
gap of around 3 eV.
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significantly smaller than the experimental results 5.3 eV.38

That the electronic band gaps of insulators and semiconduc-
tors come out grossly underestimated is a well-known arti-
fact of the traditional DFT.30 It is likely to affect the calcu-
lated formation energies of defects that introduce electrons in
donor states with conduction band character.27 Such results
may be improved by a better treatment of the nonlocal ex-
change part of the total-energy functional �for instance, by
using so-called exact exchange39� or, more heuristically, by a
simple correction scheme where the conduction band is as-
sumed to be rigidly shifted upward to match the experimen-
tal band gap. This will be discussed further in Secs. IV B and
IV C.

B. Vacancies

We will next investigate the formation of vacancies in
BaZrO3. The electronic density of states for a crystal with
different types of vacancies in the neutral charge state is
shown in Fig. 2. In each graph, the highest occupied state is
indicated by a dotted line. It is seen that the removal of a Ba
atom or a Zr atom results in unoccupied states near the top of
the valence band, indicating that cation vacancies behave as
shallow acceptors in the material. By contrast, the removal of
an O atom results in new occupied levels below the bottom
of the conduction band, showing that oxygen vacancies in-
stead behave as shallow donors. The observations are consis-
tent with a simplified description of the BaZrO3 crystal
where each Ba donates two and each Zr four electrons to the
filled oxygen p band. These electrons will be missing if a
neutral metal atom is removed. If, on the other hand, a neu-
tral oxygen is removed, there will be two electrons left be-
hind in the metal d band.

In Table III we report formation energies for Ba, Zr, and
O vacancies in their neutral and fully ionized charge states
calculated using Eqs. �1�–�3�. For the chemical potentials,
�O is uniquely defined by Eq. �7�, while for �Ba and �Zr the
two limiting values specified by Eqs. �9� and �10� have been
considered: Barium vacancies have a lower formation energy
under Zr-rich conditions �low �Ba� than under Ba-rich con-
ditions �high �Ba�, while zirconium vacancies are more eas-
ily formed under Ba-rich conditions �low �Zr� than under
Zr-rich conditions �high �Zr�. Moreover, supercells of two
different sizes have been employed in order to investigate the
concentration dependence of the formation energies. From
the results given in Table III it is seen that the formation
energy of oxygen vacancies is converged already with the
smaller supercell �c=1/8�, but to obtain the formation en-
ergy of cation vacancies in the dilute limit appears to require
the use of the larger supercell �c=1/27�.

For vacancies carrying a charge, the formation energy will
also depend on the actual position of the Fermi level in the
material. This is shown in Fig. 3 for c=1/27. As a result,
oxygen vacancies in the +2 charge state are more easily
formed than neutral oxygen vacancies in a p-type material
where �e is close to the top of the valence band. Similarly,
the formation energies of barium vacancies in the −2 charge
state and zirconium vacancies in the −4 charge state are
lower than the formation energies of the corresponding neu-
tral vacancies in an n-type material where �e is close to the
bottom of the conduction band.

Spin-polarized test calculations using different supercells
were found to lower the formation energy of a neutral Zr
vacancy by 0.30 eV �c=1/8� and 0.02 eV �c=1/27�. For
charged Zr vacancies and for Ba and O vacancies, the for-
mation energies only changed by a few meV. This is consis-
tent with the results of Ricci et al.9 who investigated the
formation of neutral oxygen vacancies in SrTiO3 and paid
particular attention to the possible existence of magnetic
ground states and to spin localization phenomena. By care-
fully comparing the results of several different computational
approaches �cluster and supercell calculations, using Hartree-
Fock as well as and spin-polarized DFT with various ap-

TABLE III. Formation energy �Ef for vacancies in different
charge states q in BaZrO3 calculated using either a small 2�2
�2 supercell �c=1/8� or a larger 3�3�3 supercell �c=1/27�. For
charged defects, the Fermi energy is taken as the energy of the top
of the valence band ��e=�VBM�.

Charge �Ef �eV�
Defect q c=1/8 c=1/27

VO 0 6.57 6.55

VO 
2 1.21 1.21

VBa 0 3.02a 1.71b 2.58a 1.27b

VBa −2 2.13a 0.82b 2.25a 0.94b

VZr 0 4.48a 5.79b 4.03a 5.34b

VZr −4 4.11a 5.42b 3.68a 4.99b

aBa-rich conditions: �Ba=�Ba
BaO and �Zr=�Zr

ZrO2 +�Ef�BaZrO3�.
bZr-rich conditions: �Ba=�Ba

BaO+�Ef�BaZrO3� and �Zr=�Zr
ZrO2.

FIG. 2. Calculated electronic density of states around the band-
gap region for BaZrO3 with various point defects. The energy of the
highest occupied state for each system is indicated by a dotted line.
The removal of a Ba atom or a Zr atom introduces unoccupied
states near the top of the valence band, whereas removal of an O
atom introduces new levels in the band gap below the conduction
band �as indicated by arrows�.
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proximations for the exchange-correlation functional� it was
found that the electronic ground state is indeed a nonmag-
netic, closed-shell singlet state. However, since oxygen va-
cancies act as shallow donors in this material �cf. Fig. 2�, we
note that the position of the induced defect level may shift
upward if the band gap error is corrected. This would in-
crease the formation energy of a neutral oxygen vacancy
�where the defect level is occupied by two electrons� but
leave the formation energy of an oxygen vacancy in the +2
charge state �where the defect level is empty� unaffected.
Nevertheless, our results appear to be in good agreement
with previous studies: Ricci et al.9 reported a formation en-
ergy of 6.8 eV with respect to 1 � 2O2 for neutral oxygen va-
cancies in SrTiO3, which is very similar to the 6.55 eV ob-
tained in the present study �cf. Table III�. Tanaka et al.8 have
calculated oxygen vacancy formation energies for several
oxides with different crystal structure and found values in the
range 1.5–7.1 eV �neutral charge state� and 0.3–2.4 eV �+2
charge state, �e=�VBM� for the normal phases under oxygen-
rich conditions. We note that our results for BaZrO3 also fall
within these limits.

C. Dopant atoms

We will next consider the incorporation of Ga, Gd, In, Nd,
Sc, and Y dopants on barium or zirconium sites in the lattice.
Without specifying the actual value of the atomic chemical
potentials �M, several general observations can be made
about the behavior of these impurities in BaZrO3.

First, it is possible to determine the position of the defect
levels introduced in the band gap upon doping. These levels
can be calculated as total-energy differences using Eq. �4�
and �5� evaluated for different charge states of a particular
dopant on a given site. A trivalent dopant M replacing a

tetravalent Zr atom in the lattice can be expected to behave
like an electronic acceptor: The Fermi-level position for
which MZr

0 and MZr
− have the same solution energy defines

the 0/− transition level for that dopant—i.e., the acceptor
level �a. These results are shown in Fig. 4. For all the inves-
tigated elements, �a is close to �less than 0.06 eV above�
�VBM. Allowing for spin-polarization only changes the solu-
tion energies by a few meV and thus does not affect any of
the acceptor levels significantly. From inspection of the elec-
tronic structure, it is also seen that the presence of a dopant
atom on a zirconium site introduces empty states with va-
lence band character. Therefore, although the calculated �a
admittedly correspond to very small energy differences,
these results should not be very sensitive to the band gap
error of the DFT. For a dopant replacing a divalent Ba atom
in the lattice, the behavior is quite different: The donor level
�d �i.e., the +/0 transition level� can be defined as the Fermi-
level position where MBa

+ and MBa
0 have equal energies of

solution. As shown in Fig. 4, the calculated �d is close to the
bottom of the conduction band for the large dopants Gd, Nd,
and Y, for Sc it is further down in the gap, and for Ga and In
it is even close to the top of the valence band. Spin polariza-
tion was found to lower the solution energy of a neutral Sc
dopant on a barium site by 0.11 eV �so that the correspond-
ing donor level moves slightly closer to the gap center� but
otherwise did not affect any of the results. Furthermore, if a
band gap correction is applied, the positions of the shallow
donor levels introduced by Gd, Nd, and Y can be expected to
shift upward together with the conduction band so that the
distance from �CBM remains unaffected.

Second, we may address the problem of site occupation—
i.e., whether a particular dopant should prefer to substitute
for Ba or Zr. From Eqs. �4� and �5� it is seen that �M cancels
if one takes the difference of these solution energies, but the
results will depend on �Ba and �Zr. The energy to incorpo-
rate a dopant on a Ba �Zr� site is lower under Zr �Ba� rich
conditions than under Ba �Zr� rich conditions. This is similar

FIG. 3. Formation energies of vacancies in different charge
states as a function of the Fermi-level position within the theoretical
band gap of BaZrO3 calculated using a supercell corresponding to a
low defect concentration �c=1/27�. For the cation vacancies, re-
sults are shown for the two limiting thermodynamical conditions of
the Ba and Zr atomic chemical potentials: the Ba-rich and Zr-rich
limits, respectively.

FIG. 4. Acceptor and donor levels corresponding to various
dopant atoms incorporated on either Ba or Zr sites in BaZrO3 cal-
culated for a low defect concentration �c=1/27�. Energies of defect
levels below the gap center are given relative to the valence band
maximum �VBM, whereas energies of the levels above the gap cen-
ter are given relative to the conduction band minimum �CBM.
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to cation vacancy formation, since in both cases barium or
zirconium is removed from the system. Site occupancy is
also affected by the position of the Fermi level in the mate-
rial, since this determines which charge state has the lowest
energy for a dopant on a given site. For �e=�VBM, all accep-
tor levels and most donor levels �except that introduced by
Ga� are empty �cf. Fig. 4�. This means that dopants are
present as MZr

0 on Zr sites, but as MBa
+ on Ba sites �except for

M =Ga which is neutral�. As �e increases through the band
gap, more defect levels start to fill. For �e=�CBM, all accep-
tor levels and most donor levels �except that introduced by
Nd� are occupied �cf. Fig. 4�. This means that dopants are
present as MZr

− on Zr sites but as MBa
0 on Ba sites �except for

M =Nd which is ionized�. The difference in solution energy
for the preferred charge state on Ba and on Zr sites is shown
in Fig. 5 as a function of the ionic radius40 of the dopant for
the limiting environmental conditions, neglecting the tem-
perature and pressure dependence on the allowed range for
�Ba and �Zr. It is seen that in n-type BaZrO3 ��e
�CBM� all
the investigated dopants have the lowest solution energy on
Zr sites. The doping then introduces acceptor levels �cf. Fig.
4� that lower the position of the Fermi level. Also in a pre-
dominantly p-type material ��e
�VBM� dopants with small
ionic radii will prefer to substitute for Zr regardless of the
environmental conditions. However, dopants with large ionic
radii �such as Gd and Nd� will then instead have a lower
solution energy when substituting for Ba if �Zr is high. This
would increase the Fermi level until equilibrium is estab-
lished with a fraction of the dopants occupying the Ba sites.
We note that these general observations hold irregardless of
the precise positions of the calculated defect levels �cf. Fig.
4�.

That the solution of trivalent dopants in perovskite oxides
is mainly driven by size effects has previously been shown

from atomistic modeling using interatomic potentials.4,5

Haile et al.20 have discussed the possible influence of nons-
toichiometry in doped ABO3-type alkaline-earth cerates and
zirconates and suggested that a divalent ion deficiency might
drive the dopant incorporation onto the A site instead of the
intended B site. This has been shown in a recent computa-
tional study of doped BaCeO3 by Wu et al.7 and is also in
good agreement with our findings for BaZrO3 in the present
work.

D. Defect interactions

We will finally present data for and discuss the conse-
quences of dopant-dopant and dopant-oxygen vacancy inter-
actions in BaZrO3. In Table IV we report the interaction
energies for various defect pairs calculated using Eq. �6� and
a 3�3�3 supercell.

The dopant-dopant interactions were obtained as the dif-
ference in solution energy of a pair of dopants occupying
neighboring Zr sites �total effective charge q=−2�, and twice
the solution energy of an isolated dopant on a Zr site �q
=−1� from Eq. �5�. As shown in the first column of Table IV,
the interaction energies �Eint thus obtained are positive,
which means that the dopants tend to repel each other. The
strength of this repulsion is however strongly correlated with
the size of the substitutional ion—ranging from weak
��0.05 eV� for dopants with approximately the same radius
as Zr4+ to strong �0.65 eV� for the largest investigated dop-
ant. This will have implications for the distribution of the
dopant atoms in the lattice: For large impurities, the repul-
sion effectively obstructs dopants from occupying neighbor-
ing sites, whereas for small impurities the repulsion is much
more moderate and the dopants may be more randomly dis-
tributed.

The dopant–oxygen-vacancy interactions were similarly
obtained as the difference in formation energy of a dopant on
a Zr site with a neighboring oxygen vacancy �total effective
charge q= +1� and the sum of the formation energies of an
isolated dopant on a Zr site �q=−1� from Eq. �5� and an
isolated oxygen vacancy �q= +2� from Eq. �1�. As shown in
the second column of Table IV, the interaction energies �Eint

thus obtained are negative, which means that dopant atoms
and oxygen vacancies tend to attract each other and a “trap-

TABLE IV. Calculated interaction energies �Eint between
dopant-dopant and dopant-oxygen vacancy pairs in BaZrO3. A posi-
tive sign indicates a repulsive interaction, whereas a negative sign
means that the defects tend to attract each other.

Dopant �Eint �eV�
M MZr

−
¯MZr

− MZr
−
¯VO

2+

Ga 0.03 −0.68

Gd 0.35 −0.55

In 0.19 −0.62

Nd 0.64 −0.89

Sc 0.02 −0.37

Y 0.26 −0.45

FIG. 5. Difference in solution energy for various dopants on Ba
or Zr sites in BaZrO3 calculated for a low defect concentration �c
=1/27�. Only the most stable charge state of each dopant on either
site is considered. Results are shown for the two limiting values of
the Fermi-level position within the theoretical band gap: �e=�VBM

and �e=�CBM.
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ping” of oxygen vacancies near the dopant sites in the mate-
rial might occur. This would affect the activation energy for
oxide ion migration �which take place via a vacancy-
mediated mechanism�,4 as well as the hydration enthalpy
�where water molecules are dissociatively incorporated into
oxygen vacancies�.2

To check our results, we have also compared the interac-
tion energies calculated using Eq. �6� with the difference in
total energy of a large supercell when the defects are nearest
neighbors or as far separated as possible �taking periodicity
into account� and obtained very similar results. Moreover,
our dopant-oxygen vacancy interaction energies are compa-
rable in magnitude to those found in previous studies: For
CeO2, the DFT results of Skorodumova et al.14 give a bind-
ing energy of an oxygen vacancy and two Ce�3+ � atoms
�which effectively act as dopants� equal to −1.43 eV. Based
on atomistic modeling using interatomic potentials, Mather
and Islam6 recently reported binding energies ranging from
−0.75 to −0.95 eV for a pair cluster and from −0.95 to
−1.25 eV for a trimer cluster in acceptor-doped SrCeO3. Fi-
nally, we note that a similar attractive interaction has also
been found for pairs consisting of a dopant atom and a pro-
tonic defect.11

E. Defect structure at finite „p ,T…

From the results given in Sec. IV C it is clear that most of
the investigated dopants will predominantly incorporate on
Zr sites in BaZrO3 at T=0. When fully ionized, these dopants
will act as negatively charged defects in the material. The
dominating charge-compensating defects are then expected
to be either electronic holes or oxygen vacancies. However,
oxygen vacancies are not expected to appear since �EVO

f

�0 for all Fermi-level positions as shown in Sec. IV B. For
instance, the formation energy of an oxygen vacancy in the
+2 charge state is equal to +1.2 eV in p-type BaZrO3 where
�e
�VBM �cf. Table III� and even higher for other values of
�e �cf. Fig. 3�. If a complete dopant-oxygen vacancy asso-
ciation is assumed, �EVO

f might be reduced by 0.4–0.9 eV
compared to the case of noninteracting defects �cf. Table IV�,
but for none of the investigated dopants is the magnitude of
this interaction sufficiently large to make oxygen vacancies
form in any appreciable concentrations at T=0. This is
analogous to the situation for alkaline-earth-doped lantha-
num chromites, where Moriwake et al.16 demonstrated that
the solution energies for ionized and charge-compensated
dopants are much higher than for neutral dopants.

It is now important to take into account that our system is
in equilibrium with a gas phase at finite oxygen pressure p
and temperature T. The oxygen vacancy formation is then
governed by the change in Gibb’s free energy �GVO

f �p ,T� as
given by Eq. �19�. The frequencies needed for the vibrational
contributions were determined by performing harmonic
analysis on individual atoms in a 2�2�2 supercell with and
without an oxygen vacancy in the +2 charge state. We ob-
tained ��O=69, 31, and 31 meV for an oxygen atom in the
perfect lattice and ��O� =66, 34, and 29 meV for an oxygen
atom close to a vacancy. For the gas-phase contribution, the
temperature dependence for hO2

0 and sO2

0 was taken from ther-

modynamical tables.41 The resulting free energy of formation
per formed oxygen vacancy is shown in Fig. 6 as a function
of T at constant pressure. At low temperatures, �Gf �0 due
to the positive contribution from the change in electronic
total energy. However, at high temperatures, the remaining
terms in Eq. �19� become sufficiently negative to bring
�Gf �0. The dominating contribution to the free energy of
formation then comes from the entropy increase associated
with the release of gas molecules to the atmosphere. The
change in vibrational free energy of the lattice is smaller and
is dominated by the loss of the three lattice modes. For in-
stance, T=1500 K �which is a realistic sintering temperature�
and p=0.2 atm gives �Gvib+�G̃vib=0.4 eV, �Ggas=−1.8
eV, and thus �Gf =−0.2 eV. In Fig. 7 it is shown that �Gf

can also be reduced by a lowering of the oxygen partial

FIG. 6. The calculated electronic ��Ef�, vibrational ��Gvib and

�G˜vib�, and gas-phase ��Ggas� contributions to the free energy of
formation for an oxygen vacancy in BaZrO3 as a function of tem-
perature at a constant oxygen partial pressure p=0.2 atm.

FIG. 7. The calculated free energy of formation for an oxygen
vacancy in BaZrO3 as a function of the partial oxygen pressure at
different constant temperatures T in the range 500–1500 K.
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pressure at constant temperature. Our observation that the
free energy of oxygen vacancy formation is dominated by
�Ggas motivates the approach used by Kuwabara and
Tanaka17 in their theoretical investigation of the defect struc-
ture of LaGaO3: By considering only the electronic total-
energy and gas-phase contributions, it was shown that dop-
ing the oxide with lower valence elements results in
electronic hole formation at low temperatures, but oxygen
vacancy formation at high temperatures.

From Eq. �11� it is seen that the equilibrium concentration
of oxygen vacancies grows rapidly when the temperature is
increased or the partial oxygen pressure lowered so that �Gf

decreases. Eventually, oxygen vacancies become the domi-
nating charge-compensating defects, and their concentration
will then be fixed to approximately one-half of the effective
dopant concentration. As discussed above, this is likely to
occur under typical processing conditions of perovskite ox-
ides. Upon subsequent cooling, oxygen from the atmosphere
may start to incorporate on the vacant oxygen sites so that
electronic holes �h·� are formed according to

1

2
O2�g� + VO

¨ � OO
� + 2h˙. �21�

This is in good agreement with data from thermogravimetric
analysis showing that BaZrO3 samples gain weight during
cooling in a dry atmosphere.22,42 However, at low tempera-
tures the rate of oxygen incorporation reaction �21� may be-
come limited by slow surface kinetics and/or bulk diffusion
rates. The vacancy concentration then becomes “frozen in” at
a value that depends sensitively on the processing conditions
prior to the quenching.43 This is also consistent with the ex-
perimental observations that acceptor-doped zirconates are
mixed oxide ion and p-type electrical conductors under dry
conditions.22–24,42,44

V. CONCLUSIONS AND OUTLOOK

To summarize, we have combined density functional cal-
culations and thermodynamic modeling to investigate defect
formation in a perovskite oxide in equilibrium with an
oxygen-containing atmosphere. We have presented results
for anion and cation vacancies and for Ga, Gd, In, Nd, Sc,
and Y dopants occupying either Ba or Zr sites in BaZrO3.
Formation energies have been evaluated for defects in differ-
ent charge states and for different environmental conditions.
We find that most of the investigated dopants preferably in-
corporate on Zr sites in the lattice, but that large dopants
�such as Gd and Nd� may partly occupy Ba sites under Zr-
rich conditions. The interaction between pairs of dopants was
found to be repulsive and correlated with the ionic radius of
the dopant, while the dopant-oxygen vacancy interaction was
found attractive. Our results also show that oxygen vacancies
are not thermodynamically stable at low temperatures, even
for an acceptor-doped material. Rather, the vacancies are ex-
pected to appear as charge-compensating defects only at the
high temperatures typically used during synthesis of perov-
skite oxides. BaZrO3 cooled in air may therefore show mixed
electron-hole or oxygen ion conductivity, depending on the
thermal history of the sample.

In the presence of a humid atmosphere, also the formation
of protonic defects in acceptor-doped perovskite oxides must
be considered.2,3,11 The thermodynamic stability and mobil-
ity of such defects will be investigated in a forthcoming
study.45
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