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Time-dependent density functional theory is used to compute the linear response of a sample made of 32
periodically replicated water molecules. We study the relaxation effects following two different perturbation
schemes, namely a point charge disturbance and a sudden switch of an external electric field. The approach,
which is based on the real-time propagation of the time-dependent Kohn-Sham equations, is used for the
computation of the response and dielectric functions of configurations equilibrated at 298 K. A real-time
imaging of the density disturbance with a time resolution of 1.2 attoseconds is obtained.
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I. INTRODUCTION

The equilibrium structure of liquid water and in particular
its hydrogen bond network is still a subject of major debate
among experimental and theoretical research groups.1–3

However, less is known about the predictions of first prin-
ciple calculations on the electronic response properties of
water. Even though experimental results are available,4–6 the
computation of the electronic response properties of liquid
water �with and without the presence of ions or solute mol-
ecules� still represents a challenging theoretical problem.7–10

The knowledge of the microscopic perturbations induced by
a sudden change in the charge distribution �for instance after
excitation of a chromophore� on the electronic structure of
the solvent has many important implications in physics,
chemistry, and biology. A number of studies have focused on
the characterization of the disturbance induced by an excess
electron in solution.11,12 In this work we use time-dependent
density functional theory �TDDFT� to investigate the micro-
scopic nature of the electronic response in liquid water by
means of an external perturbation induced by a charge den-
sity disturbance �ext�r,t�, which has designed spatial and
temporal dependences, and an external electric field.

When an inhomogeneity in the electronic structure is pro-
duced, the electrons put themselves into motion in order to
reestablish neutrality �screening�, and as electrons possess
inertia, they acquire an oscillatory motion around the equi-
librium state. The collective movement of the electrons,
called plasma oscillation or plasmon, is driven by the long
range restoring force �Coulomb attraction� between the con-
stituents of opposite charge. In the following we assume a
linear dependence between the induced charge density,
�ind�r,t�=��r,t�−�0�r�, and the perturbation, which is taken
sufficiently weak. �Here � refers to the electron density at a
time t after the perturbation and �0 is the unperturbed den-
sity�.

If the functional dependence between the excitation and
the response is analytic, the most general linear relation is

�ind�r, t� =� dt�� dr���r, r�, t, t���ext�r�, t�� , �1�

where ��r,r�,t,t�� is the time-retarded response function,
with the property ��r,r�,t,t��=0, for �t−t���0.13 The total

charge density displacement at time t is given by �tot�r,t�
=�ind�r,t�+�ext�r,t� and is related linearly to the external den-
sity by the dielectric function ��r,t�. In the case of isotropic
homogeneous systems it is often convenient to Fourier trans-
form all quantities in both space and time to obtain the
simple relation �ind�k,��=��k,���ext�k,�� �using the same
symbol in Fourier space for all functions�. The relation be-
tween � and � assumes then the form, ��k,��/�0=���k,��
+1�−1. However, due to the inhomogeneity of our micro-
scopic sample, it is often convenient for us to keep the for-
malism in the real space formulation. In the case of a local-
ized instantaneous perturbing charge density pulse6 issued at
time t0, �ext�r,t�=��r−r0,t−t0�, the induced charge density

corresponds to the response function ��r−r0,t−t0�=�̃�r,t�,
which becomes therefore accessible to our calculations.

As a second perturbation scheme, we study the electric
field oscillation induced by a short duration external electric
field Eext�t�=−A0ẑ��t�, which contains all frequencies. Evalu-
ation of the effective �or polarization� electric field, E�t�, in
the sample allows the computation of the dielectric function,
����, according to14

1 −
1

���� =
1

A0
�

0+

�

ei�t−	tEz�t�dt , �2�

where 	 is a small quantity to establish the imaginary part of
the response14 and Ez is the intensity of the field polarized
along the z axis.

II. METHODS AND COMPUTATIONAL DETAILS

The generalization of density functional theory �DFT� to
TDDFT15 has become an important tool in the description of
light-matter interaction in molecular16,17 and condensed
phase systems.18 Possible applications range from calcula-
tions of spectra to the evaluation of properties like polariz-
ability and hyperpolarizability,19 and the study of photo-
chemical reactions.20 The formal justification of TDDFT was
given by Runge and Gross.15 The numerical solution of the
corresponding time-dependent Kohn-Sham equations
�TDKS� for an N-electron system
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�
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k�r, t� = �−

�2

2
+ veff��t��r, t��
k�r, t� �3�

with

veff��t��r, t� = vext�r, t� +� ��r�, t�
�r − r��

dr� + vxc��t��r, t�

�4�

and the exchange-correlation potential given by

vxc��t��r, t� =
�Axc��t�
���r, t� , �5�

can be obtained either perturbatively in the linear-response
regime17,21 or by direct integration in the time domain.20,22,23

Axc��t� in Eq. �5� is the exchange-correlation part of the
action functional,24 which depends in principle on the entire
history of the density, ��r,t�, and on the initial Kohn-Sham
orbitals, 	
k�r,t=0�
. The latter approach is particularly
suited for our purposes, giving direct access to the time-
dependent perturbed electronic density, ��r,t�

=�
k=1

N �
k�r,t��2.

In our calculations, the integration of the equations of
motion was performed using the iterative scheme developed
by Baer et al.25 with a time step �t of 1.21 attoseconds �as�
combined with a two-step Runge-Kutta scheme to maintain
order �t3 accuracy.26 The liquid water sample was modeled
by a periodically repeated cubic box of size L=9.86 Å con-
taining 32 water molecules, which reproduces the density of
liquid water at standard conditions. The long range electro-
static potential was computed using the standard Ewald sum-
mation scheme. All simulations were performed with the
plane wave Kohn-Sham �KS� based DFT code CPMD.27

Core electrons were replaced by pseudopotentials of the stan-
dard Troullier-Martins form.28 The Kleinman-Bylander29 in-
tegration scheme was used for both atom types, and the plane
wave basis was truncated at an energy cutoff of 70 Ry. The
exchange correlation energy was calculated using the GGA
functional BLYP,30,31 and the TDDFT calculations were per-
formed within the so-called adiabatic approximation.32 The
atomic configurations used for this study were taken from an
equilibration run performed with the Car-Parrinello MD
algorithm,33 a fictitious electronic mass of 500 a.u., and a
time step of 0.1 fs. The temperature was set to 298 K using a
Nosé-Hoover thermostat.34 A perturbing external potential of
the form of a short rectangular pulse generated by a charge
of 1e was applied at time t0 for a duration of 1.21 as . The
electron density difference with the initial unperturbed den-
sity �0, ���r,t�=−�ind�r,t�=�0�r�−��r,t�, was sampled at time
steps of 1.21 as for fixed nuclear geometries. For analysis,
the cell volume was partitioned into Voronoi polyhedra cen-
tered at each water molecule and the corresponding electron
density oscillation was monitored separately for each mol-
ecule.

A real-space description of polarization effects and elec-
tric response induced by a uniform �macroscopic� external
electric field in a periodically replicated sample was recently
proposed.14 Since the resulting macroscopic electric field

cannot be expressed as a function of the electronic density
alone, the approach requires us to introduce polarization as
an additional independent degree of freedom,35,36 the gauge
field Aeff�r,t�. Formally, this is achieved by a generalization
of the effective one-electron Kohn-Sham scheme, where
electrons move in time-dependent effective potentials
	veff�r,t�,Aeff�r,t�
, which are uniquely determined �apart
from an arbitrary gauge transform� by the exact time-
dependent density and currents. Our implementation is based
on the Lagrangian formalism proposed by Bertsch et al.,14

with �dropping the subscript “eff” from the vector field, Aeff�

L = �
�

dr��
i

Ne 1

2

i

*�x��� / i + eA�2
i�x� −
1

8

� � ��x��2

− i
i
*�x� �

� t

i�x� − e„��x� − �ion�x�…��x�

+ �
�

d3r�Vion
NL
„��x, x��…� −

�

8

�dA

dt
�2

+ Exc���x�� ,

�6�

where x=�r,t�, c=�=me=1, 
i are the KS states, � is the
periodic part of the external Coulomb potential, Vion

NL is the
gauged nonlocal part of the ionic pseudopotentials,
Vion

NL(��x,x��)=Vion
NL(eieA�r−r����x,x��), Exc is the DFT exchange

and correlation energy functional, and � is the volume of the
simulation box. The macroscopic electric field is then given
by E=−��− dA

dt .
In the following application the system is perturbed by

making a sudden change in A, A�t0+�=A0, along the z axis.
The stationary principle applied to the Lagrangian leads to
coupled equations of motion for the Kohn-Sham states14,37

i
�

� t

i�x� =

1

2
�� / i + eẑA�t��2 − e��x�
i�x�

+
�Exc

���x����x��
i�x�

+ �
�

dr�e−ieA�t�zVion
NL�r, r��eieA�t�z�
i�x� , �7�

the scalar potential ��x�,

�2��x� = −4
�−e��x� + e�ion�x�� , �8�

and the vector potential A�t�,

�

4


d2A�t�
dt2 = �jmac�t� , �9�

where

jmac�t� = �
i

−e

�
�

�

drdr�
i
*�x�e−ieA�t�zvz�r, r��eieA�t�z�
i�x�

�10�

is the macroscopic electric current density with
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vz�r, r�� = ��z / i���r − r�� + i�Vion
NL�r, r��z� − zVion

NL�r, r��� .

�11�

III. POINT CHARGE PERTURBATION

The elementary density quantum in liquid water is the
valence plasmon, which is believed to arise from collective
oscillations of the 2s and 2p shells of the oxygen atoms at
the characteristic frequency �p�22 eV.5,6 Since our compu-
tations only consider valence electrons of the oxygen atoms
�together with the 1s electrons of the hydrogens�, the quality
of our results is strongly related to the validity of this as-
sumption. In general, the electronic density of the sample
should be regarded as a continuous function of the position,
and single electrons cannot be assigned to individual water
molecules of the system. In Fig. 1 we show the electron
density fluctuations in Voronoi polyhedra constructed around
the different water molecules after the perturbation induced

by a sudden point charge of value 1e placed in the center of
the simulation cell. We report the charge fluctuations and
currents as a function of time for a few representative water
molecules in the first, second, and third coordination spheres
around the point of perturbation. Even if the relative orien-
tation of the molecules inside the same shell differs, the os-
cillating dynamics of the quantities ��I�t�=
�I

dr��I�r� �Fig.
1, left column� and ��I

abs�t�=
�I
dr���I�r�� �inset� is coherent,

which is an additional proof of the collective character of the
response ���I stands for the electron density difference com-
puted for the Voronoi polyhedra centered at the water mol-
ecule I and with volume �I�. The average period of the first
oscillation of ��I�t� computed for the first shell of water
molecules around the perturbation point amounts to
�190 as, which corresponds to a plasmon frequency �p
�21.7 eV.

The dipole moment of the density of the constitutive ele-
ments is not a good measure of the polarization because cur-
rents can flow across the borders of the partitioning polyhe-

FIG. 1. Time series for the electron density
fluctuations and currents corresponding to the
volume elements �I �see the text for a definition
of the different quantities�. Left column: The dif-
ference between the time evolution of ��I�t� and
��I

abs�t� �insets� is a measure of the deviation
from the Clausius-Mossotti limit. A selection of
volume elements chosen according to their dis-
tance from the origin of the perturbation is
shown: first �upper panel�, second �middle panel�,
and third �lower panel� coordination sphere �dif-
ferent line styles indicate different representative
molecules within the same coordination sphere�.
Right column: The currents between adjacent
volume elements, d��I�t�/dt, can be measured
�same sequence as for the plots in the left col-
umn�. In the inset of the upper plot, the total
charge separation �sum over I=1,...,32 of the con-
tributions ��I�t�� �gray� is compared with the to-
tal absolute charge separation �black�.
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dra. The computed currents through the boundaries of the
different volumes �I are shown in Fig. 1 �right column, from
the top to the bottom� for the same collection of water mol-
ecules. In the inset �upper panel� we plot the time series for
the total absolute density displacement ��abs�t�

=�
I=1

32 ��I
abs�t� �black curve� and the total density displace-

ment ���t�=�
I=1

32 ��I�t� �gray curve�. After the initial fast

recovery lasting a few attoseconds, the quantity ��abs�t�
reaches an asymptotic value of �0.048e. This fraction of
density cannot recombine to give the initial equilibrium elec-
tron density distribution because it arises from the compo-
nent of the electronic wave function excited into a higher
energy level during the perturbation. The difference between
the two curves gives a measure of the dipole oscillation
�charge separation and recombination� inside a single vol-

ume element, while the area below the gray curve represents
the component that flows between adjacent polyhedra. We
have therefore a measure of the breakdown of the Clausius-
Mossotti limit,38 which describes the electronic response as
the sum of neutral and independently polarizable entities.

Figure 2 displays four snapshots of the density difference
���r,t�=�0�r�−��r,t�, which, in the case of a �-type pertur-

bation, corresponds to the response function �̃�r,t�.
Again, the perturbation is induced by a point charge of

value 1e at the center of the box, and in Fig. 2 we show the
contour plots of the density disturbance measured on a cen-
tral plane at 35, 60, 85, and 120 as after t0. Since the system
is not isotropic, the disturbance is not spherically symmetric,
unlike the case obtained under experimental conditions.6

Nevertheless, it is possible to recognize a shell structure cen-
tered at the position of the disturbance �center of the box�. At

FIG. 2. �Color online� Two-dimensional density profiles for ���dt�=��t0�−��t� after a sudden switch on of a point charge of 1e at the
center of the box at time t0. Positive �negative� values stand for an increase �depletion� of electronic density in units of e. From the top left
corner, dt=35, 60, 85, and 120 as. The molecules close to the plane are marked by a dark circle.
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each shell, the maximum of the function �̃��r�,t� is picked
close to the position of the oxygen and hydrogen atoms, but
we also observe an intermolecular component, which is par-
ticulary important in the very short time interval following
the perturbation. After 12 as, the excess charge density
within a sphere of �1 Å radius at the box center amounts to
�0.15e and is not centered on any molecule. The lifetime of
this state is, however, very short. After 95 as the perturbation
has inverted its sign, with a positive charge �hole� at the
center of the box and the negative charge moved to an outer
concentric shell.

The dimensions of the propagating disturbance and its
dynamics, shown in Fig. 3, are in qualitatively good agree-
ment with the experimental data for a corresponding isotro-
pic medium.6 The left panel of Fig. 3 shows the time evolu-
tion of the radial disturbance, ��r�t�=r2
d�r���r,t� during

the first 200 as following the perturbation, and gives an es-
timate of the initial radial propagation speed of the perturba-
tion ��0.035 Å/as�. After the first 50 as, the electronic dis-
turbance localizes at a distance within 4 Å from the origin of
the � pulse. As the system approaches the thermal equilib-
rium, we observe a damping of the perturbation amplitude.
This is in agreement with the experimental observation that a
plasmon in water never develops into a time-propagating
mode.6 The radial density distribution of ��r�t�, ��̃r�t�
=��r�t�/�4
r2dr/��, over a period of 600 as is shown in the
right panel of Fig. 3. The first three complete �an�harmonic
oscillation cycles of the electronic disturbance, �̃r�t�, close to
the center of the box �r=0� occur within the initial 580 as of
dynamics and correspond to a period Tp of �193 as, which
is again in agreement with the time scale of a plasmon os-
cillation, �p=2
/Tp�21.75 eV.

FIG. 3. Left panel: Radial dis-
tribution of the electronic distur-
bance, ��r�t�=r2
d�r���r,t�
within a spherical shell of thick-
ness dr and radius r, during the
first 200 as after perturbation. The
displacement of the peaks during
the first relaxation period ��80
as� occurs at a speed of
�0.035 Å/as. �Dark gray: excess
electron density; light gray: elec-
tron “hole”. The contour at 0 is
shown in black.� Right panel: Cor-
responding radial density distribu-
tion, ��̃r�t�=��r�t�/�4
r2dr/��.
The oscillation of the electronic
disturbance, �̃r�t�, close to the
center of the box, r=0, occurs at a
frequency �p�21.75 eV.

FIG. 4. �Color online� Left:

False color plot of −Im �̃�k,�� of
water in units of as/Å3 plotted
against transferred momentum �x-
ray experimental data from Ref.
6�. Right: Same function com-
puted for two equilibrated frames.
Data are collected every 1.2 as for
a total length of 4 fs. The color
code is arbitrary and is chosen to
match the experimental values.
The shell structure in k-space
sampling is a consequence of the
finite size of the simulation cell.
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The use of a plane wave basis set allows the direct com-

putation of the response function �̃�k,t� in Fourier space. The
advantage of this description lies in the simple interpretation

of �̃ as a density propagator, which describes the dynamics
of the disturbance in the electron density in terms of plane
waves with momenta k and energy ��. As mentioned before,
the anisotropy of the sample makes the choice of this basis
set less natural. However, an average over different struc-
tures would lead to a result comparable to experiments. Fig-
ure 4 shows a comparison of the computed imaginary part of

the response function, −Im �̃�k,��, with the results from Ref.
6. The transferred momenta k was sampled at a �k
=0.3373 Bohr−1. The discreteness of the sampling in the re-
ciprocal k space is responsible for the discontinuities along
the abscissa.

IV. DIELECTRIC FUNCTION

Using the real-space real-time method14 for the simulation
of the response induced by the action of an external constant
electric field pulse, Ez�t�=−A0��t� along the z axis �A0=5
�106 V/m�, we computed the dielectric function for two liq-
uid water configurations obtained from a preparatory run at
298 K. The polarization electric field, Ez�t�=−dA�t�/dt, can
be used to compute the dielectric function according to Eq.
�2� �	=0.001 eV�. This result is shown in Fig. 5 for the real

and imaginary parts of the dielectric response function to-
gether with experimental x-ray values from Hayashi et al.5

and Heller et al.4

The overall agreement between the three sets of data is
remarkable, especially if we consider the small size of the
unit cell used in the calculations and the limited sampling.
Experimentally, the plasmon frequency is measured at
22 eV,5,6 while from the peak in −Im(�−1���) we obtained a
value of 21.6 eV. The position of the maximum of −Im ����
and its value are also in good agreement with the measure-
ments of Hayashi and co-workers.5

V. CONCLUSIONS

In conclusion, we have successfully computed the elec-
tronic response properties of liquid water using a real-time
propagation scheme for the solution of the time-dependent
Kohn-Sham equations in the presence of an external pertur-
bation. For this purpose, we have used two different pertur-
bations schemes, namely a point charge disturbance and a
sudden switch of an external constant electric field.

We found a good agreement between the computed re-
sponse properties of a sample made of 32 water molecules
and the experimental values measured in liquid water. The
investigated quantities include the dielectric function, the
plasmon frequency, and the linear response function in k
space. In addition, the method has allowed, for the first time,
the characterization of electronic density oscillations, their
spatial amplitude, and temporal decay, at an atomistic scale
and with a time resolution in attoseconds.

This approach, implemented within the so-called adia-
batic approximation, combines computational efficiency and
accuracy and is therefore suited for the ab initio study of the
electronic response properties of complex molecular systems
such as liquids. In the case of disordered systems, the equili-
bration of the sample constitutes an important step in the
analysis and requires the same level of accuracy used for the
response calculation. In this study we took advantage of the
long experience accumulated over the last decades in the
study of the structural and electronic properties of liquid wa-
ter described within DFT.39
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