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Bonding and interface states of Si: HfO, and Si:ZrQO, interfaces
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First principles calculations of the (100)Si:ZrO, and HfO, interfaces are presented. A number of interface
configurations satisfying valence bonding requirements are constructed, and their total energies, relaxed struc-
tures, interface electronic states and band offsets are calculated. An interface with three coordinated oxygen
sites is found to be the most stable oxygen-terminated interface for a 1 X 1 surface unit cell, and an interface
with a tenfold coordinated Hf is the most stable for the metal-terminated interfaces. All the oxygen-terminated
interfaces satisfying the valence requirements are found to be semiconducting, without gap states. The tenfold
coordinated metal-terminated interface is found to be metallic, making this interface not useful for devices. The
band offsets are found to vary by up to 0.7 eV for different interface terminations, showing that band offsets

can in principle be controlled by chemistry.
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I. INTRODUCTION

The decrease of dimensions of complementary metal ox-
ide silicon (CMOS) transistors has led to a need to replace
their SiO, gate oxide with an oxide of higher dielectric con-
stant (K), in order to maintain a small gate leakage current.'?
The oxide must satisfy various conditions such as be stable
in contact with Si,> and have sufficient band offsets to be a
barrier for both electrons and holes.* This restricts the choice
to the oxides of Hf, Zr, La, Y, and Al, with the leading con-
tenders being HfO,, Hf silicates and their nitride alloys.>™
The oxides must also form a high quality interface with Si,
with no interface states within the Si band gap. The current
in the field effect transistor flows in the Si channel next to the
interface, so the transistor performance depends fundamen-
tally on the quality of this interface. However, despite the
intensive work on high K oxides, the performance of devices
with high K gates oxides is still worse than those with SiO,
gate oxides, in terms of carrier mobility, charge trapping, and
gate threshold voltages,” so that a deeper understanding of
the interface is needed.

The first requirement of a possible interface structure is
that it is insulating and it has no intrinsic interface states.
Otherwise there will be no field effect. It turns out that this
requirement depends fundamentally on the atomic coordina-
tions and stoichiometry of the interface.'” Thus the paper
first considers the total energy and interface states of possible
interface structures.

Another criterion for the choice of oxide is that the band
offsets for both electrons and holes should be over 1 eV, to
minimize leakage currents due to the injection of carriers
into the oxide bands. Robertson* produced a simple analysis
of the band offsets of many of the candidate oxides, based on
the model of metal-induced gap states (MIGS), the charge
neutrality level (CNL), and Schottky barrier pinning.'! This
proposed that the band offsets depended largely on alignment
of the charge neutrality level in the bulk oxide and the Si via
an interface dipole. Its predicted band offsets were in surpris-
ingly good agreement with experimental values found subse-
quently. However, this model neglects the dependence of the
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interface dipole on the different termination'> of oxide.
These effects could be of order 1 eV, that is, as large as the
Si gap. Thus, the second point of the paper is to understand
how the band offsets vary with the termination (Hf or O) of
the oxide layer.

A third point of interest is that many of the gate threshold
problems which occur in high K oxide systems may arise
from bonding defects at the oxide interfaces. Note that there
are two interfaces, the bottom interface between the Si chan-
nel and the oxide, the “top” or “back” interface between the
oxide and the gate electrode, which is presently doped poly-
crystalline Si. Sizeable shifts in the DC transistor gate
threshold voltages have been attributed to interface defects at
this back interface.'3!# It is therefore necessary to be able to
define an ideal interface in terms of its bonding, before we
can define an interface defect. The ideal interface can be
defined in terms of an abrupt interface with only Si-O and/or
metal-O bonds. The possible defects are metal-Si bonds, va-
cancies, and antisites. The effect of such defects is described
in Sec. VIII. Of course, a real interface may also have an
interfacial layer of silicon dioxide present.

We represent the various interfaces here by periodic slab
models of abrupt, crystalline, epitaxial interfaces. There has
been considerable study of epitaxial oxides on Si'>-?? and by
modeling.!%>3-3! However, the devices made by industry
generally feature amorphous or nanocrystalline oxides with a
narrow SiO, interfacial layer between the Si channel and the
high K oxide. Nevertheless, our idealized models represent
many of the problems involved.

II. CALCULATIONAL METHOD

Models of various interface structures are constructed as
periodic supercells of Si and the oxide. Supercells with two
interfaces and no vacuum and supercells with one interface
and a vacuum layer are both used. The total energies of these
supercells are calculated by the ab initio pseudopotential
method and the density functional theory (DFT) using the
CASTEP code.’> The atoms are represented by Vanderbilt??
ultrasoft pseudopotentials. The exchange correlation energy
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TABLE 1. Total energies of different phases of HfO,, compared
to cubic, per formula unit, for a plane-wave cutoff energy of
400 eV.

Phase Energy (eV)
Cubic 0
Tetragonal -0.09
Monoclinic -0.20
Quartzlike +2.1

is found from the Perdew-Wang PW91 version of the gener-
alized gradient approximation (GGA) of DFT. We use a
plane-wave cutoff energy of 350 eV and the forces are con-
verged to 0.05 eV/A. Some test calculations were carried
out at 500 eV cutoff.

We modeled the interfaces by supercells containing two
interfaces and no vacuum, about 27-45 A perpendicular to
the interface and 3.7 or 5.4 A parallel to the interface, con-
taining typically 25 to 47 atoms, 9-13 layers of Si, and
6—9 units HfO, or ZrO,. All atomic positions including the
cell lengths were allowed to relax, except that the supercell
angles were all constrained to be 90°. Runs with both con-
strained and unconstrained symmetry were used. A number
of runs were carried out with larger cell sizes parallel to the
interface (but shorter perpendicular to the interface because
of computer limits) in order to check for interface recon-
structions. Indeed, interfaces with the “wrong” bonding do
reconstruct across the interface. In a few cases, we also used
cells with a vacuum layer. In this case, the Si slab is termi-
nated by monohydride groups and dimerized Si, while the
oxide slab is terminated by OH groups oriented normal to the
interface. The OH group would prefer to be canted, but this
lowers symmetry and increases the complexity of the relax-
ation, so we fixed the OH group positions in this case.

The total energies were calculated with typically six sym-
metrized k points on a Monkhorst-Pack grid. The density of
states plots used typically a 12X 12X 3 point grid.

The primary variable determining interface energetics,
density of states, and band offsets is the local bonding. This
condition holds whether the oxide is crystalline, amorphous
or has some lattice mismatch. For example, HfO, exists in
cubic, tetragonal, and monoclinic phases, which all have the
same ionic bonding and are structurally closely related. The
lower symmetry monoclinic phase is the most stable, as
shown in Table I, and is usually found in experimental gate
oxides. However, the cubic phase is simplest to treat both
computationally and for structural models. But the conclu-
sions hold for the other phases, because the key requirement
is valence satisfaction, which holds for all phases. Once the
basic interface is understood, the effects of lattice mismatch,
disorder or defects can be added. Note that atomic displace-
ments perpendicular to the interface can start to induce a
tetragonal-like distortion in the bulk oxide away from the
interface. The distortion is seen in the mean electrostatic po-
tential, as described later. This effect is minimized by design-
ing supercells so that the distortion from the top and bottom
interfaces oppose one another. Then the distortion decays
into the oxide. Another way to stop this is to freeze the plane
of oxygen atoms at the supercell center.

PHYSICAL REVIEW B 73, 075328 (2006)

FIG. 1. (Color online) (a) Unreconstructed (100) surface of Si,
(b) ideal (100) surface of HfO,, (c) OHfO unit with nonpolar faces,
(d) HfO unit with Hf-terminated face.

The lattice mismatch between Si and oxide does affect the
energetics and band offsets. This effect is reduced as the
supercell is able to relax perpendicular to the interface, so
that the oxide and Si conserve their cell volume, the largest
effect on energies and band gaps. Systematic effects on in-
terface energies are minimized by using supercells with simi-
lar numbers of Si and oxide cells. For band offsets, the effect
on the band gap was studied.

III. BONDING

The interface of Si and HfO, differs from the Si:SiO,
interface because HfO, has ionic bonding, and also because
Si and HfO, have no common element. Thus, while the
Si:Si0, system consists of only Si-Si and Si-O bonds, the
Si:HfO, interface can have Si-Si, Si-O, Hf-O, and Si-Hf
bonds present.

HfO, and ZrO, exist in three phases, cubic fluorite, tetrag-
onal, and monoclinic. The monoclinic (m) phase is the most
stable, and most gate films consist of m-HfO,. Nevertheless,
the cubic HfO, lattice is interesting because it has the same
tetrahedral symmetry as Si. The lattice constants of Si and
cubic HfO, are 5.43 and 5.12 A, respectively. HfO, is almost
lattice matched to Si, so that an interface can be constructed
so that the lattice of Si continues into the HfO,, with the
tetrahedral coordination of Si continuing onto the O site. In
this respect, it resembles the Si:NiSi, and Si:CaF,
interfaces.>*3¢ This “cube on cube” epitaxy is expressed as
HfO,(100)1Si(100) and HfO,[001]1ISi[001]. The lattice con-
stant of cubic ZrO, is 5.07 A. The cube on cube epitaxy has
been achieved for Y-stabilized ZrO, and CeO, on Si.'®-!8
The basic behavior of HfO, and ZrO, interfaces is similar.

First consider the bonding rules for the interface.'® The
ideal Si(100) surface is shown in Fig. 1(a). Atoms on the
ideal Si(100) surface each have two dangling bonds per
atom, each containing one electron. Thus, an ideal Si(100)
surface would have half-filled gap states and be metallic.

The (100) and (111) surfaces of cubic HfO, are polar,
being fully oxygen terminated as shown in Fig. 1(b). Never-
theless, nonpolar surfaces can be constructed by removing

075328-2



BONDING AND INTERFACE STATES OF Si:HfO, AND...

FIG. 2. (Color online) (100)Si:HfO, interfaces. (a) With O
monolayer termination, (b) with % O monolayer termination, and (c)
with Hf-termination.

half a monolayer of oxygen atoms from each layer.3” This
allows us to construct a layer unit of HfO, with nonpolar
faces on both sides, as shown in Fig. 1(c). On the other hand,
we can create a HfO unit which is polar and Hf-terminated
on one side, as in Fig. 1(d).

From this, we can construct (100) interfaces of HfO, hav-
ing three different stoichiometries—polar and double
O-terminated, nonpolar and single O-terminated, or polar
and Hf-terminated, depending on if the O coverage at the

interface is 1, 1, or 0 monolayers. These are shown in Fig. 2.

We first coznsider the interface between Si(100) of Fig.
1(a) and the nonpolar face of HfO, of Fig. 1(c). This has a
half monolayer of O at the interface, as in Fig. 2(b). The
Si(100) surface has its two half-filled dangling bonds per
atom, as in Fig. 1(a). The nonpolar face of HfO, however,
has a closed shell, so this configuration leaves the two Si
dangling bonds on the Si surface unpassivated, and the inter-
face will be metallic. This is not desirable for devices.

On the other hand, we can add an O atom between each
pair of Si’s to form Si-O-Si bridges on the surface. This
converts all the Si dangling bonds into Si-O bonds, and this
face is now insulating. We now add the nonpolar face of
HfO, to give the fully O-terminated interface shown in Fig.
2(a). This has the full O monolayer at the interface. Both
individual components are insulating, so the total interface is
insulating.

In the third case, an Hf-terminated unit of HfO,, as in Fig.
1(d), has two unsatisfied Hf valences. This could make two
covalent bonds per site. The ideal Si(100) surface also has
two dangling bonds per site. Thus the Hf-terminated HfO,
interface can form the required number of Hf-Si bonds to Si.
Therefore we can add the Hf-terminated polar HfO unit
to the Si(100) to create a passivated surface, as shown in
Fig. 2(c).

In summary, for the symmetric interfaces, the nonpolar
half monolayer O-covered HfO, face will make a metallic
interface with Si(100), whereas the polar full monolayer
O-covered face and the polar Hf-terminated face of HfO,
each make an insulating interface.!*?

The real abrupt interfaces are more complex than these
simple models, first because the high symmetry interfaces
can relax, and second because there are a number of possible
lower symmetry interfaces. These were found in tests of a
wide range of supercells with large size parallel to the inter-
face.
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FIG. 3. (Color online) O, interfaces. (a) Ideal interface, (b) top
view, (c), (d) side views of the relaxed interfaces.

Figure 3(a) shows again the ideal double-O terminated
(100) interface. We call this the O, interface because the
interfacial O’s are initially fourfold coordinated. To minimize
its energy, this interface relaxes to the structure shown in

Figs. 3(c) and 3(d) from the [110] and [110] directions. One
oxygen has moved down to form a Si-O-Si bridge, and the
other O has moved up into the HfO, layer. The interface has
partially separated. The O in the Si-O-Si has tried to regain
its divalence. The Si-O bond length is 1.93 A, the Hf-O dis-
tance is 2.58 A compared to a bulk value of 2.2 A. At the
upper O, the Hf-O distance is 2.05 A. Figure 3(b) shows a
view from above, along [001]. The final Hf atom lies in the
face center of the four interface O’s. The different vertical
displacements of two oxygen sites decay into the oxide away
from the interface.

Figures 4(a) and 4(b) shows a lower symmetry interface
after relaxation called O5 in which the oxygens are threefold
coordinated. Although lower symmetry, it still fits in the
small interface cell. There are two distinct oxygen sites, each
lying in a (110) plane. Site OI sits at the bridge site between
two Si’s and below an Hf ion. The second O lies above a Si
and bonding to two Hf’s. This interface is called O3 because
of the terminal O’s have a planar threefold coordination. Site
O1 has bond lengths of 1.89 A for Si-O and 2.19 A for
Hf-O. Site O2 has bond lengths of 1.76 and 2.04 A for Si-O
and Hf-O. Figure 4(c) shows a top view, along [001], to
compare with the O, interface in Fig. 3(c). The final Hf lies
at an edge centre of two interface O’s; the HfO, lattice has
been displaced by %a from that in O,. The different vertical
displacements of Ol and O2 sites decay away from the in-
terface.

Figures 4(d) and 4(e) shows a still lower symmetry ver-
sion of the O5 interface, which we call Osy. The terminal O’s
are again threefold coordinated. Now the HfO, lattice has
been displaced by ia compared to O, and the terminal O’s
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FIG. 4. (Color online) Various O3 interfaces. (a), (b) Side views
of the Os interface, (c) top view of Os. (d), (e) Side views of the
Osr interface showing the offset of the Si and HfO, lattices, (f) top
view of Os3r. (g) Side view of the Oy interface. Note that absence
of % of the oxygens hanging below the first Hf layer.

lie in a nonplanar, threefold coordination. This is seen in the
top view, shown in Fig. 4(f). This relaxed interface has the
lowest energy. The oxygen coordination in both these Oj
interfaces resembles that in HfSiO,.

Figure 4(g) shows another interface which can be built on
the Si-O-Si bridge terminated 2 X 1Si(100) face. The termi-
nal Si atoms now have a single dangling bond, and this can
be bonded to oxygens which are threefold coordinated. To
satisfy the valences in the first HfO, unit, half of the oxygens
at the other O site must be absent.”’” We call this interface
Osg. This has the larger lateral supercell. The 2 X1 cell is
used here, a 2 X 2¢ was first used in Ref. 27

Some O-rich interfaces with more covalent bonding can
be constructed. The simplest is to extend the Si lattice up-
wards by Si-O-Hf bridges, as if the bonding is in SiO,. This
forms the O, type interface shown in Fig. 5(a). The Si-O-Hf
bridges are covalently bonded, and the O is divalent. The
bonding switches to ionic on the other side of the Hf layer.
We call this interface O,. Figures 5(a) and 5(b) show views

of this interface from the [110] and [110] directions. The
quartz configuration of HfO, is about 2 eV unstable per for-
mula unit compared to fluorite HfO, (Table I), so this inter-
face is not very stable.

It turns out that the O,y interface is relatively unstable
because the high packing density of its oxygens needed by
the interface is incompatible with the natural low density of
a low coordination structure like bulk quartzlike HfO,. On
the other hand, if the surface Si’s are allowed to dimerize and

FIG. 5. (Color online) (a), (b) Side views of the O,p interface,
with the surface Si atoms having two Si-O-Hf bridges. (c) O,p
interface, with only one Si-O-Hf bridge per surface Si.

form lateral Si-O-Si bridges, this leaves one Si dangling
bond per site. This face will form a half-density O, interface.
We call this interface O,, and it is shown in Fig. 5(c). Both
2 X 1 and centered (2 X 2) variants are possible. This would
be the interface grown by atomic layer deposition (ALD)
from molecular precursors.3¥-40 It turns out that this interface
actually has a low energy, because its low density is compat-
ible with the O, coordination.

The O, interface with only a % monolayer of oxygens,
denoted Oy, is metallic in its ideal configuration, Figs. 2(b)
and 6(a), because it does not satisfy valence requirements. Its
Fermi level would lie in the Si conduction band. If this in-
terface is allowed to relax, then a distortion breaks Si-O
bonds and forms the configuration seen in Fig. 6(b) for a
centered 2 X2 cell, leaving negatively charged dangling
bonds. This then allows Ef to lie in a minimum of the density
of states. Various versions of this reconstruction occur in
larger cells. There are other similar configurations?®2%-3
which also do not form insulating interfaces.

We now consider the metal-terminated interfaces. The
ideal Hf terminated interface was shown in Fig. 2(c). Figures
7(a) and 7(b) show views of this relaxed interface viewed

(@)

Ouw

FIG. 6. (Color online) (a) Ideal O-terminated Oy interface,
with % monolayer of oxygen. This is metallic. (b) Reconstructed
O,y interface, with broken Si-O bonds.
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FIG. 7. (Color online) (a), (b) Side views of the relaxed 1 X1
Hfg interface. (c), (d) Side views of the relaxed Hf}, interface. (e)
Top view of Hfj.

from [110] and [110] directions, and Fig. 7(c) shows a top
view. The interface Hf ion is sixfold coordinated to two Si
and four O atoms, so this is called the Hfy interface. This
geometry conserves the tetrahedral coordinations of Si and O
across the interface [equivalent to conserving the Si coordi-
nation across the (100)Si:NiSi, interface].>* The Hf-Si bond
length is 2.71 A. It turns out that this is not the most stable
Hf-terminated interface. The Hf can lower its energy by dis-
placing the HfO, layer %a along [110], so the Hf lies cen-
trally in a hollow between the upper Si atoms. The Hf ion
bonds to all the top four Si’s (2.91 A) and also to two Si on
the next layer down (3.26 A). Including the four O’s in the
HfO, layer, this Hf is now bonded to ten sites, so we call it
the Hf}, interface. Figures 7(d) and 7(e) show views of the
relaxed Hf,, interface from the [110] and [110] directions.
Seen above in Fig. 7(f), the Hf atom lies in the same place
above the top Si layer as in the O, interface, except that the
interfacial O’s are missing.

We note that all of the interface structures (except for
O;g) which satisfy valence requirements fit in the smallest
surface unit cell 3.7 A square. We checked that large lateral
cells did not allow more stable reconstructions. These only
occur for cases such as O, which do not satisfy valence
requirements. Indeed, this is how the bonding rules were
found.?” These interface structures can be generalized to the
cases where the oxide is monoclinic or tetragonal.

IV. INTERFACE TOTAL ENERGIES

The interface energies were calculated for the relaxed
structures of supercells. The supercells contain just Si, oxide
and two interfaces, and no vacuum. The supercells can con-
tain different numbers of Si, Zr(Hf) or O atoms as the inter-
face stoichiometry varies. The interface formation energy
(per interfacial Si atom) is therefore given by

Etotal - [nEZrO2 + mESi + llu‘O]

k)

Eform = 26[

where the 2 is for the two interfaces per cell, g is the number
of interface Si atoms per cell, n is the number of ZrO, or
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FIG. 8. Interface formation energies of various O- and Zr-
terminated interfaces vs O chemical potential.

HfO, units in the cell, Ezo, is the free energy of solid cubic
ZrO, per ZrO, unit (or HfO,), m the number of Si atoms in
the cell, Eg; the free energy of solid Si per atom, / the number
of excess oxygen atoms (not in a ZrO, or HfO, unit) and uq
is the chemical potential of oxygen, a variable. Differences
between the energies of HfO, and ZrO, were recently dis-
cussed by Gutowski et al.*!

We are most interested in the relative stabilities of the
different geometries, so we try to use supercells with similar
numbers of Si and Zr(Hf) atoms in order to minimize any
systematic errors. One such error is the strain energy arising
from the in-plane lattice mismatch?®3! between the Si and
the oxide. Dong®' considered both the relaxed and Si-
clamped cases, we study the only relaxed case with a con-
stant height of Si slab. In that case, the interfacial energy
depends on the bonding mismatch. The effects of different
oxide phases are of order 0.2 eV, and will be studied in
detail elsewhere.

The formation energy per Si as a function of the O chemi-
cal potential is shown in Fig. 8 and in Table II. The energy of
the O-rich interfaces such as O, decreases with increasing O
chemical potential. The energy of the nonpolar interface O,y
is independent of the O chemical potential, and the energy of
the Zr-rich interfaces increases with ug. We see that the Osp
interface is the most stable amongst the 1 X1 O-rich inter-
faces by 0.3 eV, followed by Os. Surprisingly, the most sym-
metric interface O, is not so stable. This is because at the O3
interface, the interfacial oxygens bond across the interface to
both Si and HfO, layers, whereas at O, they tend to bond
either Si or Hf. The O,p interface is 1.5 eV unstable, while
we see that the O,, interface is actually of comparable sta-
bility to Osr, the most stable. We attribute the stability of
Oj;r to the similarity of the coordination and bond angles of
O to those in HfSiO4. The Oj interface also has trivalent
oxygens but the packing density is higher. The high stability
of the O,, interface could be due its low density at the in-
terface, which takes up the lattice mismatch of Si and ZrO,.
Note that the O,y interface is unstable and will tend to dis-
proportionate into O-rich and Zr-rich interfaces, such as Oy
and Zr.

For the metal-rich interfaces, we see that the Zr;, inter-
face is 0.3 eV more stable per interfacial Si than the Zrg
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TABLE II. Calculated total energies of different interface con-
figurations of Si:ZrO, and Si:HfO,, compared to the most stable
for that stoichiometry.

Interface Interface energy, per interface Si (eV)
ZrO, HfO,

Oy 1.2 0.8

0O, 0.8 0.6

O3t 0 0

Os3p 1.3 1.7

(29N -0.1

Mg 0.3 0.3

M, 0 0

interface. This arises from its higher Zr coordination. This
difference is independent of any strain term, as the interfaces
prefer the same strain.

The interface formation energies for the (100)Si: HfO, are
similar to the ZrO, case. The ordering of stability for Os,
Os1, Oy, Oy, and Osp is the same, there are differences in
the values, as seen in Table II. The Hfy interface is again
0.3 eV per Si less stable than the Hf | interface. The ordering
of stabilities is similar to that found recently by Dong et al.’!
They also noted that the stabilities depended on the interface
strain condition.

V. INTERFACE STATES

A field effect transistor requires the gate field to be able to
sweep the Fermi level across the Si band gap to vary the
carrier density. However, if there are interface states, the
Fermi level will become pinned by them, and gate control is
lost. Hence the interface between gate oxide and Si must
possess no intrinsic interface states.

We have calculated the interface band structures of the
various interface configurations, and plot this onto the bulk
bands of Si projected onto (100), taken from Ihm et al.**> The
interface bands were calculated for a supercell with a single
interface consisting of Si on ZrO, and a vacuum gap. The
interface states are shown bold. Figure 9(a) shows the case of
the O, interface. We see that the O, interface gives no inter-
face states within the bulk Si band gap from 0 to 0.7 eV (in
GGA). A similar result is found for the Os interface in Fig.
9(b) and the O,, interface (not shown). These interfaces are
all insulating, because they were constructed to satisfy va-
lence requirements.

Figure 9(c) shows the interface band structure of the Zrg
interface. We see that this also has no states within the Si gap
from O to 0.7 eV. On the other hand, for the Zr,, interface in
Fig. 9(d), three interface bands cross the gap. This band
crossing causes the Zrj, interface to be metallic. This is a
considerable difference to the Zrg interface. Thus, the Zrg
interface would be suitable for field-effect transistors (FETSs),
but the Zr,, interface would not be. However, as the Zr (or
Hf},) is the more stable, in practice, it would be difficult to
control the formation of this configuration. Hence we con-
clude that only O-rich interfaces are suitable for FET de-
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FIG. 9. Interface band structures of the O4-, Osz-, Zrg-, and
Zrg-terminated (100) interfaces, on the projected bulk band struc-
ture of Si. Oy, O3, and Zrg are semiconducting, while Zr;( has bands
crossing Eg and is metallic.

vices. Similar results are found for HfO, interfaces. The Hf,
interface is metallic, all the rest are insulating.

Gap states were found for the Zry interface by Dong et
al.3! in contrast to us. However, this could be because the
valence band (VB) offset is the largest for this interface,
comparable to the gap of ZrO, in GGA, so that accidentally
the ZrO, conduction band lies energetically close to the Si
VB. This makes it more difficult to tell the nature of the
interface using the DOS method they used. It is clearer using
a band plot.

Some interface configurations studied by Puthenk-
ovilakam et al.?® differ from ours. They chose some O-rich
configurations which were metallic, with bands crossing Eg
because they did not satisfy the valence requirements given
earlier.!” Those interfaces are not suitable. They were able to
convert them into insulating interfaces by terminating unsat-
isfied valences with hydrogen atoms. However, this is not a
realistic situation for real interfaces.

VI. DENSITY OF STATES AND BAND OFFSETS

The band offsets between Si and the oxide are key quan-
tities in determining the oxide leakage performance. The
conduction band (CB) offset is generally smaller than the VB
offset, and so it is the more important parameter. The band
offsets between the Si and oxide depend on any charge trans-
fer across the interface. In the absence of charge transfer, the
offset is given by the electron affinity rule. In the case of
charge transfer, this occurs across the interfacial bonds.!!1243
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FIG. 10. Local density of states for interface and bulk sites of Oy4, O3, O31, Oy4, Zrg, and Zr interfaces, from which the VB offsets are

derived.

This will depend on the oxide termination at the interface.

The band offset is derived in our calculations by two
methods. First, we calculate the local density of states (DOS)
for atoms in the bulk Si and bulk HfO, or ZrO, in the su-
percell, as in Fig. 10, and find the energy shift between their
valence band maxima. The calculated VB offsets using this
method are given in Table III. The CB offsets are of greater
interest, being smaller. The GGA is known to give the ener-
gies of occupied states accurately, but to give incorrect val-
ues for the empty states, tending to underestimate the band
gap. Thus, to find the CB offsets, we take the calculated VB
offset for each interface configuration and, using experimen-
tal values for the band gaps of Si and the ZrO, or HfO,, we
derive the CB offset.

A second method is to use the reference potential
method.*** The top of the valence band is found relative to
the bulk average potential for pure Si and pure oxide. Then,

the shift in average potential across the interface from Si to
oxide is calculated for the supercell, for atoms far enough
from the interface. This allows the difference in VB edges to
be derived. This is analogous to the method used in photo-
emission using core levels.*® An average potential is found
by averaging the electrostatic potential perpendicular to the
supercell axis Oz. Figure 11 shows a typical plot. Then the
potential is averaged along Oz over one unit layer in the Si
and in the oxide using a code that automatically locates the
unit cells,® to give the average. Other authors®' have cor-
rected the band energies by a GW correction, we did not.

The two methods are complementary. The DOS method
suffers because the interface DOS of the Si decays relatively
slowly in bulk Si, so sufficient Si layers are needed. On the
other hand, in the reference potential method, the poorer
screening in the oxide means that the potential converges
more slowly in the oxide.
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TABLE III. Calculated VB offsets (eV) for (100)Si:ZrO, and
Si:HfO,, interfaces of different termination.

Interface VB offset (eV)
710, HfO,

0, 3.0 2.4

05 2.9 23

Osp 3.3 2.6

Osp 2.7

074 2.9

Zi 3.3 325

Zryo 2.4 22

Bulk CNL (GGA) 3.1 3.4

An important factor is the dependence of band energies on
lattice constants. The oxides and Si lattices have a 5% mis-
match, so the band offsets depend on the strain of the oxide
as it expands to fit the Si lattice.?6-3!

The calculated VB offsets for (100)Si:ZrO, and Si: HfO,
interfaces are given in Table III. We see that the offset is
relatively constant for the various O-terminated interfaces. It
does increase somewhat for O3 so that the total variation is
0.4 eV. The values are quite close to that estimated earlier
using the method of charge neutrality levels with GGA band
structures (3.1 eV),*” which neglects an explicit dependence
of the dipole of the type of termination.* On the other hand,
the VB offset varies quite strongly for the Zr-terminated
case, from 2.4 eV for Zry to 3.3 eV for Zrg. It is possible
that 3.3 eV for Zrg is an underestimate. The VB offset in this
case equals the ZrO, band gap of 3.4 eV in local density
approximation. The Fermi level is forced into the ZrO, con-
duction band. But this is due to the underestimate of the
oxide band gap in GGA. It is possible that when the gap is
corrected, that the VB offset could be higher.

Our offsets are very similar to those of Dong et al.?!' for
the Zr terminated interfaces, but show a smaller range of
variation for the O-terminated cases. This shows that the
termination has an important influence on the offset.

The variations can be analyzed in terms of the interface
dipole. For the O-terminated interfaces, the interface dipole
is Si*-O~ which tends to raise energy levels on the oxygen
side. The oxygen ions at the O-terminated interfaces have a
similar ionic charge. The dipole can vary because of a dif-
ferent O-Si distance projected normal to the interface. Many
of the O interfaces have two O sites. Overall, the average
dipole is rather constant, except for Osp, which has a longer
projected O-Si distance. This accounts for the small range of
VB offsets for O-terminated interfaces.

For the Zr-terminated interfaces, we find that the ionic
charges on Si~ and Zr* ions are similar for both interfaces.
However, the Si-Zr distance projected normal to the interface
is shorter for the Zr,, than the Zr, interface (1.4 vs 2.2 A), as
the Zr sits in a hollow of the four Si’s in Zr . Thus the dipole
with its positive end in the oxide is larger for Zrg, and this
lowers the energies on the oxide side for Zrg compared to
Zr,0, increasing the VB offset of Zrg.

The band offsets for Si:HfO, interfaces are found to be
similar. The VB offsets of O4, O3, and Oz are found to be
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FIG. 11. Electrostatic potentials of supercells with Zrg and O,
interfaces. The smoother line is the averaged potential.

smaller than for ZrO, but in the same order. Those for Hfg
and Hf}, are similar to those of ZrO,.

An interesting aspect is that the large range of the VB
offset between Zry and Zry, of 0.8 eV, which is a large frac-
tion of band gap of Si. The Schottky barrier pinning factor S
of ZrO, is 0.5 (Ref. 4). This pinning has raised the possibility
that it may not be possible to vary the effective work func-
tions of metals on ZrO, or HfO, by a sufficient range to
create n- and p-type metal-oxide semiconductor gate
metals.*® The present results show that, in theory at least, the
offset can be tuned over a large fraction of the Si band gap
just by changing the interface termination, despite $=0.5. So
it should also be possible for metals.

VII. COMPARISON WITH EXPERIMENT
A. Interface structure

There are few experimental cases of (100)ZrO, grown on
(100)Si without any interfacial SiO, layer. One of these is
the study of Wang and Ong.!” Their TEM images suggest an
interface structure similar to the O, structure, based on the
alignment of the Si and Zr rows. The oxygens cannot be
seen, due to their low atomic number. As O, is not the lowest
energy interface, this suggests that the interface which forms
experimentally in this case is determined by kinetics not en-
ergy, by the preferred location of the first arriving oxygen or
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Zr atom. Simulations of growth from atomic precursors®
show that the first monolayer of Zr occupies the center of the
cube of the surface Si’s on the unreconstructed 1X1
surface—the Zr site. This could then grow into a bulk ZrO,
with a Zry, interface. In reality, this silicide phase would be
oxidized during the over-growth of ZrO, layers because of
the relatively easy transport of additional oxygen through the
oxide. It transforms the Zry, sites to O, sites by replacing
Zr-Si bonds by Zr-O-Si links. We speculate that the forma-
tion of Zr, not only templates the start of (100) epitaxy, it
also inhibits the (110)//(100) epitaxy which other cubic ox-
ides are prone to show.’>>! Thus, metal last terminations can
help enforce (100) oxides on (100)Si as recently seen
experimentally.>?

Of course, in many cases, an interfacial layer of SiO,
grows and it obscures any possible epitaxial relationship. Of-
ten, for device reasons, a thin interfacial SiO, layer is added
intentionally, to improve the carrier mobility. On the other
hand, in the Ge:HfO, system, GeO, is less stable than SiO,,
and so more evidence of epitaxial growth of ZrO, and HfO,
on Ge is seen, even when prepared under standard ALD
conditions.’*>* This is despite the worse mismatch of Ge
than Si to the oxide lattices, and mismatch dislocations are
seen. These mismatch dislocations do not seem to alter the
band offsets.

Most device oxides are grown by ALD. There have been a
number of simulations of the ALD growth of HfO, on Si by
ALD from HfCl, precursors.>®*° The oxidant is water, so the
Si starts from a hydroxyl terminated 2 X 1 surface, with lat-
eral Si-O-Si bridges and single -OH groups attached to each
surface Si. It turns out that there is no room to pack a mono-
layer of HfCly or similar tetravalent molecular precursors on
this (100)Si surface. Thus, the oxide naturally grows into the
0,, interface. This is another case of kinetic control.

B. Band offsets

There have been numerous measurements of the band off-
sets of ZrO, and HfO, on Si and Ge, due to the importance
of this quantity.>>% There are two main methods, photo-
emission or internal photoemission. Photoemission studies
the evolution of the valence band DOS and core levels of Si
and oxide, with the overgrowth of the oxide layer on the Si.
The offset of the valence band can be found using the core
level reference method, or the offset of the valence band
edges measured directly. The CB offset is then derived using
the known band gaps. Alternatively internal photoemission
measures the transitions from the Si valence band to the ox-
ide conduction states. In this case, the Si gap is subtracted to
give the CB offset.

For ZrO, on Si, Miyazaki®® found a VB offset of 3.35 eV,
Sayan® 3.4 eV, Wang®’ 2.95 eV, Rayner>® 3.3 eV by photo-
emission, which converts to CB offsets of 1.3 to 1.75 eV for
ZrO, with a 5.8 eV gap, the gap value from Wang.>’ These
VB offsets are very similar to those calculated here for
O-terminated interfaces. Afansiev®® found a barrier of 3.1 eV
by internal photoemission or a CB offset of 2.0 eV. This is
slightly larger than found by photoemission.

For HfO,, Sayan® found a VB offset of 3.28 to 3.44 eV
[however, see their discussion (Ref. 61)], Oshima® 3.0 eV,
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Li et al.® 3.05-3.10 eV, and Renault® 2.95 eV, which con-
vert to CB offsets of 1.4to1.8eV for a 5.9eV gap.
Afanasev® found a barrier of 3.1 eV by internal photoemis-
sion, or a CB offset of 2.0 eV. The VB offsets from photo-
emission are again very similar to those calculated here for
the O-terminated interfaces.

There have been no attempts to measure the change in
offsets as a function of termination for ZrO, or HfO, or Si.
However, Dong et al.®® have studied the barrier height
change of Ni on a ZrO, surface as a function of the surface
oxygen deficiency. They found a 0.76 eV change. This is the
order of magnitude to be expected for a change of termina-
tion of ZrO,. It compares fairly well with the 0.6 eV change
between the O, and Zr,, termination calculated here. Note
that large shifts in offsets have been reported by Fulton®” but
these were attributed to dipoles across an SiO, layer. They
are still not fully understood.

The various estimates of CB offset, both calculated and
experimental, lie in the range 1.3 to 2.0 eV. The first, key
conclusion is that they all exceed the necessary 1.0 eV
needed to limit Schottky emission from the Si, and so the
oxides fulfil their key requirement of maintaining a low leak-
age current.* Otherwise, the precise value is not so critical.
The second conclusion from Table I is that it is possible in
principle to vary the CB offset by chemical control of the
interface, although this may be difficult in practice. Thus,
there is not a single unique value of the CB offset for any
oxide on Si. The third aspect is that the experimental and
calculated values should give the correct chemical trends, for
example whether the CB offsets increases from HfO, to Hf
silicate to La,0s3, in order that oxides are chosen correctly in
terms of their “scalability.”%®

VIII. INTERFACE DEFECTS

The interface structures calculated in Sec. IV provide a
basis to understand interface defects. In metal-oxide-
semiconductor capacitors and FETSs, there are shifts in the
threshold voltages. Those varying with time are due to
charge trapping, mainly at bulk O vacancies.®®’? Other shifts
are seen to vary with the thickness of the HfO, overlayer.
Various checks on how the shifts vary with channel doping,
Boron effects, gate electrode polarity, etc., led workers to
attribute these shifts to a specific interaction between the
HfO, and the top poly-Si gate electrode rather than with the
channel.!>7! The shifts are similar to a “pinning” of the
Fermi level at the interface of the poly-Si, so that its work
function did not vary by the full amount across its gap with
doping. Further analysis suggested that the effect was not a
general effect due to metal-induced gap states, but to specific
Hf-Si bonds.'>!4

The perfect Si: HfO, interface was assumed by Hobbs and
Chau'*'* to be a fully O-terminated interface, with only
Hf-O bonds and no Hf-Si bonds. For this, one can introduce
interfacial Hf-Si bonds in two ways, by creating O vacancies
or by creating Si antisites on O sites.””

We noted that the O, and Hf, interface have the same
symmetry viewed from above, with the Hf ion lying above
four Si’s in both cases, Figs. 3(b) and 7(f). Removing inter-
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derived from Oop

FIG. 12. (Color online) Some interface defect configurations.
(a), (b) Unrelaxed and relaxed O divacancies at the O, interface.
(¢), (d) Unrelaxed and relaxed O divacancies at the Oj interface.
(e), (f) O,4 interface and monovacancy at the O,, interface.

facial O’s from Oy to create O vacancies gives a continuous
transition from the O, to Hf,, interfaces. However, we noted
in Sec. III that a single interfacial O vacancy leads to a
metallic situation, O,y. This site is unstable to reconstruc-
tion. It is also unstable and it will tend to disproportionate
into O4 and Hf,,, according to the total energies in Fig. 9.
Thus, for higher stability, we introduce interfacial O vacan-
cies in pairs. The atoms across the vacancy then relax, to
form one or more weak Hf-Si bonds. The O vacancy has a
“negative U” of atoms (not electrons). Thus, there can be
continuous transformation of O, to Hf|y by removing pairs
of interfacial O atoms.

Figures 12(a) and 12(b) show the unrelaxed and relaxed
interfaces with a pair of interface O vacancies. The structure
has relaxed in Fig. 12(b) to form direct Hf-Si bonds across
the vacancy site, two per vacancy. We have constructed su-
percells with different size lateral unit cells to simulate dif-
ferent concentrations of interface vacancies. The supercell
length along Oz is reduced compared to those used for per-
fect interfaces in Sec. III, to keep the total number of atoms
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with reasonable limits for computing purposes. The local
density of states has been calculated for this interface. The
Hf-Si bonds are found to give rise to localized interface
states lying within the Si gap. The state tends to lie at about
0.3 eV below the Si CB edge.

A similar procedure is possible for the O; interface. Two
oxygens are removed each time. Figure 12(c) shows the un-
relaxed interface, and Fig. 12(d) shows the relaxed interface
with one Hf-Si bond per vacancy pair. The local density of
states was calculated and the Hf-Si bond also gives rise to a
gap state in the Si gap.

The O,, interface has Hf-O-Si bridges with divalent O
sites. This case is different. It is possible to remove O atoms
singly. Each O vacancy creates one Hf-Si covalent bond after
relaxation. These bonds have twice the bond order than those
at the O4 interface. Nevertheless, the local density of states
also shows that the Hf-Si bonds also create states in the Si
gap.

The presence of gap states due to Hf-Si bonds inhibits the
n- and p-type dopants in the poly-Si from shifting the Fermi
level in the poly-Si all the way from CB to VB at the
interface.”” Thus, there is a restricted range of Fermi level
shifting, which is called pinning. These results confirm that
the formation of interfacial Hf-Si bonds is a likely cause of
this pinning effect found experimentally in devices.'? It has
also been confirmed by calculations by Hobbs and
Fonseca,'? Pourtois,”? and Gavartin.”* Similar results are ex-
pected for defects at Si:ZrO, interfaces.

IX. CONCLUSIONS

We have carried out first principles calculations of the
energetics and energy states of the (100)Si:HfO, and ZrO,
interfaces. A number of interface configurations satisfying
valence bonding requirements few found, and their total en-
ergies, relaxed structures, interface electronic states, and
band offsets were calculated. An interface Oz with three-
coordinated oxygen sites is found to be the most stable
oxygen-terminated interface for a 1 X 1 surface unit cell, and
an interface with a tenfold coordinated Hf or Zr is the most
stable for the metal-terminated interfaces. An interface with
divalent O was found to be of similar high stability to Osy
for a 2 X1 cell. All the oxygen-terminated interfaces which
satisfy the valence requirements are found to be semicon-
ducting, without interface gap states. The tenfold coordinated
metal-terminated interface is found to be metallic, making
this interface not useful for devices. However, this interface
is proposed to be useful experimentally for templating epi-
taxial cube-on-cube growth on (100)Si. The band offsets are
found to vary by up to 0.7 eV for different interface termi-
nations, showing that band offsets could in principle be con-
trolled by chemistry. The standard interface is fully oxygen-
terminated. The presence of Hf-Si bonds across the interface
introduces a gap state in the upper Si gap, and has the effect
of pinning the Si Fermi level in the upper gap.
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