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The effective-mass theory is applied for description of the electronic states of shallow donors in indirect
band-gap uniaxial crystals, which have three different components of the electron effective-mass tensor, and
two different components of the tensor of the dielectric constant. The Hamiltonian in the resulting Schrödinger
equation for the envelope function has D2h symmetry and, after proper parametrization, a nonvariational
numerical method is used for its solution. Two particular cases of D�h symmetry are identified and discussed
separately. The comparison between theory and experiment for the 4H polytype of silicon carbide is revised
using the least-squares method to determine the binding energies of the ground state of the most shallow
nitrogen donor in this material, its valley-orbit split-off counterpart, and the mean value of the dielectric
constant, and completed with calculation of the theoretical transition probabilities. In addition, the lowest-lying
binding energies of the states, between which optical transitions are allowed, are calculated on a grid of values
of the two parameters describing the anisotropy and the tabulated values can be used for interpolation to
describe other materials.

DOI: 10.1103/PhysRevB.73.045205 PACS number�s�: 71.55.�i, 78.55.Hx

I. INTRODUCTION

It is well known that the effective-mass theory �EMT� is
an indispensable tool in understanding the electronic struc-
ture of shallow donors and acceptors in semiconductors. The
EMT developed originally by Kohn and Luttinger1 has been
subsequently employed in accurate numerical calculations
performed by Faulkner2 for cubic semiconductors with indi-
rect band gap and prolate-spheroid conduction bands, such as
silicon and germanium. The Hamiltonian in the resulting
Schrödinger equation for the envelope function has cylindri-
cal symmetry, D�h in this case. Approximate formulas for the
binding energies of excitons in uniaxial crystals have been
worked out by Gerlach and Pollmann.3 However, in their
work they implicitly assume direct band-gap semiconductor,
and the resulting Hamiltonian also has cylindrical symmetry.
Hence, Faulkner’s theory is directly applicable, provided a
suitable parametrization of the Schrödinger equation is
made.

The most general case—that of uniaxial semiconductor
with indirect band gap—has not been considered in detail so
far and will be worked out in this paper. We shall assume that
the lowest conduction band is nondegenerate and separated
enough in energy from the next-lowest conduction band, so
that the motion of the donor electron can be described using
the effective-mass tensor only for the lowest conduction
band. An important example of such a crystal is the 4H poly-

type of silicon carbide �4H-SiC�, which has drawn a lot of
attention during the past decade due to its potential for high-
power and high-temperature applications. The optical selec-
tion rules for this polytype were recently discussed.4 A pre-
liminary account on the application of the current theory to
explain the observed donor excited states was also
published5 but only a few states were computed at that time.
Another assumption, which is implicitly built in our theory,
is the validity of the one-valley approximation. This leads to
neglecting the valley-orbit interaction, similar to the theory
used by Faulkner.2 However, it is well known that the valley-
orbit interaction is strongly pronounced mainly for the
ground state of the donor, hence, the theory is expected to
provide an accurate description of the excited states. The
energies of the ground state and its valley-orbit split coun-
terpart are evaluated by comparison of the theory with the
experiment.

Before proceeding with the main scope, the following two
remarks are appropriate. First, the theory cannot be applied
without modifications if the lowest conduction band, being
single, is nonparabolic. An example is another common
polytype of SiC, namely, 6H-SiC, which has the so-called
“camel-back” structure near the conduction band minimum.6

The second remark concerns the application of the theory to
shallow acceptors. The topmost valence band is usually non-
degenerate, because the crystal field and the spin-orbit inter-
action remove any degeneracy in uniaxial crystals. However,
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the energy distance between the topmost valence bands is
usually much smaller than the acceptor binding energy �at
least, this is the case in 4H-SiC�, hence the theory cannot be
applied using only the effective-mass tensor for the holes
from the topmost valence band.

Thus, we develop the effective-mass theory for donor ex-
cited states in uniaxial semiconductors with simple para-
bolic, but anisotropic conduction band. The theory is de-
scribed in Sec. II. All quantitative results are obtained using
numerical calculations, however, special concern is given to
group-theoretical consideration, which allows classification
of the donor wave functions by symmetry and greatly re-
duces the efforts in the numerical calculation. Since the case
of cylindrical symmetry considered by Faulkner2 is just a
particular case in our calculation, we investigate also the
accuracy of his tables and show that some of his results need
reevaluation. We tabulate also another cylindrically symmet-
ric case, which has been treated only approximately so far.3

In Sec. III, our theoretical approach is compared to other
work, and the theory is used to fit the experimental data
available for 4H-SiC and compute the observed transition
probabilities. Finally, Sec. IV summarizes the conclusions.

II. EFFECTIVE-MASS THEORY IN UNIAXIAL INDIRECT
BAND-GAP CRYSTALS

The one-valley effective-mass approximation will be built
for the general case of three different components of the
electron effective-mass tensor and two different components
of the tensor of the dielectric constant.

A. Parametrization of the Schrödinger equation

The Schrödinger equation for the envelope function in the
one-valley approximation is usually written in a coordinate
system with the OZ axis oriented along the crystal c axis �cf.
Refs. 3 and 4�,

H1�1 = −
�2

2 � 1

mX

�2

�X2 +
1

mY

�2

�Y2 +
1

mZ

�2

�Z2

+
e2

������X2 + Y2 +
��

��

Z2��1 = E�1. �1�

Here H1 denotes the effective-mass one-valley Hamiltonian,
e is the electron charge, mX, mY, and mZ are the electron
effective masses along the OX, OY, and OZ coordinate axes,
�� and �� are the dielectric constants along and perpendicu-
lar to the crystal axis �c axis�, and �1 is the envelope func-
tion.

For the sake of the following computation it is essential to
reorient the coordinate axis so that in the new coordinate
system Oxyz the Oz axis is along the direction corresponding
to the largest anisotropy. More strictly, the following quanti-
ties of dimension of mass �called for convenience general-
ized masses� are compared:

m1 = mX, m2 = mY, m3 =
��

��

mZ. �2�

Our convention is that the largest generalized mass deter-
mines the direction of the Oz axis, and the smallest one, that
of the Oy axis. For convenience, these two generalized
masses can be relabelled as mz and my, respectively, and the
remaining one as mx. Thus, my �mx�mz. The following co-
ordinate transformation can be used then to bring the kinetic
energy term in Eq. �1� to a spherically symmetric term:

� =�mx

my
x, � = y, 	 =�mz

my
z . �3�

Using spherical coordinates, �=r cos 
 sin �, �
=r sin 
 sin �, and 	=r cos �, and introducing as defined be-
low the units for length and energy a and Reff, respectively,
Eq. �1� can be transformed to dimensionless form:

�− �� −
2

��1 −  cos2 � − � sin2 � cos2 

�� = �� . �4�

Here �=r /a and �=E /Reff are the dimensionless measures
for length and energy, respectively, �� is the Laplacian op-
erator in spherical coordinates with respect to the variables �,
� �the polar angle� and 
 �the azimuthal angle�, and

 = 1 − my/mz � 1, � = 1 − my/mx �  �5�

are the two parameters describing the anisotropy. Note that
=0 describes the spherically symmetric case.

The units for length and energy, called usually effective
Bohr radius and effective Rydberg, respectively, are defined
as follows:

a =
��2

mye
2 , �6�

Reff =
my

�2

e4

2�2 , �7�

where �	�����. These are the two quantities containing the
material parameters � and my.

It is easily verified that in the general case the symmetry
group of the effective-mass Hamiltonian is D2h. However,
for �=0 �i.e., my =mx�mz� and for �= �mx=mz�my�, the
symmetry of the Hamiltonian elevates to D�h. These cases
will be referred to further as cylindrically symmetric cases.

B. Symmetry consideration and numerical implementation

The numerical method used to solve Eq. �4� has been used
previously for calculating acceptor states7,8 and is described
in detail in Ref. 9. For the sake of clarity, a brief account on
the main steps will be given when necessary. This method
has the obvious advantage that no trial function needs to be
constructed a priori.

The anisotropy of the Hamiltonian in Eqs. �1� and �4� is
characterized by the function
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f��,
� =
1

�1 −  cos2 � − � sin2 � cos2 

, �8a�

f���,
�� =
1

�1 − � sin2 �� − � − �� sin2 �� sin2 
�
.

�8b�

Here f is expressed as a function of the polar and the azi-
muthal angles in the original coordinate system �� ,
� and in
the “primed” coordinate system �the corresponding angles
are denoted �� ,
��, which is defined in Fig. 1, hence the two
alternative expressions �8a� and �8b�. The rest of the Hamil-
tonian is invariant in the two coordinate systems. The need
for using two coordinate systems will be clarified below.

Let us consider the two cylindrically symmetric cases.
When �=0 �Faulkner’s case� we use the spherical harmonics
related to CCS �see the notation definitions in Fig. 1� in the
expansion of the wave function. According to Eq. �8a�, the
function f does not depend on 
 in this case, therefore dif-
ferent values of the projection of the orbital momentum m do
not mix �m is a good quantum number�. However, if �=, f
is independent of 
�, not of 
, according to Eqs. �8�, and we
must use the spherical harmonics as defined in the primed
coordinate system. Obviously, in this case the Oz� axis is
oriented along the symmetry axes of the system, so that the
projection of the orbital momentum with respect to this axis
is again a good quantum number. Note that the extreme limit
of the first case �mx=my �mz�, that is, when mz→� is the
two-dimensional case �often called two-dimensional H atom,
or adiabatic case�.1 On the other hand, for the second cylin-
drically symmetric case�mx=mz�my�, the extreme limit
mx=mz→� is the one-dimensional case �called also one-
dimensional H atom�.10 The question which of the two coor-

dinate systems should be used for intermediate values of �
will be postponed until Sec. II D.

Each wave function �, solution of Eqs. �1� and �4�, is
expanded in series in the normalized spherical harmonics
Yl

m�� ,
�. The coefficients in this expansion �functions of ��
are denoted by Ul

m��� /� as in Ref. 9. In the general case only
the parity remains a good quantum number.2,9

Using the well-known projector-operators technique11 and
the symmetry properties of the spherical harmonics, it is
quite straightforward to find the explicit form of the wave
function for each irreducible representation. Its expansion
involves linear combinations of spherical harmonics, denoted
here as �l

m �i�� ,
� and determined by the irreducible repre-
sentation �i of the symmetry group of the Hamiltonian �D2h�
according to which the wave function transforms. The irre-
ducible representations �i of the group D2h together with the
corresponding sets of functions �l

m �i�� ,
� are listed in
Table I. For example, according to the table the series expan-
sion of the functions transforming as the fully symmetric �1

+

has the form

�n
�1

+
��,�,
� = 


l,m

Ul,n
m ���
�

�l
m �1

+
��,
�

= 

l=0�2�

�
Ul,n

0 ���
�

Yl
0��,
�

+ 

l=2�2�

�



m=0�2�

l
Ul,n

m ���
�

Yl
m��,
� + Yl

−m��,
�
�2

, �9�

where the integer index n enumerates the states. Since l and
m� l must both be even, hence the notation “�2�” in the
lower index of the sums. For simplicity we will often omit
the indices denoting the representation and the state number.

The irreducible representations in Table I are labelled us-
ing the notations of Ref. 12 �for convenience another com-
mon set of notations is shown in parentheses�. All represen-
tations of D2h are one dimensional, thus no symmetry-
imposed energy degeneracies are expected �apart from
accidental degeneracies�.

For any representation the norm of the wave function is
given by

TABLE I. Irreducible representations of D2h and the normalized linear combinations of spherical harmonics involved in the expansion of
the wave function for each specific representation. E and I denote the identity and the inversion operator, respectively, the other notations of
the symmetry elements are clarified in Fig. 1.

D2h E C2x C2z C2y I �xz �yz �xy �l
m �i�� ,
�

�1
+�A1g� 1 1 1 1 1 1 1 1 Yl

0,�Yl
m+Yl

−m� /�2, l-even, m-even

�2
+�B2g� 1 −1 −1 1 1 1 −1 −1 �Yl

m−Yl
−m� /�2, l-even, m-odd

�3
+�B1g� 1 −1 1 −1 1 −1 −1 1 �Yl

m−Yl
−m� /�2, l-even, m-even

�4
+�B3g� 1 1 −1 −1 1 −1 1 −1 �Yl

m+Yl
−m� /�2, l-even, m-odd

�1
−�A1u� 1 1 1 1 −1 −1 −1 −1 �Yl

m−Yl
−m� /�2, l-odd, m-even

�2
−�B2u� 1 −1 −1 1 −1 −1 1 1 �Yl

m+Yl
−m� /�2, l-odd, m odd

�3
−�B1u� 1 −1 1 −1 −1 1 1 −1 Yl

0,�Yl
m+Yl

−m� /�2, l-odd, m-even

�4
−�B3u� 1 1 −1 −1 −1 1 −1 1 �Yl

m−Yl
−m� /�2, l-odd, m odd

FIG. 1. The mutual orientation of the two coordinate systems
CCS and CCS� and some notations used in the theory.
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��n�2 = 

l,m
�

0

�

�Ul,n
m ���2d� , �10�

where the summation extends over all allowed values of l
and m for that representation.

Feeding back the expansion of the wave function in Eq.
�4� and using the fact that the spherical harmonics are eigen-
fuctions of the angular part of the Laplacian operator with
eigenvalues l�l+1�, the following system of coupled differ-
ential equations for the functions Ul

m��� is easily obtained:

−
d2Ul

m

d�2 +
l�l + 1�

�2 Ul
m −

2

�



l�,m��l,m

Ul�
m�Zl,l�

m,m� = �Ul
m. �11�

The matrix elements Zl,l�
m,m� are defined as follows:

Zl,l�
m,m� = �

0

�

d��
0

2�

d
�l
m��,
��l�

m���,
�f��,
� . �12�

Obviously, there is one such system of differential equations
for each representation. The calculation of the matrix ele-
ments is explained in more detail in the Appendix.

The problem of solving the infinite system of differential
equations �11� is reduced to a problem of finding the eigen-
values and the eigenvectors of a Hermitian �in our case even
symmetric� matrix, as described in Ref. 9. The functions
Ul

m��� are evaluated on a radial mesh in the interval
0����max=Nrh, the boundary conditions Ul

m�0�
=Ul

m��Nr+1�h=0 are imposed, and the derivatives are rep-
resented by finite elements. Here Nr denotes the number of
points on the mesh, and h=�max/Nr is the step. In order to
make the resulting algebraic system of equations finite, the
expansion of the wave functions is restricted to some maxi-
mum value of l, Lmax. The total number of functions involved
in the expansion is Nf = 1 � 2 ��Lmax /2����Lmax /2�+1,
where �Lmax denotes the largest even number not exceeding
Lmax. The resulting large eigenvalue problem �of dimension
N=NrNf� is solved using a variation of Lánczos procedures
with reorthogonalization.13

Among the eight sets of states corresponding to the eight
irreducible representations, four are of greater importance,
because optical transitions between them are allowed �for the
selection rules, see Ref. 4�. These are the fully symmetric
S-like states transforming as �1

+, and the P-like states, trans-
forming as �3

−, �2
−, and �4

−, and called here P0-like, P−-like,
and P+-like states, respectively. The notations P0, Py, and Pz
were used previously,4 but in view of the necessity for a
different choice of the coordinate system it is not convenient
to bind the notations with the coordinate axis.

C. Results of the calculation and discussion

It is convenient to consider the two cases of cylindrical
symmetry ��=0 and �=� separately from the general case
0���, because the Hamiltonian in the former two cases
has higher symmetry, D�h, and the calculation can be per-
formed with enhanced accuracy. In all cases the number of
points used on the radial mesh is Nr=2048, however, values
of Lmax up to 28 �29� were used in the cylindrically symmet-

ric cases for even �odd� states, whereas in the general case
Lmax=12�13� were used.

1. Cylindrically symmetric cases

Within our model both cylindrically symmetric cases are
described using a single parameter 0�=1−m /M �1, de-
fined via the ratio of the smaller mass m to the larger mass
M. The only difference between the two cases is in the an-
isotropy function �cf. Eqs. �8�

f��� = �1 −  cos2 ��− 1
2 , � = 0, �13a�

f���� = �1 −  sin2 ���− 1
2 , � =  . �13b�

The case �=0 differs from the case �= also in that the two
equal masses are the smallest in the first case and the largest
in the second one. The extreme cases �=1� resulting in a
two- or one-dimensional hydrogen atom, have been studied
elsewhere and will be disregarded here.1,10,14

Table II presents the results from the calculation for the
nine lowest-lying S-like, P0-like, and P±-like states, using
the same values of �= �1−� as in Ref. 2. The notations in
the middle column represent the well-known states of the
spherically symmetric case ��=1, or =0� and are given as
limits to the corresponding states. The left part of the table
lists the binding energies of the states for �=0 �Faulkner’s
case�, which can be compared directly to the tables from Ref.
2. The right part of the table represents the case �=. This
case has been treated using approximate formulas in Ref. 3
but not tabulated accurately before. To avoid confusion, we
note that our definition of  is equivalent to the definitions in
Refs. 2 and 3 for �=0, but differs from the definition of Ref.
3 for �= �Faulkner does not consider this case�. If their
parameter is denoted as �=1−M /m �cf. Ref. 3�, then for
�= the relation to our  is �=− / �1−�, −� ���0.

We notice that our �absolute� values for �=0 are system-
atically higher than those in Ref. 2, i.e., our binding energies
are lower. The disagreement increases towards smaller val-
ues of �1/3, and also for a fixed value of � with increasing the
number of the excited state. This is a consequence of the
different values of Lmax in the two calculations that are com-
pared �Lmax=4�5� in Ref. 2. However, the agreement is ex-
cellent for �1/3�0.6. We found that Lmax must be increased
up to 28 �29� in order to ensure convergence to within three
digits for �=0.1, whereas for ��0.2 Lmax=14�15� seems to
be enough. Thus, our calculation for Si ��1/3�0.59� yields
the same values as the published ones,15 calculated with
Lmax=10�11�. However, all values for �1/3�0.5 are calcu-
lated with Lmax=28�29�.

The results from Table II are plotted as a graph in Figs. 2
and 3. The points in these and all subsequent graphs are
connected with straight lines intentionally, in order to give a
feeling for the errors committed when using linear interpola-
tion between them. The significantly steeper increase in the
binding energies on the left-hand side of the figures, if com-
pared to those from Ref. 2 is obvious. Another difference
concerns the ordering of the excited states. Here we have
adopted a notation, which classifies the state according to the
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TABLE II. Binding energies �in units of Reff� of the lowest S-like �l=0, m=0�, P0-like �l=1, m=0�, and P±-like states �l=1, m= ±1� for the two cases of cylindrical symmetry, �
=0 and �=. The left-hand part of the table ��=0� contains the improved values of the binding energies presented in Ref. 2, and the limiting case as �→0 is the two-dimensional case.
On the right-hand side of the table ��=� are the binding energies for the case with two equal masses, which are larger than the third one. The limit as �→0 is the one-dimensional case.
Both cases have the same limit at �=1, the spherically symmetric case, the states of which are displayed in the middle column. The energies of these states are trivial, thus only their labels
are given. When two labels are listed, the one to the left relates to the case �=0, and the one to the right to the case �=.

�=0 �=

�1/3= �1−�1/3 �1/3= �1−�1/3

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1

S-like states
3.23 2.71 2.321 2.011 1.760 1.553 1.379 1.233 1.108 1S 1.231 1.540 1.968 2.578 3.487 4.922 7.388 12.3 25.1
2.16 1.39 0.9604 0.7051 0.5436 0.4375 0.3656 0.3151 0.2782 2S 0.3090 0.3921 0.5131 0.6971 0.9921 1.501 2.473 4.67 11.6
1.70 0.962 0.6056 0.4143 0.3033 0.2353 0.1905 0.1577 0.1319 3D0,3S 0.1392 0.1797 0.2403 0.3351 0.4926 0.7759 1.348 2.74 7.55
1.40 0.731 0.4316 0.2842 0.2202 0.1857 0.1582 0.1374 0.1223 3S,3D0 0.1268 0.1451 0.1665 0.2000 0.2997 0.4849 0.8728 1.86 5.54
1.19 0.583 0.3293 0.2448 0.1901 0.1432 0.1125 0.0911 0.0750 4D0,4S 0.0791 0.1034 0.1403 0.1909 0.2214 0.3353 0.6194 1.37 4.32
1.03 0.481 0.2824 0.2033 0.1396 0.1056 0.0879 0.0763 0.0683 4S,4D0 0.0708 0.0808 0.0938 0.1331 0.2028 0.2578 0.4660 1.06 3.50
0.900 0.406 0.2575 0.1584 0.1175 0.0951 0.0748 0.0598 0.0486 5D0,5S 0.0510 0.0673 0.0920 0.1092 0.1474 0.2467 0.3650 0.853 2.91
0.797 0.349 0.2120 0.1388 0.1034 0.0762 0.0635 0.0542 0.0465 5G0 0.0466 0.0545 0.0657 0.0954 0.1303 0.1903 0.3034 0.703 2.47
0.711 0.321 0.1781 0.1252 0.0879 0.0719 0.0568 0.0484 0.0434 5S,5D0 0.0449 0.0510 0.0639 0.0759 0.1121 0.1592 0.2943 0.591 2.13

P0-like states

2.50 1.73 1.254 0.9390 0.7216 0.5662 0.4521 0.3664 0.3009 2P0 0.2825 0.3207 0.3657 0.4190 0.4824 0.5581 0.6485 0.756 0.879
1.89 1.12 0.7231 0.4980 0.3595 0.2695 0.2083 0.1653 0.1342 3P0 0.1260 0.1450 0.1697 0.2030 0.2487 0.3130 0.4050 0.540 0.731
1.53 0.823 0.4941 0.3224 0.2234 0.1622 0.1224 0.0953 0.0763 4P0,4F0 0.0732 0.0864 0.1035 0.1271 0.1615 0.2132 0.2938 0.425 0.629
1.29 0.644 0.3666 0.2300 0.1548 0.1158 0.0985 0.0843 0.0724 4F0,4P0 0.0703 0.0803 0.0928 0.1077 0.1252 0.1585 0.2280 0.349 0.551
1.11 0.524 0.2860 0.1742 0.1364 0.1094 0.0811 0.0622 0.0492 5P0,5F0 0.0473 0.0567 0.0693 0.0874 0.1141 0.1427 0.1843 0.295 0.488
0.965 0.438 0.2310 0.1624 0.1143 0.0797 0.0629 0.0535 0.0461 5F0,5P0 0.0447 0.0509 0.0588 0.0692 0.0877 0.1229 0.1645 0.255 0.436
0.851 0.374 0.1962 0.1371 0.0907 0.0746 0.0580 0.0440 0.0345 6P0,6F0 0.0332 0.0403 0.0500 0.0639 0.0800 0.0999 0.1528 0.223 0.392
0.758 0.323 0.1911 0.1122 0.0882 0.0607 0.0453 0.0382 0.0325 6H0 0.0322 0.0375 0.0438 0.0519 0.0688 0.0953 0.1298 0.197 0.355
0.680 0.283 0.1616 0.1107 0.0707 0.0544 0.0437 0.0366 0.0317 6F0,6P0 0.0309 0.0350 0.0405 0.0496 0.0607 0.0823 0.1167 0.189 0.323

P±-like states

0.428 0.407 0.3841 0.3616 0.3400 0.3195 0.3003 0.2823 0.2656 2P± 0.3210 0.4215 0.5686 0.7929 1.153 1.774 2.954 5.59 13.6
0.375 0.311 0.2542 0.2107 0.1782 0.1550 0.1388 0.1272 0.1184 3P± 0.1430 0.1891 0.2581 0.3665 0.5468 0.8716 1.526 3.10 8.49
0.333 0.256 0.1930 0.1501 0.1237 0.1087 0.0956 0.0833 0.0721 4F±,4P± 0.0808 0.1075 0.1483 0.2135 0.3245 0.5302 0.9608 2.05 6.08
0.298 0.217 0.1549 0.1261 0.1114 0.0938 0.0805 0.0721 0.0666 4P±,4F± 0.0733 0.0865 0.1027 0.1406 0.2167 0.3606 0.6702 1.49 4.67
0.268 0.188 0.1358 0.1135 0.0876 0.0718 0.0620 0.0538 0.0464 5F±,5P± 0.0519 0.0695 0.0967 0.1229 0.1557 0.2628 0.4982 1.14 3.75
0.243 0.166 0.1280 0.0915 0.0726 0.0624 0.0529 0.0464 0.0426 5P±,5F± 0.0469 0.0555 0.0682 0.1000 0.1484 0.2008 0.3869 0.907 3.10
0.221 0.147 0.1089 0.0814 0.0666 0.0529 0.0447 0.0383 0.0326 6F±,6P± 0.0362 0.0487 0.0665 0.0811 0.1176 0.1814 0.3102 0.742 2.62
0.201 0.145 0.0952 0.0749 0.0578 0.0496 0.0423 0.0367 0.0319 6H± 0.0328 0.0392 0.0507 0.0749 0.1007 0.1588 0.2549 0.620 2.25
0.185 0.132 0.0936 0.0654 0.0542 0.0439 0.0375 0.0324 0.0295 6P±,6F± 0.0322 0.0375 0.0475 0.0588 0.0922 0.1290 0.2254 0.528 1.95

E
FFE

C
T

IV
E

-M
A

SS
A

PPR
O

X
IM

A
T

IO
N

FO
R

SH
A

L
L

O
W

…
PH

Y
SIC

A
L

R
E

V
IE

W
B

73,
045205

�2006�

045205-5



FIG. 2. Variation of the lowest-lying S-like states �l=m=0� with the parameter � for the two cases of cylindrical symmetry, �=0 �to the
left� and �= �to the right�. The energy scale is the same as in Ref. 2.

FIG. 3. Variation of the lowest-lying P-like states �as denoted in each part of the figure� with the parameter � for the cylindrically
symmetric cases. The energy scales are similar to those in Ref. 2.
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spherical harmonic with maximum weight in the expansion
of the corresponding wave function for values of � close to 1
�the spherically symmetric case�. Thus, in contrast to Ref. 2,
the 3D0-like state has a larger binding energy than the
3S-like state. However, the situation is reversed for �=.
This discrepancy is, however, formal, and is a question of
convention. Indeed, for smaller values of � the weight of the
spherical harmonic with l=2 �corresponding now to 4D0�, in
fact becomes larger also for the higher state. Thus, the nota-
tions should be comprehended as entirely formal.

Note that all binding energies vary linearly with  for
small values of  ��→1 from both sides of the graph�, as
predicted by the perturbation theory.3 Thus, the “first deriva-
tive” appears disrupted at =0, which might look as a dis-
agreement with the graphs in Ref. 3. Recall, however, that
our definition of  �for �=� is different from the one in
Ref. 3, which results in a different definition of Reff. In our
definition Reff always involves the smaller mass, whereas in
Ref. 3 it involves the duplicated mass, which is also the
larger one when �=. Thus, as the larger masses increase
and tend to infinity when the one-dimensional case is ap-
proached, their effective Rydberg also tends to infinity,
whereas it is constant in our case. This explains the different
appearance of our graphs from those in Ref. 3.

2. General case

The energies of the six lowest states calculated for a set of
values of  and � are presented in the tables of Ref. 16. The
calculation is performed for the fully-symmetric �S-like�
states of even parity ��1

+ symmetry�, and for the odd parity
P-like states ��3

−, �2
−, and �4

− symmetries�, to which optical
transitions from the ground state are parity allowed. The val-
ues for �1/3=0.1, 0.2 are not included since their accuracy is
insufficient with Lmax=12�13�. The common notations for
the states �e.g., 1S, 2P0, etc.� are not always applicable, that
is why each state in these tables is labelled with a subscript,
showing the values �l ,m� of the radial function Ul

m with larg-
est weight in the norm of the wave function.

Note that when the cylindrically symmetric cases �=0
and �= are computed with the larger Hamiltonian matrix
�involving all allowed values of m�, apart from the slight
discrepancy �mostly for �1/3=0.3� easily understood as due
to the restricted value of Lmax, some new eigenvalues appear
in-between �e.g., the value of 0.0691 between the values
0.0724 and 0.0492 in the P0-like states for �1/3=0.9, �=0
�cf. Table II in Ref. 16 and Table II�. A simple inspection of
the wave functions shows that this is actually the 4F±2 state
�l=3, m=2�, which is of course not calculated when only
m=0 is used. However, it will be seen that these additional
values are important in the following discussion.

It is interesting to trace the behavior of the P-like states
when  is fixed and � increases from zero to . This varia-
tion is illustrated in Fig. 4 for �1/3=0.9. The curves corre-
sponding to a triplet of states �e.g., 2P0, 2P+, and 2P−� de-
scribe a zigzag as � varies from the one cylindrically
symmetric case to the other. At �=0, the 2P+ and the 2P−
states merge into the 2P± state, and the latter has lower bind-
ing energy than the corresponding 2P0state, because the
lobes of the 2P0 wave function are extended along the spatial

direction corresponding to the largest effective mass, i.e., Oz
�mz�mx=my�. The increase of � from zero to  can be
viewed as increase of mx from the value equal to my to the
value equal to mz. Therefore, the corresponding P+ state
�with lobes along the Ox axis� will increase its energy faster
than the other two states in order to reach at �= the state of
largest energy, i.e., the “former” P0. However, at �= this
latter state cannot be classified as P0-like anymore, because
it merges with the former P+ to form the P±-like state of the
cylindrically symmetric case �=. The third state, which
was the P−-like state for �→0, becomes the P0-like state as
�→, and it now has lower energy than the other two be-
cause its lobes are extended along the Oy axis. This is clearly
repeated throughout all the P-like states for any value of �,
although zigzags corresponding to higher states may inter-
sect in quite a complicated pattern, as can be seen on the
enlarged scale in the upper part of Fig. 4.

The above consideration also shows how formal are the
notations used for the states. They are meaningful only for
small deviations of � from zero or . That is why subscript
labels are used in the tables of Ref. 16. Note that the values
of m in the subscripts of Table II in Ref. 16 change from
even to odd in each column at some point, and similarly,
from odd to even in Table III. This is a consequence of the
alternative use of two coordinate systems �Oxyz and Ox�y�z�
in Fig. 1�, and will be explained in Sec. II D.

D. Accuracy of the model

In this section we consider the influence of the different
approximations made in order to obtain a finite Hamiltonian
matrix on the accuracy of the solutions. In the process of
calculation we have found that the 1S ground state and, to a
much smaller extent, the 2S state are slightly influenced by
the step h used to calculate the derivatives. This is so be-
cause the 1S state is the one with most rapidly changing

FIG. 4. Variation of the binding energies of the odd-parity
P-like states with the ratio � / for an arbitrarily chosen value of
the parameter =0.271 ��1/3=0.9�. Note the axis brake and the
expanded scale in the upper part of the figure. A triplet of states is
marked with notations which are only valid for �→0 or �→, as
discussed in text.
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amplitude within one unit cell and its derivative needs more
accurate evaluation. Decreasing h by a factor of 5 �e.g., by
choosing �max=30 instead of 150� results in a slight increase
of the binding energy of the 1S state �however, well below
1% for all ��. The correction for 2S is much smaller, never-
theless, these more accurate values for 1S and 2S are given
in all tables. The rest of the states are calculated with
�max=150. If the step is decreased by a factor of 2 �by choos-
ing Nr=4096 instead of 2048 and keeping �max=150�, the
most noticeable changes are in the fourth digit �i.e., below
0.1%� of the 1S states corresponding to �=0.1 close to the
one-dimensional case ����. Thus, in all calculations,
Nr=2048 was considered sufficient for the number of digits
displayed in the tables.

We have noticed no significant impact of the choice of
�max�150 on the eigenvalues, hence the value �max=150 can
be considered as sufficiently large for the first 10 �or so�
excited states. This is justified by the nature of the problem
�all wave functions for bound states are finite� and our cal-
culation. Indeed, each wave function decays from its maxi-
mum by several orders of magnitude towards �=�max=150.

The largest impact on the accuracy comes from the re-
striction of the series expansion of the wave function to val-
ues of l�Lmax. Smaller values of � require larger Lmax,
which is, however, limited by the size of the resulting Hamil-
tonian matrix. While the cylindrically symmetric cases can
be computed with sufficient accuracy for all values of �
given in Table II, the accuracy in the general case is some-
times worse. We already noticed that as � increases from 0 to
 �for any given � we must switch from the spherical har-
monics in the original Cartesian coordinate system �CCS� to
the corresponding harmonics in the primed system �CCS�, cf.
Fig. 1�. We suggest that the switching occurs at the value of
�, which satisfies the equation

� =
� − ��
�1 − ��

, �14�

and which depends on alpha. In terms of the effective masses
Eq. �14� is equivalent to mx=�mymz. This value is chosen
because of the following reasoning. From the series expan-
sions used for calculation of the matrix elements, Eqs. �A5�
and �A7��, it is clear that the leading term in the series has a
maximum value � if CCS is used, and �−�� / �1−�� if
CCS� is used. It is desirable to use the smaller of these quan-
tities in order to minimize the contribution of the series in the
value of the outer integral and, consequently, the mixing of
states with different values of m, hence the above equation.
The worst accuracy is expected near �, however we have
found that the disparity between the eigenvalues calculated
in CCS and CCS� near this point, being largest at �1/3=0.3
��9% �, rapidly decreases, as expected, with increasing �
�below 1% for �0.7�.

We note that both approximations considered above lead
to the fact that the obtained eigenvalues are upper bounds to
the true ones. This is quite obvious for the truncation of the
wave functions above �max, since not including the �infinite�
region of space beyond �max leads to not accounting for the
integral of the wave function amplitudes in that region,

which is involved in the calculation of the energy, i.e., the
calculated energies are upper bounds to the true ones. On the
other hand, decreasing Lmax leads to smaller Hamiltonian
matrices, which can be viewed as obtained from the larger
one by subsequently removing the last row and the last col-
umn. According to a well-known theorem,17 the eigenvalues
of the smaller matrices are always upper bounds to the ei-
genvalues of the large one and, hence, in the limit N→�, to
the true ones.

III. COMPARISON WITH OTHER CALCULATIONS
AND EXPERIMENT

A. Comparison with other models

To the best of our knowledge, other models presented so
far in the literature are all concerned with the cylindrically
symmetric cases. The calculation performed by Faulkner
covers only the case �in our notations� �=0 and needs revi-
sion due to the restricted set of basis functions used. For
germanium ��1/3�0.39�, where the errors in Faulkner’s cal-
culation are much more significant than for silicon, the cal-
culation has been repeated by Beinikhes et al.18 The nonva-
riational method used by them is equivalent to ours, but the
method of obtaining the eigenvalues and the eigenvectors of
the large Hamiltonian matrix is different.19 They have used
Lmax=10�11�, which seems to be enough for Ge, since their
results18 coincide almost exactly with our calculation for Ge
�not shown� with Lmax=28�29�. However, we note that if we
use the high-resolution data in Refs. 20 and 21 and apply the
least square fit as explained in the next section in order to
obtain the donor ground-state energy and the value of the
dielectric constant, we get �=15.0 instead of �=15.4, which
was used in Ref. 18. If older data �containing, however, less
observed transitions� is used,22 then the least square fit in-
deed yields �=15.4, as obtained by Faulkner.2

It is interesting to look to the approximate analytical for-
mula proposed by Gerlach and Pollmann3 from the point of
view of our model. If all terms with �l� ,m��� �l ,m� in the
system of differential equations �11� is neglected, the equa-
tions decouple and the equation for Ul

m��� can be easily
brought to the following form:

d2Ul
m

dz2 + �− 1 +
2�

z
−

l�l + 1�
z2 �Ul

m = 0, �15�

where z=�����, and �=Zll
mm /����. This is the differential

equation for Coulomb functions. The solutions describing
bound states �called also negative energy solutions� are given
by the Whittaker function W�,l+1/2�2z�,23 and using argu-
ments similar to those in Ref. 10 it is possible to show that
the parameter � must be a positive integer for the solution to
be acceptable as a wave function �i.e., to have a finite deriva-
tive at the origin�. Denoting this integer by n, we obtain
exactly the approximate formula of Gerlach and Pollmann,3

�E� = ���Reff = Reff
�Zll

mm�2

n2 �16�

�of course, E=−�E � =E�nl�m, the latter being the original
notation�.3 Thus, the above formula, obtained in Ref. 3 using
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the first nonvanishing correction from the perturbation
theory, is equivalent to the assumption that there is no mix-
ing of the states. It is, therefore, expected to give a good
estimation of the binding energies only in the case of small
anisotropy, and only for some low-lying states, for which the
mixing indeed can be neglected. In any case, the absolute
value of the energy will be underestimated. Thus, for ex-
ample, for InSe the following transition energies from the 1S
state have been calculated using Eq. �16�:24 102 cm−1

�1S−2P±�, 114 cm−1 �1S−2P0�, and 124 cm−1 �1S−3P±�.
The correct values are 104, 115.4, and 126 cm−1, respec-
tively. Note, that InSe corresponds to the cylindrically
symmetric case with �=�0.56 in our notations
���−1.3�0�, so that Faulkner’s tables are not applicable.

Finally, formula �16� can obviously be applied also to the
general case �general �� and ��0�, but only for states
which are almost “pure” �i.e., almost the whole contribution
to the norm of the wave function is due to a single Ul

m�.
However, in this case the matrix elements must be calculated
numerically, and, in addition, there is no prescription to find
out a priori which states are pure and which do exhibit sig-
nificant mixing.

B. Comparison with absorption data for 4H-SiC

Absorption data on the nitrogen-donor excited states is
available for 3C-,25 4H-,26,27 and 6H-SiC.28 The data for
3C-SiC �a cubic crystal� is treated in the frame of Faulkner’s
theory and is in excellent agreement with it. To the best of
our knowledge, so far 4H-SiC is the only uniaxial crystal
with parabolic conduction band, for which the general theory
is applicable, and a preliminary account on this application
was presented recently,5 illustrating a very good agreement
with the available experimental data �cf. Fig.1 in this refer-
ence�. Since only few excited states were computed at that
time �assuming the value �=����� =9.95�, and fitting �see
below� was not used, we justify and provide a more complete
set of binding energies here.

When fitting the theoretical data to the data from Ref. 26
�showing the sharpest transitions�, we did not assume any
value for � but, instead, used the least-square method to ob-
tain its value and the binding energies of the ground state
1S��2� and its counterpart 1S��3�, which provide the least
sum of the squares of the deviations between the experimen-
tal and theoretical binding energies. �Note that the energy
unit, Reff, also needs evaluation since it depends on �.� This
results in the following formulas:29

Reff = −



i=1

K

� �i�E1
¯ − E1i + E2

¯ − E2i�

2

i=1

K

� �i
2

,

EJ = Reff�̄ + EJ
¯ , J = 1,2,

� = ����� = �my/Reff, �17�

where we use the notations

��i 	 �̄ − �i,

�̄ =
1

K


i=1

K

�i,

EJ
¯ =

1

K


i=1

K

EJi, J = 1,2.

Here E1	E1S��2� and E2	E1S��3� denote the binding ener-
gies of 1S��2� and 1S��3�, respectively, �i is the calculated
eigenvalue corresponding to the binding energy of the final
state involved in the ith experimentally observed transition,
E1i and E2i are the experimental transition energies from
1S��2� and 1S��3�, respectively, to the ith final state, and K
is the number of the observed transitions, which happens to
be the same, K=4, for transitions starting from 1S��2� and
from 1S��3� �transitions to 2P0, 2P−,3P0, and 3P− from both
initial states are observed�.5 It is important to note that the
identification of the final states in the experimentally
observed transitions must be known before applying the fit.
The values �=9.93±0.01, E1S��2�=61.37±0.1 meV, and
E1S��3�=53.9±0.1 meV are obtained from the fit.

The calculated binding energies for the 10 lowest states of
each symmetry using the value of �=9.93 from the fit are
presented in Table III. The notations used in Table III are
similar to those used by Faulkner,2 however, some clarifica-
tion is needed. Since the values +m and −m always enter the
wave function on equal footing, we omit the sign ± in front
of the subscript denoting the value of m. Thus, for example,
D±2 becomes simply D2. However, since the P±-like states
are split for ��0, we retain a “+” �or “−”� sign after the
subscript m, which simply denotes the split-off state with
larger �smaller� energy, respectively. As usual, the value of
m=1 is not written, so, for instance, P± splits into P+ and P−,
etc. The identification of the experimentally observed transi-
tions has been carried out in Fig. 1 and Table 2 of Ref. 5 and
will not be repeated here.

Since the envelope functions are known from the calcula-
tion, it is interesting to inspect the transition probabilities,
which within the EMT are proportional to the integrals30

Iif = �Ei − Ef� � �ix� fdV , �18�

where �i and � f are the envelope wave functions of the
initial and final states, respectively, x is the coordinate in the
direction of the polarization of the photon causing the tran-
sition. The integration is over the whole space. The presence
of three equivalent conduction band minima is taken into
account and the multivalley envelope functions needed in the
calculation are constructed as linear combinations �in accord
with Ref. 4� of the one-valley functions calculated here.30

The initial state is always 1S, and since the contribution of
U0

0 in this state is almost 100% �99.85%�, without significant
loss of precision �i can be approximated with
�U0

0��� /�Y0
0�� ,
�= �2���−1U0

0��� /�. The final state is one of
the P-like states, P0 or P− for photon polarization E�c and
P+ for E �c.4 Although the ground-state envelope function is
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quite inaccurate within the EMT, we anticipate that the de-
viation from the real one is more important mainly in the
vicinity the donor core. Since the contribution from that re-
gion in the integrals of Eq. �18� is minor �all P-like states
have vanishing amplitudes at the origin�, we may expect that
the calculated values will be accurate enough for comparison
to experimental data.

The calculated transition probabilities are given in Table
IV. They should be compared to the intensities of the absorp-
tion lines.27 Unfortunately, the quality of these absorption
spectra does not allow precise determination of the intensi-
ties �the samples are different from those used in Ref. 26�,
but a qualitative comparison with the theory is still possible.
Thus, it is quite obvious that the transitions to 2P0 and 2P−
from both 1S��2� �the lines at 367 and 397 cm−1 in this ref-
erence� and 1S��3� �the lines at 307 and 337 cm−1� have
almost equal intensities, in agreement with theory �cf. Fig. 2,
E�c, in Ref. 27�. Also the line at 450 cm−1, identified as
1S��2�-3P− is likely to have the intensity predicted by the
theory, about 21% of the stronger lines. The corresponding
transition 1S��3�-3P− is not resolved, probably due to over-
lapping with the strong 1S��2�-2P− line. Furthermore, the
transitions at 388 and 455 cm−1 with E �c are most probably
dominated by 1S��2� – 2P+ and 1S��2�-3P+, respectively,
and their intensity ratio is also in qualitative agreement with
the theory. The anticipated 1S��3�-2P+ transition, which
should be observed at higher temperatures, is probably ap-
pearing just as a shoulder on the high-energy side of the
strong 388 cm−1 peak. Finally, the comparison of the absorp-
tion intensities with E �c and E�c carried out in Fig. 4 of
Ref. 27 shows that the intensity of the absorption with E �c
in the transitions to the 2P+ state from both 1S��2�

�388 cm−1�and 1S��3� �328 cm−1� is indeed about 2 times
stronger than the corresponding lines with E�c �the transi-
tions to either 2P0, or to 2P−�, in agreement with Table IV.

A special remark is necessary for the absorption spectrum
with E �c �Fig. 2 of Ref. 27�. It was already shown4 that
transitions between the S-like states with the same symmetry
��2 or �3� are symmetry allowed, although they are parity
forbidden. Calculation of their intensities cannot be at-
tempted without knowledge of the exact Bloch function at
the conduction band minimum, but theoretically they lie very
close in energy to the P+-like states �cf. Table III� and might
be responsible for the large linewidths observed with E �c.

IV. CONCLUSIONS

The investigated nonvariational method for numerical so-
lution of the effective-mass Schrödinger equation has the ob-
vious advantage before the variational method that no trial
functions are needed; in fact, the iterations for finding the
eigenvalues and the eigenvectors of the Hamiltonian matrix
are started with a randomly generated vector. The calculated
eigenvalues have a good enough precision in a broad region
of variation of the anisotropy parameters  and �. We have
shown, however, that the results have to be treated with cau-
tion in some cases �→1 and ����, when strong mixing
of states of different m occurs. This is always the case for
values of  very close to one, but even in this case a reason-
able accuracy for the lowest excited states can be achieved
using large enough values of Lmax. We believe that most
practical cases can be handled with values of  well below
one, as is the considered case of 4H-SiC. The theory seems
to be in a very good agreement with the experiment in this
case. However, a much more detailed comparison will be
possible when spectra measured in the future on samples of
better quality and/or other anisotropic materials will show
sharper lines and more excited states. The experimental ac-
curacy of the values of the effective masses in 4H-SiC �about
±2% at present� also needs improvement. So far, the accu-
racy of the theory is superior to that of the experiment.
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TABLE III. Calculated binding energies �in meV� of the lowest excited states of each symmetry for 4H-SiC using �=9.93 and my

=0.31 �in units of the electron rest mass�. The notations of the states reflect the values l, m of the function Ul
m with maximum weight in the

norm.

�1
+ �S-like� �3

− �P0-like� �2
− �P−-like� �4

− �P+-like� �3
+ �2

+ �4
+ �1

−

1S 53.99 2P0 15.67 2P− 12.25 2P+ 12.79 3D2 5.389 3D+ 6.404 3D− 6.200 4F2 3.358

2S 13.72 3P0 7.046 3P− 5.504 3P+ 5.735 4D2 3.051 4D+ 3.636 4D− 3.527 5F2 2.167

3D0 6.781 4P0 4.044 4F− 3.559 4F+ 3.672 5G2 2.227 5G+ 2.400 5G− 2.334 6H2 1.580

3S 5.998 4F0 3.649 4P− 3.114 4P+ 3.238 5D2 1.963 5D+ 2.304 5D− 2.232 6F2 1.509

3D2 5.386 4F2 3.358 4F3− 2.978 4F3+ 2.979 5G4 1.886 5G3+ 2.078 5G4− 2.078 6H4 1.410

4D0 3.901 5P0 2.643 4F− 2.297 4F+ 2.369 6G2 1.555 6G+ 1.693 6G− 1.649 7H2 1.172

4S 3.335 5F0 2.319 5P− 2.001 5P+ 2.077 6D2 1.370 6D+ 1.590 6D− 1.540 7F2 1.109

4D2 3.046 5F2 2.166 5F3− 1.913 5F3+ 1.914 6G4 1.313 6G3+ 1.452 6G3− 1.452 7H4 1.041

5D0 2.552 6P0 1.856 5F− 1.630 5F+ 1.678 7I2 1.175 7G+ 1.264 7G− 1.233 8H2 0.913

5G0 2.347 6H0 1.649 6H− 1.571 6H+ 1.622 7G2 1.140 7I+ 1.209 7I− 1.173 8J2 0.893

TABLE IV. Theoretical probabilities for transitions from the
ground 1S state to the excited states listed. All values are normal-
ized to the probability of the 1S-2P0 transition.

2P0 3P0 2P− 3P− 2P+ 3P+

1.0 0.20 0.98 0.21 2.18 0.50
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APPENDIX: CALCULATION OF THE MATRIX
ELEMENTS

The matrix elements are defined by Eq. �12�, in which the
anisotropy function f is given by Eq. �8a� if the calculation is
to be performed in CCS, and by Eq. �8b� if CCS� is to be
used. In any case, f can be expanded in Taylor series:

f��,
� =
1

�1 −  cos2 �


n=0

�

an�� sin2 � cos2 


1 −  cos2 �
�n

, �A1�

f���,
�� =
1

�1 − � sin2 ��


n=0

�

an� � − ��sin2 �� sin2 
�

1 − � sin2 ��
�n

,

�A2�

obtained directly from the expressions �8a� and �8b�, respec-
tively. Here a0=1, an= �2n−1� ! ! /2nn!, and it is easily veri-
fied that for �� in �A1� and ��1−�1− in �A2�, which
are the bounds for using CCS or CCS�, respectively, the
corresponding series are converging by absolute values,
since their terms are dominated by the terms of a geometrical
progression. Feeding back the expansion in Eq. �12� and us-
ing the definition of the spherical harmonics, it can be no-
ticed that the integration over 
 can be performed analyti-
cally in order to obtain the subintegral function F��� �or
F���� for the remaining integration over � �or �� as a sum
of rapidly converging series. Considering first the calculation
within CCS, F��� has the following appearance:

F��� =
Gll�

mm����

�1 −  cos2 �
�±S+��� + S−��� . �A3�

The following notations are used:

Gll�
mm���� =��2l + 1��l − m� ! �2l� + 1��l� − m��!

�l + m� ! �l� + m��!

� Pl
m�cos ��Pl�

m��cos �� , �A4�

where Pl
m, Pl�

m� are the associated Legandre polynomials in a
standard notation.

S±��� = �0,m±m� + 

n=1

�

an� � sin2 �

1 −  cos2 �
�n

�
�2n�!

22n�n +
m ± m�

2
� ! �n −

m ± m�

2
�!

, �A5�

where �ij is the usual Kronecker symbol. The sign ambigu-
ities are resolved, as follows. In Eq. �A5� the sign is “+” for
S+ and “−” for S−. In Eq. �A3�, the sign in front of S+ is “+”,
if m and m� are even and the expansion of the wave function
involves �Yl

m+Yl
−m�. It is also “+”, if m and m� are odd, but

the expansion of the wave function involves �Yl
m−Yl

−m�, and
the sign is “−” in the remaining cases. In other words, the
sign in Eq. �A3� is “+” for wave functions transforming as
�1

+, �2
+, �3

−, and �4
−, and “−” for the rest of the representa-

tions.
The series appearing in Eq. �A5� and, therefore, F��� can

be evaluated easily with any desired precision �double preci-
sion was used�, which ensures about 10 significant digits
after the numerical integration over �. The latter is done
using the standard procedure DQDAWO from the IMSL For-
tran 90 MP Library.

Finally, we list the corresponding formulas in CCS�.

F���� =
Gll�

mm�����

�1 − � sin2 ��
�±S+���� + S−���� , �A6�

S±���� = �0,m±m� + 

n=1

�

�− 1�nan� � − ��sin2 ��

1 − � sin2 ��
�n

�
�2n�!

22n�n +
m ± m�

2
� ! �n −

m ± m�

2
�!

. �A7�
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